
HAL Id: halshs-04579125
https://shs.hal.science/halshs-04579125

Submitted on 17 May 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - ShareAlike 4.0 International License

Interpretive flexibility in data science and artificial
intelligence

Tiphaine Viard, Mélanie Gornet, Simon Delarue

To cite this version:
Tiphaine Viard, Mélanie Gornet, Simon Delarue. Interpretive flexibility in data science and artificial
intelligence. Undone Computer Science, Feb 2024, Nantes, France. �halshs-04579125�

https://shs.hal.science/halshs-04579125
http://creativecommons.org/licenses/by-sa/4.0/
http://creativecommons.org/licenses/by-sa/4.0/
https://hal.archives-ouvertes.fr


INTERPRETIVE FLEXIBILITY IN DATA SCIENCE AND ARTIFICIAL
INTELLIGENCE

Tiphaine Viard, Mélanie Gornet
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1 Context

Interpretive flexibility – the capacity that relevant social groups appropriate technology to create and sustain divergent
opinions, uses and meanings – is a concept widely used in science and technology studies (STS), and in particular
the EPOR [1] and Social Construction of Technology (SCOT) method [2]. In the SCOT method, innovation follows a
swirling process, rather than a linear one, where different relevant social groups offer different uses and meanings of
their relation to a technological artifact, thereby modifying the artifact through operations of variation and selection.
When this process stabilises, the technological artifact reaches closure, i.e. the stabilisation around a set of uses and
meanings.

This has led to contextualising multiple forms of interpretive flexibility [3], expanding the scopes adopted in EPOR and
SCOT to encompass nuance: EPOR is framed as describing a regress of truth (typically, in a scientific controversy),
while SCOT describes a regress of usefulness; the authors in [3] finally introduce the notion of regress of relevance as
an additional lens, in their case to study the controversy around neural networks [4]. The work of Humphreys extends
this further, reinforcing the dialogic relationship between technology and culture, and enriches the notion of relevant
social groups, by separating different stake holders: bystanders, users, advocates and producers [4]. Notice however
that this fails to encode the relations and interactions between individuals and social groups.

Furthermore, in all these cases, interpretive flexibility has been used as a concept to describe and understand how
different relevant social groups shape the use of a technological artifact [5]. To the best of the authors’ knowledge,
interpretive flexibility has only been used descriptively and has not permeated computer science research. We would
like to explore the converse perspective, i.e. how the technological artifact can shape human uses.

In data science and machine learning in particular, it is increasingly common that algorithms designed in research
labs become available to the public, or used on a wider audience. In that sense, not considering interpretive flexibility
at conception time makes it increasingly likely that closure will happen along already established power divides,
reinforcing them rather than shifting them: one may think, without exhaustivity, of the COMPAS affair [6]; facial
recognition’s lack of representative datasets, especially when it comes to BIPOC1 and gender minorities [7]; the
quantitative and qualitative lack of datasets in languages other than a few selected ones, such as english [8], the
exploitation of labour along colonial North-South lines [9]; the use of machine learning in fraud detection leading to
unfair discrimination in the Netherlands [10]; among many others [11, 12, 13].

We argue that the concept of interpretive flexibility can be used in a prescriptive way, rather than a purely descriptive
one. We observe a lack of research in this aspect, in exact and social sciences, and we identify and discuss three beliefs
that contribute to this situation:

1. AI is a technical object, outside of the realm of social questions;

2. TProviding flexibility is about implementation with respect to end users, and does not belong to the scientific
realm of study;

1Black, Indigenous, People of Color
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3. Introducing interpretive flexibility in mathematical models means an increase in complexity, both conceptual
and computational.

2 Addressing the beliefs

The first belief, namely seeing artificial intelligence and machine learning as a purely technical object, is the most
studied already. Indeed, there is a rich body of works defining and studying sociotechnical systems, their limits
and the interplay of the technical and the social [14]. Though it is not a new topic [15], the recent years have seen
the development of multiple works contextualising data science and artificial intelligence in its broad sociotechnical
context, under the “AI ethics” umbrella. However, this thinking is still not commonplace, as exemplified by a recent
press release by the French governement. 2 It is still customary, in the scientific, institutional and public discourse, to
see machine learning and data science discussed only through its technical aspects.

This makes it tempting to relegate the problem to a policy implementation one: researchers can devise models, for-
malisms and algorithms, and let end users and institutions decide of their deployment. This leads to devising a plethora
of methods to make models explainable, fair, transparent, accountable and so on, which sound as hollow if they are
researched without addressing the structures of power in which data science and artificial intelligence are rooted. In
other words, to paraphrase Pratyusha Kalluri, we should ask how AI shifts power, rather than if it is good or fair [16].
We argue that being able to model, maintain and understand both consensus and dissensus is a desirable feature, that
shapes the horizon of possibilities and thereby the real-world implementations of data science and machine lerning
models and algorithms.

One may argue that interpretive flexibility comes as a fuzzy concept, difficult to quantify and make operational. In our
fields, methods and algorithms that classify and work with partitions are easier to conceive, typically more tractable,
which are desirable properties. Introducing flexibility at this level can be seen as dramatically raising the conceptual
and computational complexity of such models. Yet, the idea of reformulating problems or changing the object of
focus is a staple of mathematics and computer science: for example, optimisation methods offer primal and dual
problems; multiple problems can be computationally resolved to the 3-SAT problem; and so on. Our argument is that
interpretive flexibility is another goal that can be reformulated around. For example, on graphs (i.e. set of nodes V
connected by edges E ⊆ V × V ), node clustering and classification is a commonplace task, with numerous efficient
solutions [17, 18]. Though many of them output a partition of the nodeset (i.e. each node belongs to one and only
one cluster), partitioning the edges instead gives overlapping information about the nodes; there are many examples
of community detection on graphs that partition the edges in order to obtain overlapping node communities [19, 20].
In other words, shifting the ontological level of study can provide flexibility on lower levels.

3 Proposal and discussion

In conclusion, we argue that interpretive flexibility as a concept would benefit from going from a descriptive tool to
a prescriptive one, in order to root data science and machine learning in its sociotechnical nature, and shift power
structures rather than reinforce them. We also argue that the prism of relationships between relevant social groups
is key to achieving this goal. While it appears initially both as a more complex and downstream problem, we argue
that both assumptions should be challenged. Indeed, we argue that interpretive flexibility, like many problems, can be
reformulated and incorporated into deterministic problems; and that embedding it early on contributes to rooting data
science and machine learning in transformative practices.
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2https://www.numerique.gouv.fr/uploads/CP_Stanislas_GUERINI_experimente_l-IA_generative_dans_
les_services_publics.pdf
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