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Abstract

One usually identifies bubble solutions to linear rational expectations models
by extra components (irrelevant lags) arising in addition to market fundamentals.
Although there are still many solutions relying on a minimal set of state variables,
i.e., relating in equilibrium the current state of the economic system to as many
lags as initial conditions, there is a conventional wisdom that the bubble-free (fun-
damentals) solution should be unique. This paper examines existence of endoge-
nous stochastic sunspot fluctuations close to solutions relying on a minimal set of
state variables, which provides a natural test for identifying bubble and bubble-
free solutions. It turns out that only one solution is locally immune to sunspots,
independently of the stability properties of the perfect foresight dynamics. In the
standard saddle point configuration for this dynamics, this solution corresponds to

the so-called saddle stable path.

Keywords: rational expectations, bubbles, sunspots, saddle path property.



1 Introduction

It is now well known that the rational expectations hypothesis does not pick out
in general a unique equilibrium path. Consequently one usually introduces into
analysis additional selection devices that give an account of the relevance of special
paths. The aim of such criteria is often to rule out bubble solutions, i.e., paths
that are determined in particular by traders’ expectations. Although there are cases
where identifying bubble solutions and bubble-free (fundamentals) solutions turns
out to be not questionable, a sampling of the literature (Flood and Garber [1980],
Burmeister, Flood and Garber [1983], and more recently McCallum [1999] among
others) suggests that there is still not an agreement upon what should be a bubble.
This is actually the purpose of the present paper to progress toward defining bubble
and bubble-free solutions in linear economies where agents forecast only one period

ahead, and where the number of predetermined variables is arbitrary, but fixed.

In case of explicit justifications, the most often used criterion is that of sta-
bility or non explosiveness of endogenous variables (Blanchard and Fischer [1987],
Blanchard and Kahn [1980] and Sargent [1987]). From a practical point of view,
attention is typically restricted to a particular configuration where this criterion
provides a unique outcome, namely the so-called saddle point configuration for the
perfect foresight dynamics, characterized by a number of stable roots that is equal
to the number of initial conditions (the number of predetermined variables). More
precisely, the model features then a continuum of paths where the endogenous vari-
able explodes toward infinity and only one saddle stable path where it remains
bounded and even converges toward the stationary state. The dynamics restricted
to the saddle stable path makes the current state to depend on a number of lags
that is equal to the number of predetermined variables. Because of this property, it

is usually asserted that market fundamentals entirely determine the actual path of



the economy and expectations do not play a role in this equilibrium. However, the
stability criterion fails to select a single solution as soon as there are more stable
roots than predetermined variables, i.e., in the so-called indeterminate configuration

for the perfect foresight dynamics.

The minimal-state variable (hereafter MSV) criterion by McCallum [1983] is
conceived to apply also in this case. It recommends to eliminate solutions where the
current state relies on a number of lags larger than the number of predetermined
variables, i.c., solutions that display an extra component arising in addition to the
components that reflect market fundamentals. Such solutions are said to be with
a bubble, given that traders’ expectations necessarily matter. There is a large
agreement on ruling out these solutions and focusing attention on the solutions
with a minimum number of lags, i.e., the solutions such that the number of lags is
equal to the number of predetermined variables. However, in general models, there
still remain many solutions involving a minimal number of lags, whereas there is
a conventional wisdom that there should be a unique solution termed bubble-free.
Hence, an additional device is needed to identify only one solution. McCallum [1999]
proposes then to introduce a subsidiary principle that is at first sight unrelated to the
definition of a bubble in general models (see d’Autume [1990] for a discussion). As
McCallum [1999] emphasizes, such an augmented MSV criterion “identifies a single
solution that can reasonably [emphasis is ours| be interpreted as the unique solution
that is free of bubble components, i.e., the fundamentals solution”. Precisely, this
MSYV criterion requires that the equilibrium path involves a minimal number of lags
whatever the values of the exogenous parameters are, i.e., even in degenerate cases
where some of them are equal to zero. In linear models, it appears that this condition
always selects a unique solution. In particular, in the saddle point configuration, the
MSYV solution is the equilibrium path that corresponds to the saddle stable path. In

the sequel we shall call “McCallum’s conjecture” the claim that the MSV solution



is the (unique) solution deserving to be called bubble-free (or the fundamentals

solution).

To discuss this conjecture, we study existence of self-fulfilling sunspot-like be-
liefs whose support stands in the immediate vicinity of the solutions with a minimal
number of lags. Namely, we consider that existence of such sunspot equilibria ac-
counts for expectations mattering close to these solutions, and therefore, in order to
deserve to be bubble-free, a solution should be free of any neighboring sunspot equi-
librium. Our results are then in accordance with McCallum’s conjecture: sunspot
fluctuations never arise close to the MSV solution, and they may occur arbitrarily
close to any other solution that display a minimal number of lags. These results are
shown to hold in general (univariate) linear models where agents forecast only one
period ahead, and with an arbitrary number L > 0 of predetermined variables. In
this framework, the dynamics with perfect foresight is locally governed by (L + 1)
perfect foresight (growth rates) roots A1, ..., Apy1 with [Ai| < ... < |Ar41]. Hence
there are (L + 1) solutions where the current state depends on only L lags. Each one
corresponds to an equilibrium path that belongs to the eigensubspace spanned by L
eigenvectors associated with L among (L + 1) perfect foresight roots, i.e., all these
paths are defined by only L coefficients. In particular, in the saddle point configura-
tion (|AL| <1 < |Ary1]), the saddle stable path is governed by the L roots of lowest
modulus Ay, ..., Az. In this configuration as well as in any other, McCallum [1999]’s
conjecture is that this latter solution is actually the unique bubble-free solution,
i.e., beliefs are not relevant in this solution while they should generically matter for
paths corresponding to L other roots (and including in particular the root of largest
modulus Azy1). In order to discuss this assertion, we assume that agents observe an
exogenous sunspot process that does not affect fundamentals, and they hold beliefs
that are correlated to the sunspot process and consist in randomizing over paths

arbitrarily close to solutions with L lags, i.e., over paths defined by L coefficients



arbitrarily close to the L coefficients that define solutions with a minimal number
of lags. We show that (i) beliefs can never be self-fulfilling in the neighborhood of
the path that is governed by the L roots of lowest modulus Ay, ..., \r, and that (i7)
for any other solution with a minimal number of lags, there always exist sunspot

processes ensuring that some beliefs are self-fulfilling.

This paper is organized in the following way. In Section 2, we present our results
in the simple benchmark framework also considered by McCallum [1999] where
L = 1. Then, in Section 3, we tackle the general case where L > 0 is arbitrary.

A brief summary of the results is finally given in Section 4.

2 A Preliminary Example

The reduced form we first consider supposes that the current equilibrium state is a
scalar z; linked with both the common forecast of the next state E(x1; | I;) (where
E denotes the mean operator and [; the information set of agents at date ¢) and the

predetermined state x;_; through the following temporary equilibrium map:
’)/E(I‘H_l | -[t) + 1 + (55575_1 = O, (1)

where the real numbers v and § represent the relative weights of future and past
respectively. Equation (2.1) stands for a first order approximation of a temporary
cquilibrium dynamics in a suitable neighborhood V (Z) of a locally unique station-
ary state z whose value is normalized to zero. This formulation is general enough
to encompass equilibrium conditions of simple versions of overlapping generations
economies with production (Reichlin [1986]), and those of infinite horizon models
with cash-in-advance constraints (Woodford [1986], Bosi and Magris [1997]). It is
also commonly used as a benchmark case in the temporary equilibrium literature
(Grandmont [1998], Grandmont and Laroque [1990], [1991]). It serves the purpose

of McCallum [1999]. In this model, the local perfect foresight dynamics relies on
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two local perfect foresight roots A\; and Ay (with [A;| < [A2| by definition), i.e., there
are two paths along which the current state x; is determined by only one lag x;
through a constant growth rate (factor) x;/x; 1 equal to either A; or Ay. In such
paths, traders’ forecasts do not a prior: matter since the number of lags that af-
fect the current state is equal to the number of predetermined variables. The path
corresponding to \; (say the Aj-path for convenience) governs the perfect foresight
restricted to the saddle stable branch in the saddle point case (|A1] < 1 < |Az]). The
issue is whether this A\;-path is indeed the only one that is bubble-free, as claimed by
McCallum [1999]. In order to tackle this problem, we build a sunspot process over
growth rates arbitrarily close to the perfect foresight roots \; and A;. The existence
of the sunspot equilibria so defined provides a clear method for defining bubbles.
Actually it turns out that such expectations driven fluctuations do not arise close
to the Aj-path but that they do close to the As-path, independently of the stability
(determinacy) properties of the local perfect dynamics. As a result, the A;-path is

the single solution of the model (2.1) that can be termed bubble-free.

2.1 Deterministic Rational Expectations Equilibria

A local perfect foresight equilibrium is a sequence of state variables {x;},~ | associ-
ated with the initial condition x_;, and such that the recursive equation (2.1) with

E(z411 | I;) = 2441 holds at all times:
YTi1 + 2y + 0xi_1 = 0. (2)

The current state may consequently be related to either one or two lags in (2.2).
In the latter case, the solution is x; = —(1/v)x;—1 — (§/7)xi—2. It displays more
lags than predetermined variables. It is accordingly a bubble solution. On the
contrary, the state variable obeys in the former case to the law of motion x; = fx;_;
where § satisfies v6%x;_1 + B¢y + dx;_1 = 0 for any z;,_; € V (7), i.e., 3 is a root

Ai (i = 1,2) of the characteristic polynomial associated with (2.2). Throughout
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the paper we assume that A; and Ay (with |A| < |A\g|) are real. For these two
solutions x; = A\xy—q (i = 1,2), the number of lags is equal to the number of
predetermined variables, and the fundamentals (7, d) and the initial condition z_;
are then sufficient to determine the actual path of the economy, i.e., forecasts play a
priori no role. None of these two paths has a priori special characteristic that would
justify labeling it as bubble-free. Nevertheless the \{-path is usually presumed to be
the unique solution where bubbles are absent. In particular, this claim holds true
according to the MSV criterion in McCallum [1999]. Namely, in the case § = 0,
i.e., if no predetermined variables enter the model, A\; reduces to 0 (and the A;-path
reduces to the steady state z; = &), whereas Ay does not. This implies that the
current state is not relied to past realizations along the \;-path, whereas it is along
the Ao-path. The A;-path is therefore the only solution displaying a minimal number
of lags whatever the values v of § are; this is precisely the definition of the MSV

solution.

2.2 Stochastic Sunspot Rational Expectations Equilibria

The purpose of this Section is to show that traders’ beliefs do not matter (resp. do
matter) in the immediate vicinity of the A;-path (resp. the A;-path) when § # 0,
which provides a simple basis for the choice of bubble-free trajectories. We shall
assume that agents observe a public exogenous sunspot signal with two different
states s; = 1,2 at every date ¢ > 0. The signal follows a discrete time Markov
process with stationary transition probabilities. Let II be the 2-dimensional tran-
sition matrix whose ss’th entry 7,y is the probability of sunspot signal s’ at date
t + 1 when signal is s at date t. Agents believe that rates of growth are perfectly
correlated with the exogenous stochastic process. Let s (s = 1,2) be the guess on
the rate of growth whenever signal s is observed at the outset of a given period, i.e.,

agents deduce from occurrence of signal s at date ¢ that x; should be determined



according to the following law of motion:

Ty = Bewy_q. (3)

At date ¢, the information set includes all past realizations of the state variable and
of the sunspot signal, i.e., I = {x¢_1,..., x_1, St, ..., So }. Although I; does not contain
x¢, we will consider that agents’ expectations at date ¢ are made conditionally to x;,
i.e. agents believe that z;,; will be equal to GByx; with probability 7,y. This way of
forming expectations is made for technical simplicity purposes. It influences none of
our results, that bear on stationary equilibrium only (as defined below). Namely, at
equilibrium, beliefs are self-fulfilling and the actual x; is always equal to its expected

value at date ¢, that is Gsx, ;. As a result, the expected value E(zyyq | I;) writes:

2

Wss/ﬁs/] Ty = Bs'rh (4)

Ty = E(@i [ se=15) = [

s'=
where [3, represents the (expected) average growth rate between ¢ and (¢ + 1) con-
ditionally to the event s; = s. The actual dynamics is obtained by reintroducing
expectations (2.4) into the temporary equilibrium map (2.1). If s occurs at date ¢,

then the actual law of motion of the state variable satisfies:
yﬁsxt + Ty + 5$t_1 = O
S xp=—[6/(1+7B)] w1 = (Br, ) o1 (5)

We are now in a position to define a 2-state sunspot equilibrium on growth
rate, hereafter denoted SSEG (k, L) where k is the number of different signals of the
sunspot process and L represents the number of lags taken into account by agents.
In this Section, we have consequently k¥ = 2 and L = 1.

A 2-state stationary sunspot equilibrium on growth rate (denoted a SSEG(2,1)) is
a pair (6,11) where [ is a 2-dimensional vector (1, B2) and 11 is the 2-dimensional
stochastic matriz that triggers beliefs of traders, such that (i) (1 # P2 and (ii)
Bs = Qs (B, B2) for s =1,2.
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At a SSEG(2,1), the expected growth rate 35 used in (2.3) is self-fulfilling what-
ever the current sunspot signal s is, i.e., (s coincides with the actual growth rate
Qs (B1, B2) given in (2.5). The economy will indurate endogenous stochastic fluctua-
tions as soon as condition (7) is satisfied. In the case where this condition fails, one
can speak of a degenerate SSEG(2,1). Degenerate SSEG (2, 1) are pairs ((As, As) , IT)
where \, is a perfect foresight growth rate and the transition matrix II is arbitrary:
growth rate remains constant through time and beliefs are self-fulfilling, whatever
the sunspot process is.

Formally speaking, we shall say that a neighborhood of a SSEG(2, 1), denoted
((B1, B2) ,11), is a product set V' x My, where V' is a neighborhood of (3, /3;) for the
natural product topology on IR? and M, is the set of all the 2-dimensional stochastic
matrices II. Then, we shall say that another SSEG(2,1), denoted ((3], 55) ,11'), is
in the neighborhood of ((f1,32),1I) (resp. (s, Ay)) whenever the vector (37, 35)
stands close to (01, B2) (resp. (As, Ay)), and whatever the matrices Il and II" are.
The next result studies existence of SSEG(2,1) in the neighborhood of a As-path
(s =1,2), i.e., such that (5, 32) stands close enough to (As, As).

Let v # 0 and § # 0. Then there is a neighborhood of (A1, A1) in which there
do not exist any SSEG(2, 1), while SSEG(2,1) do exist in every neighborhood of the
(A2, A2).

Let us define the map € from IR? onto IR? in the following way:

(51,52) — Q (51752) = (Ql (51,52) — 51,8 (51,@) - /62) )

so that a SSEG(2,1) is characterized by Q (51, 32) = (0,0) and 1 # (2. Let
D (51, B2) be the 2-dimensional Jacobian matrix of the map €2 calculated at point
(81, 32). As A1 and Aq are the roots of the characteristic polynomial corresponding
0 (2.2), v/0 = 1/A1Ao. This identity and some computations lead to:

2

A
DQ (A, As) = )\1;21_[—12 fors =12,
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with Iy the 2-dimensional identity matrix.

Notice that 2 (Ag, As) = (0,0) for every II. Recall that the two cigenvalues of
IT are (m3 +ma2 — 1) and 1 (see for instance Chung [1967]). The eigenvalues of
DQ (As, As) are therefore:

)\2
w1 = /\;\2 (m11 + Mo — 1) — 1,
)\2
— S _ 1.
2 Mg

The determinant of the Jacobian is det D2 (A, As) = pypo. In the generic case
A1 # Ao, one has ps # 0, and therefore:

A1 Ao
)\2

S

detDQ()\s,)\s) =0 m1+7mp—1=

This last condition reduces to w13 + oo — 1 = Ao /A1 if Ay = Ay, and 1 + 799 — 1 =
A1/Ag if Ay = Ao, Noticing |my; + 9o — 1| < 1 shows that det D2 (A, ;) = 0
obtains for some matrices II if and only if s = 2.

For the case Ay = \;, the Proposition results then from applying the Implicit
Functions Theorem to each point ((A1, A1), II). The precise argument requires the
compacity of the set of stochastic matrices IT (as a matrix II is characterized by
w11 and 7oy, this set can be identified for instance to [0, 1]2). It is as follows: for
every matrix Iy, there are open neighborhoods Uy, of (A1, A1) and Vi, of IIp and a

smooth function Ty, from Vi, onto Uy, such that

V (81, 2) € Uny, VII € Vi, Q1 (81, B2) = 0 & (81, B2) = Ty, (II) . (6)

By compacity of the set of stochastic matrices II, there is a finite set C' of Il such
that Up,ec' Vi, is the whole set of stochastic matrices. Hence, the family of functions
T, for Ily € C uniquely defines a smooth function (5, 2) = T (IT) on the whole

set of stochastic matrices onto the intersection Np,ecUr,. One has:

V (B, B2) € NigecUny, VIL, Q1 (81, f2) = 0 (61, 62) = T (I1) .
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Given that €55 (A1, A1) = 0 holds for every II, T (II) is simply equal to (A1, A;) for
every II, and there is no other (3, 52) in Np,ecUn, satisfying Qp (81, 32) = 0 for
some II. As C' is finite, this set Np,ecUm, is an (open) neighborhood of (Ag, A1).
For the case \; = Ay, there are some II such that det D (A2, \y) = 0. It
follows then from standard local bifurcation theory that there exist some matrices
IT and (non degenerate) SSEG(2,1) in the neighborhood of (g, A2) (see Chiappori,

Geoffard and Guesnerie [1992] for a general argument).

The Ai-path should accordingly be considered as the single bubble-free solution
of the model, independently of the properties of the local perfect foresight dynamics,
in particular even in the indeterminate case for this dynamics (|[A;] < |Aa] < 1). The
restrictions v # 0 and ¢ # 0 are needed in Proposition 2.2. Otherwise actual growth
rates are independent of sunspot signals (see Equation (2.5)). But they are actually
not stringent given, first, that v # 0 merely ensures that expectations matter and,
second, that the bubble-free solution is easily identified in the case 6 = 0 (this is the
steady state).

An example of stochastic fluctuations of the state variable induced by the sunspot
equilibrium is depicted in Figure [1] in the hypothetical case where sp = s1 = s5 = 1
and s3 = 2.

InserthereFigure [1]

This figure highlights that the state variable is pulled out of V (Z) in the case
|A2| > 1. The stability condition |As| < 1 should consequently be met as far as we
are concerned with situations where the state variable is bounded (for instance in
order to ensure that it remains in V' (z)). It allows us to restore the conventional link
between existence of sunspot fluctuations and indeterminacy of the stationary state
that appears in models without predetermined variables (see Chiappori, Geoffard
and Guesnerie [1992], Drugeon and Wigniolle [1994] or Shigoka [1994] among many

others). It implies, however, that fluctuations will vanish in the long run.
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The next result is concerned with the issue of whether the bubble-free role of
the A;-path is robust to a slight change in the traders’ beliefs. Precisely, we now
consider that agents randomize over the two perfect foresight roots A\; and Ag, i.e.,
they hold beliefs (81, 52) in the neighborhood of (A, A2) (or (A2, A1)). We show
that no such beliefs are self-fulfilling as soon as the sunspot state associated to the
expected growth rate () near \; is persistent enough, i.e., m; and (1 — my) are
large enough. Without loss of generality, we turn attention to SSEG(2,1) in the
neighborhood of (A1, A2) only. The case where the SSEG(2,1) is close to (A2, A1)
would be treated in a similar way, simply by changing indexes.

There exists a neighborhood of (w11, m22) = (1,0) such that there is a neighborhood
of (A1, A2) including no SSEG(2,1) associated to a sunspot process with transition
probabilities in the above neighborhood of (mi1,me) = (1,0).

Using the two identities Aj Ay = d/7 and Ay + Ay = —1/7, it is readily verified
that the Jacobian matrix D (A;, Ay) of the map Q calculated at point (A1, A2) is

equal to:

DQ (A, o) = ( w (A, Ay, m1) i — 1 w (A, Ag,mp) (1 —m11) ) |

w ()\27 /\1, 7T22) (1 - 7T22) w ()\27 )\17722) g — 1

where w (A1, Ag, 7ys) is:
w (Alv /\27 Wss) = )\1)\2/ [(1 - 7755) /\1 + 7Tss)\2]2 .

The map w is well defined when 74 is in the neighborhood of 0 or 1. For m; = 1 and
moa = 0, one has € (A1, A\2) = 0 and some computations show that det D2 (A1, \o) =
1 — A1/X9. Then, in the generic case A\ # A2, det D2 (A1, A2) # 0, and the Implicit
Functions Theorem applied at (A, A2) with m; = 1 and 79y = 0 shows that there
exist neighborhoods U of (A1, A2) and V' of (w11, m2) = (1,0) such that, for every
matrix IT with transition probabilities in V', the only zero of Qp in U is (A1, A2).
In other words, there do not exist a SSEG(2,1) in the neighborhood of (A1, Ag)

associated to a matrix II with transition probabilities in V.
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Figure [2] gives an example of stochastic fluctuations of the state variable that
are induced by the sunspot equilibrium on growth rate described in Proposition 2.3.

Here we set s = 1 (so that xg = f1x_1), 51 = 2 and s5 = 1.

InserthereFigure [2]

A sequence of state variables sustained by some SSEG(2, 1) described in Proposi-
tion 2.3, remains in V (Z) as soon as || < 1, i.e., in the indeterminate configuration
for the perfect foresight dynamics, and it will be pulled out of V' (z) with probability
Lif |A1] > 1, i.e., in the so-called source determinate configuration for this dynam-
ics. The purpose of the next result is to provide a condition that ensures stability
in the saddle point case. Given the stochastic framework under consideration, the
stability concept is a statistic criterion ensuring that, in the long run, x; remains in
the neighborhood of the steady state  with an arbitrary high probability.

Consider a SSEG(2,1), denoted (3,11), that sustains a sequence of stochastic
realizations {ajt};oil. It is called “stable” if and only if, for every € > 0, there
exists a date T' such that P (Nt > T, |v; — x| <€) > 1 —¢e. Let qs be the long run
probability of the signals s (s = 1,2) associated with the Markov transition matriz
II. Then a SSEG(2,1) is stable if and only if |57 05| < 1. If this stability condition
holds true, then endogenous stochastic fluctuations of the state variable are vanishing
asymptotically, i.e., P (limx; = &) = 1.

For the case |3{' 33| # 1, the result comes from Theorem 1.15.2 in Chung [1967].
Let us consider a 2-state ergodic Markov process with state space {In|5|,In |G|}
and with transition matrix II. Applying the theorem with f =Identity gives:

1 t
P [limt;)hl 1G] = g1 In By + o lnﬁgl =1.

AsIn |z /z_1| = 3t _oIn|B,|, one obtains:

1
P [limtln |z /21| = In |ﬁi“ﬁ§2|] =1

15



If |51 69°] < 1 then P [limln|z;/z_1] = —oo] = 1. Hence, P [lim |x,] = 0] = 1. Oth-
erwise, |51 43°| > 1 and P [limIn|z;/z_;| = +00] = 1. Now, P [lim |z;| = 4+o00] = 1.
For the case '3 = 1, the result follows from the Central Limit Theorem for
Markov chains (Theorem 1.16.1 in Chung [1967]). Let us consider the stochastic
variable Y, defined by: Y, = 3>, ;o ., In|B| where ¢, is the date of the nth return
to the state In |3;|. The condition ¢; In 3;+¢2 In 82 = 0 implies E(Y,,) = 0. As E(Y;?)
differs from zero, Theorem 1.14.7 in Chung [1967] is applied to get the asymptotic
property:
t — +oolimP (1 zt: In|3.| > JE&) > 0,

7=0

where the constant B = ¢, F(Y;?) is independent of n according to I1.15 in Chung

n

[1967]. Considering again In |z;/x_| = 3 _,In|3,| proves the result.

3 A general Framework

We now deal with general economies where the current state depends on the (com-
mon) forecast of the next state and also on L > 1 predetermined variables through
the following map:

’)/E(ZCt_H | ]t) + Tt +le1 5[.7)75_[ = 0, (7)

where parameter §; (1 < [ < L) represents the relative contribution to x; of the
predetermined state of period ¢ — [. The dynamics with perfect foresight involves
now (L + 1) perfect foresight roots A1,.., A\p1 (with |A1] < ... < |Azy1]). We shall
concentrate attention on equilibrium paths along which the number of lags that
influence the current state is equal to the number L of predetermined variables, i.e.,
paths defined by L coefficients only. As a consequence such paths have a priori no
special characteristics that would justify the label bubble-free. Then, the issue is
whether the path corresponding to the L perfect foresight roots of lowest modulus
A1, .., A (that is the one that corresponds to the saddle stable path in the saddle

point case |Ar| < 1 < [Apy1]) still deserves to be considered as the unique bubble-free
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solution. According to McCallum [1999]’s MSV criterion, this is the case because
it is the only solution that always displays a minimal number of lags, even in the
degenerate case 0; = ... = 07, = 0 (this path then reduces to the steady state x; = 7).
In order to answer this question as we did it in the preceding Section, we build
sunspot equilibria over L-dimensional vectors whose components stand arbitrarily
close to the L coefficients that define each path with L lags. It turns out that the
solution corresponding to the L perfect foresight roots of lowest modulus, is the
unique solution that has no sunspot equilibrium in its neighborhood, independently

of the properties of the local dynamics with perfect foresight.

3.1 Deterministic Rational Expectations Equilibria

The state variable perfect foresight dynamics in V' () is related to the (L + 1) perfect

foresight roots A1, .., A1 of the characteristic polynomial:
P, (z) = yo" ™ 4 2t 1 gt

corresponding to (3.1) under the perfect foresight hypothesis E(xiyq | I;) = 2441,
namely:

YTi41 + Ty +1L:1 dxi— = 0. (8)
We assume again that the roots of P, are real, with |\;| < ... < [Apy1]. A local
perfect foresight equilibrium is a sequence of state variables {z,},~ ; associated with
initial condition (z_y,...,x_1) € V(Z) x ... x V(Z) and such that (3.2) holds at cach
period. Solutions where the current state depends on (L + 1) lags in equilibrium,
namely:

Ty = —(1/’7)%&—1 —1L=1 (51/’7)%5—1—17

are bubble solutions since beliefs matter at date t = 0. In the sequel we focus on
solutions with only L lags. They are such that when traders hold for sure that the

law of motion:
Ty :lL:1 Bize—i, (9)
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governs the state variable behavior for every z;_; (I =1,....,L) in V (Z) and every t,

and when traders form consequently their forecasts, i.e.:

E($t+1 | It) ZZL:1 ﬁl$t+1—1, (10)

then the actual dynamics makes their initial guess self-fulfilling. This actual dynam-

ics obtains once (3.4) is reintroduced into (3.1):

xp = =11 [(6+v811) | (L + 80z, (11)

with the convention that 87,1 = 0. Then, beliefs (3.3) are self-fulfilling whenever
(3.3) and (3.5) coincide, i.e.:

B =— (6 +v6i11) / (L +751) . (12)

for { = 1,...,L. Solutions of (3.6) will be called stationary eztended growth rates
(henceforth stationary EGR(L)), and denoted §° = (3?,...,3%) with the conven-
tion that 3° governs the perfect foresight dynamics restricted to the L-dimensional
eigenspace corresponding to all the perfect foresight roots but A, (b=1,...,L + 1).
The expression of stationary EGR(L) is given in Gauthier [1999]. For the sake of
completeness, it is restated in the next Lemma.

Assume that the characteristic polynomial P, corresponding to the (L + 1)th
order difference equation (3.2) admits (L + 1) real and distinct roots Ny, 1 < b <
L+1. Let the (L + 1)-dimensional eigenvector uy, 1 < b < L+1, be associated with
M. Finally let Wy, 1 < b < L+ 1, be the L-dimensional eigensubspace spanned by
all the eigenvectors except w,. The perfect foresight dynamics of the state variable
restricted to Wy, writes:

L b
Ty =1=1 ﬁl Li—1,

where the [th entry Blb of the stationary EGR(L) /3 is:

B = (=1 ccieris Qi - Ng) forallj. #bz=1,...,1.
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We first transform the dynamics (3.2) into a vector first order difference equation:
X1 = Txy,

where T is the companion matrix associated with P, and x; = (24, ...,z;_)7 (the
symbol T represents the transpose of the vector). One easily checks that the (L + 1)
eigenvalues of the (L + 1)-dimensional matrix T are the perfect foresight roots Ay,
1 <b < (L+1), and that each ), is associated to the (L + 1)-dimensional eigen-
vector uy:

w= (M AL

For every b, the perfect foresight trajectory that is restricted to W, is such that
X; is a linear combination of all the uy but wy, i.e., det (x;, P_;) = 0 where P_,
is the (L 4 1) x L matrix whose columns are all the uy but u,. Developing the

determinant, this latter identity rewrites:
Ty =y G,

where each coefficient a; is (—1)"™ A;/Aq and the A, are minors of the (L + 1)-
dimensional matrix (x;, P_;). Notice (see Arnaudies and Fraysse [1987]) that A,
is the determinant of Vandermonde and A; = a; (A_p) Ag where g; (A_p) is the [th
elementary symmetric polynomial evaluated at A_, (the L-dimensional vector whose

components are all the perfect foresight roots but A):
(oJ] ()\—b) =1 S jl < e K jl S L-I— 1]1 75 b/\j1/\j2 .- ')‘jl' (13)
The result follows.

There are (L+1) stationary EGR(L), associated to (L+1) different L-dimensional
eigensubspaces of the (L + 1)-dimensional local perfect foresight dynamics (3.2). We
now study whether the BLH—path is still the unique bubble-free solution by con-

structing sunspot equilibria over L-dimensional vectors that stand arbitrarily close
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to each stationary EGR(L) of the economy. This [+ path is associated with the
L-dimensional eigenspace corresponding to all the perfect foresight roots but Ap.q,
and it governs the saddle stable path in the so-called saddle point configuration for

the perfect foresight dynamics (|JA\,| <1 < [Ap41])-

3.2 Stochastic Sunspot Rational Expectations Equilibria

Consider that agents observe a k-state discrete time Markov process associated with
a k-dimensional stochastic matrix II. When signal is s at the outset of period ¢, i.e.,
sg =5 (s=1,... k), agents believe that the current state is linked to the L previous

states according to the following law of motion:

L
Ty = Z 6[51'15_[. (14)
=1

In other words, they believe that the current extended growth rate 3(¢) = (51(t), ..., Br(t))

is equal to some L-dimensional vector 3° = (;, ..., 3}), and they deduce from the
occurrence of signal s that the next extended growth rate G(¢ + 1) will be equal to
B* (s’ = 1,..., k) with probability 7.y, where 7,y is the ss'th entry of II. Therefore
their price expectation writes:
L k L
Bz | L) = /Z:lﬂss' Zﬂz Tip1-1 = ;;Wss'ﬁflxt+l | = Z Tyy1-1

where 37 represents the average weight of x,,; ; in the forecast rule when s; = s.
The information set [, must accordingly be formed by the current sunspot signal
s; = s and the L previous realizations z;_; (I = 1,...,L). The actual dynamics in
state s; = s is obtained by reintroducing forecasts into the temporary equilibrium
map. One gets, with the convention that 37, = 0:

726{$t+1 l+$t+z5ll‘t 1 =0

=1

L L
&z = Z[vﬁmﬂi O3+ V)| e = YU B (15)

=1
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A SSEG(k,L) is a kL-dimensional vector [} = (61,...6’“) where (3% is a L-
dimensional vector (03, ...,3}), and a k-dimensional stochastic matriz I1 such that
(i) there are s and s’ such that 3° # 5°, and (ii) 87 = (B, Bi.,) for 1 =1,..L
and s =1,...,k, with the convention that 3; ., = 0 for every s.

A SSEG(k, L) is accordingly a k-state sunspot equilibrium over EGR(L). This
is namely a situation where every initial guess 5/ in (3.8) coincides with the actual
realization (3, 5i,) in (3.9), whatever the current sunspot signal s is, i.e. beliefs
about EGR(L) are self-fulfilling. The (L + 1) stationary FGR(L) may be called
degenerate SSEG(k, L) as, for any II, only condition (7) fails to hold true in the

above definition.

We first consider local stochastic fluctuations in the immediate vicinity of ev-
ery given stationary FGR(L). As in the 2 sunspot state case, we shall say that a
neighborhood of a SSEG (k, L) denoted (3, 11) is a product set V' x My, where V' is
a neighborhood of the vector 8 in IRF* and M, is the set of all the k-dimensional
stochastic matrices 1I. Hence, a SSEG(k, L) denoted (3,11) is in the neighbor-
hood of a EGR(L) 3" whenever 3 stands close enough to the kL-dimensional vector
(Bb, e Bb). The next result extends Proposition 2.2.

Consider the reduced form (3.1). Assume that v # 0, i.e., expectations matter,
and 6 # 0. Then there do exist SSEG(k, L) in every neighborhood of the station-
ary EGR(L) B for any b # L + 1. On the contrary, there is a neighborhood of
the stationary EGR(L) [l (governing perfect foresight dynamics restricted to the
eigensubspace corresponding to the L perfect foresight roots of lowest modulus) in
which there do not exist any SSEG(k, L).

Let 3 denote the kL-dimensional vector (51, 34, ..., B5, 3%, ..., 3%, 8%, ..., 3¥). Then
linearizing the equilibrium condition (35, 5;.,) = 8 (I =1,..L and s = 1,..., k)

in the neighborhood of the kL-dimensional vector (37, ..., ) leads to (notice that 3
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reduces to (Bb, ...,Bb) at the point (Bb, ...,Bb)):

f=Fp, (16)

where F is a kL-dimensional matrix equal to:

A

b1 0 0

b 1

F O --- 0
(0) , , L0 :
- : 2 gl o
F = whereF (7 ) = —— Do o0 >
: 0 ) Y3+ 1

b 0 -+ 0 1

0 .-+ 0 F .
(7) pE0 - o 0

with 0 the L-dimensional zero matrix. It is shown in Gauthier [1999] that the L
eigenvalues of the L-dimensional matrix F(Bb) are \;/\, for every j # b (j,b =
1,...,L+1). Observe now that 3 = (Il ® I) 3 where the symbol ® represents the

Kronecker product, and where Iy is the L-dimensional identity matrix. Remark also

that F = IL®F(Bb). As a result, (3.10) becomes:

5 = (LeF()) M)
& 5= (mer)) s
< {IkL — (H@F(Bb)ﬂ 5 =0.
Since (ﬁb, e Bb) is a solution of this system, the same argument as the one used in

the proof of Proposition 2.2 shows that there exist SSEG(k, L) in the neighborhood
of (Bb, e Bb) if and only if:

det [T, — (2F(3")] = 0. (17)

Let 115 (s = 1,..., k) be an eigenvalue of II. Then the eigenvalues of I, — (IIQF (%))
are of the form 1 —p\;/A fors =1,....,kand j =1,...,L+1 and j # b (see Magnus
and Neudecker [1988]), so that (3.11) admits a solution II if and only if there exists
Aj, j # b, such that \y/)\; is an eigenvalue of II. Therefore, given that |u,| < 1 and
|AL+1] is the root of largest modulus, (3.11) is satisfied for some IT if and only if

b L+ 1.
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Hence our approach fits McCallum’s conjecture in the general framework consid-
ered in this Section in the sense that the equilibrium path defined by 35+ is the only
one that is free of any sunspot equilibrium in its neighborhood. This result builds
upon Gauthier [1999] who provides related arguments for the selection of the solu-
tion corresponding to the L roots of lowest modulus. Gauthier [1999] actually shows
that this bubble-free path is the only one that is locally determinate in a perfect
foresight dynamics on extended growth rates. Although Proposition 3.3 is indepen-
dent of the stability (determinacy) properties of the local perfect foresight dynamics,
attention should be focused only on the indeterminate configuration (|Az.] < 1)

for this dynamics, as long as one prevents the state variable from leaving V' (z).
InserthereFigure [3]

Example. Figure [3] gives an example of such sunspot equilibria. It actually
represents subspaces that trigger the law of motion of the state variable in V (Z)
in the case L = 2, i.e., the perfect foresight dynamics is governed by three perfect
foresight roots A1, Ay and A3 (with |[A;| < [A2| < |A3]). The 2-dimensional subspace
W5 is spanned by eigenvectors associated with A; and A3. As shown in Lemma
3.1, the dynamics restricted to Wa is: z; = (A + A3)xi—1 — MAgz_o. It follows
from Proposition 3.3 that is possible to build SSEG(k,2) close to W;. Here k = 2
so that these equilibria are defined by the same 2-dimensional stochastic matrix 11
and two different 2-dimensional vectors (55, 35) for s = 1,2. Both vectors stand
arbitrarily close to (A1 + Az, —A1A3). They define the 2-dimensional subspaces E;
and E» respectively. The state variable will alternate between E; and E, according
to the current sunspot signal. In Figure [4], we depict the change in the value of the

state variable for sp = 1 and s; = 2.

InserthereFigure [4]

As in our preliminary example we now ask whether the bubble-free role of the
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path defined by B! will be maintained in the case where agents randomize over
different stationary EGR(L). For simplicity, we assume that k = L + 1, i.e., all
the stationary EGR(L) enter the support of the beliefs. Precisely, we consider that
traders hold beliefs 3 in the neighborhood of (Bl, o BL“). The next result extends
Proposition 2.3: we show that there is no SSEG(L + 1, L) as soon as the sunspot
state associated to the expected growth rate %+ near B s persistent enough,
i.e., every my41) is large enough.

There exists a neighborhood of (7T1(L+1),...77T(L+1)(L+1)) = (1,...,1) such that
there is a neighborhood of (A1, ..., Ap+1) including no SSEG(L + 1, L) associated to a
sunspot process with transition probabilities in the above neighborhood of (7?1(,;+1), ey 7T(L+1)(L+1)) =
(1,...,1).

The proof mimics the proof of Proposition 3.3. Consider the following L (L + 1)-

dimensional matrix:

F(3) o 0
G = 0 ,
0
0 0 F(BL—H)

where the F(/é’b) are the L-dimensional matrices defined in the proof of Proposi-
tion 3.3 (notice 3 is now different from (?). There exist SSEG(L+1,L) in the

neighborhood of (Bl, o BL“) if and only if, for some matrix IT:
det [IL(L—H) -G (H X IL)] = 0.

Notice now that:

wllF(Bl) e 771L+1F(Bl)
G(Iwl,) = : K :
7TL+11F(BL+1) T WLHLHF(BLH)
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At the point <7T1(L+1)7 ...,7T(L+1)(L+1)> = (1,...,1), this matrix reduces to:

G{I® IL)(’TI(LH)v~~~»7f<L+1>(L+1)):(17"'71)
It is then straightforward that the eigenvalues of the transpose of this matrix (and
then of the matrix itself) are 0 with multiplicity L? and each eigenvalue of F(Bl)
with multiplicity 1. Some computations show that the eigenvalues of F(Bl) are
M/ S A for j # 1 (j = 1,...,L +1). Precisely, these computations are as
follows: every A; for j # 1 satisfies the polynomial identity /\L Sk [7’1/\’: !
-/ (7611 + 1) is therefore an eigenvalue of F(Bl) (associated to the eigenvector
()\JL_l, s Ay 1)) As Bt = StHlp s, g5 = Yjzs Aj and 3o, \; = —1/7, it follows
that — (75% + 1) [y =S s

Finally, as the perfect foresight roots A, are assumed to be distinct and larger
than A\; in modulus, no eigenvalue of F(Bl) is equal to 1 and no eigenvalue of
[IL( 1y —GII® IL)} is equal to 0. Hence, its determinant is not equal to O either.
Then, by continuity of the determinant with the coefficients 7wy, there is a com-
pact neighborhood of the point (7T1(L+1), ...,7T(L+1)(L+1)) = (1,...,1) such that the
determinant det [I ey —GII®I L)] is non zero for every matrix with transition
probabilities in this neighborhood. Applying the same argument as the one used in

proof of Proposition 2.2 shows the result.

The purpose of the next result is to provide a condition that ensures stability
in the case where the stationary state is locally determinate in the perfect foresight
dynamics (JAp11] > 1). The stability concept is the same as the one defined in
Proposition 2.4.

Consider a SSEG(k, L) defined by (3,11) that sustains a sequence of stochastic

realizations {xt};oi .- Let By be the L-dimensional companion matriz associated
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with the L-dimensional vector (3°:

I L

1 0
B, =

0 1 0

Let ||Bs|| = supy, =1 |Bsz| the norm of matriz Bs. Let qs be the long run probability
of the signal s (s = 1,....k) corresponding to 11. Then a SSEG(k,L) is stable if
L IBL||% < 1. If this stability condition holds true, then endogenous stochastic
fluctuations of the state variable are vanishing asymptotically, i.e. P (limx; = &) =
1.
When the current signal is s, the L-dimensional vector x; = (2, ..., x;_r) is given
by:
x; = Byx_1.

Hence for an history of the sunspot process s, ..., S, one obtains:
x; = By,...BgsyXx_1.
A standard result on matrix norms is:
%]l < (1B, [] - [1Bso [ 11},

which rewrites:

|Xt|| Zl ||B97

Consider then the k-state ergodic Markov process with state space {In ||B4|| , ..., In || B ||}
and with transition matrix II. The Proposition follows from Theorem 1.15.2 in

Chung [1967] as in the 2-sunspot state case of Proposition 2.4.

4 Conclusion

The purpose of this paper was to provide a criterion allowing for the definition of

bubble-free solutions in dynamic rational expectations models. We have studied
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whether (Markovian) sunspot-like beliefs can be self-fulfilling in the neighborhood
of candidates solutions for the label bubble-free, i.e., those solutions that do not
display irrelevant lags with respect to the number of initial conditions. We have
shown that there is only one equilibrium path close to which the sunspot fluctuations
under consideration cannot arise, and we have emphasized that the choice of this
path is independent of the local properties of the perfect foresight dynamics. It
is worth noticing that, as soon as the suitable dynamics with perfect foresight on
(extended) growth rates is written, as done in Gauthier [1999], this existence result
is in accordance with the well-known results linking existence of sunspot equilibria to
determinacy properties of the (correctly chosen) perfect foresight dynamics. Finally,
the unique bubble-free path belongs to the eigensubspace of the perfect foresight
dynamics spanned by the L roots of lowest modulus. It is the solution identified
by McCallum [1999)’s MSV criterion. It accordingly fits the conventional wisdom
that the saddle stable path is the unique fundamentals solution in the saddle point

configuration.
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