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Abstract includes a conceptual (language independent) re-

_ _ lation, i.e.cause, between the events andes.

In this paper, the issue of document A document plan is abRs Our goal is to pro-

structuring is addressed. Toachievethis 4,06 5 wide range of paraphrases from the same
task, we advocate that Segmented Dis-  t5.1,a] data. For example, from the logical form

course Representation TheorybRT) in (1), we want to produce at least all the texts
is a most expressive discourse frame-  j, () These texts have different communicative
work. Then we sketch a discourse plan- g4;ctures and so correspond to different commu-
ning mechanism which aims at pro- nicative goals. However, these issues will not be

ducing as many paraphrastic document 4 44ressed here.
structures as possible from a set of fac-

tual data encoded into a logical form. (2) a. Fred left. Therefore, Mary burst into a fit
of tears.
1 Introduction b. Mary burst into a fit of tears because Fred
left.

Using the terms of (Reiter and Dale, 2000), we
consider that the Document Planner architecture
is pipelined: first the content determination task
does its work, and then the document structuring
task takes the result and build a document plan.
Following the work of (Roussarie, 2000), we To produce paraphrases, we start by produc-
adoptspRT (Asher, 1993; Asher and Lascarides,ing several document plans (i.eSbRss) from
1998), which was designed first for text under-the same factual data. Tis®Rsunderlying (2a)
standing, for the document structuring thsk is in (3a) in which the discourse relatioRe-
The input to the document structuring compo-sult betweenr; and m, expresses the predicate
nentis a set of factual data encoded into a logicatause (e;, e3). The sSDrsunderlying (2b) is sim-
form, as in (1). ilar to (3a) except thaExplanation (my, 1) is in-
volved instead oResult(71,72). The SDRSUN-
derlying (2c) is in (3b). It includes the dis-
course relatiorCommentary? defined in (Asher,
1993). To ensure the cohesion of texts, we add
the following constraint to his definitionCom-
This level of representation is supposed to benemary(m,m) requires that one element i
language independent, although we use Englishis coreferent with one element iy, as it is the
like predicates for the sake of simplification. (1) case in (3b) withes = e;. In (3b), the causal
" 1as far as we know, Roussarie is the first author who had €lation has been reified as the discourse referent

adoptedsDRT for text generation. The work presented here f (see section 5). This discourse referent is ex-
differs from his work in the following: content determination —

and document structuring are pipelined here, while they are  2The discourse relation in (2c) is n®esult since the
interleaved in his work. second sentence denotes both the cause and the effect.

c. Fred left. His leaving brought Mary into
a fit of tears.

d. Mary burst into a fit of tears. This is due
to Fred's leaving.

(1) e, eq,z,y (e1—leavezr) A eq—fit-of-
teargy) A cause(ey,e2) A
x =FredA y =Mary A e < now A ey <
now)



pressed through the vetling into®>. Thesbrs tions generally used in bottom-up document-
underlying (2d) is similar to (3b). structuring approaches:

e “The content determination mechanism has

() a[mm produced a set of messages which are re-
@ quired to be included in the final document
m Zje':e;\?;x) plan” (Reiter and Dale, 2000, p. 114). In for-
e1 < now mal terms, it translates as follows: SbRS
T 7 built _from a Iogicgl formLF i_s such that
ry o v = Mary the !oglcal form derived fromr is Ioglcal!y
eo—fit-of-teargy) equivalent toLF. For example, the logical
€2 < now forms derived from thesprss in (3a) and
Result(m1, 72) (3b) are equivalent to that in (1) modulo ax-
b. 71 7o ioms which will be presented in section 4.
21:1’ e e “The NLG system has a means of determin-
T e —leave(x) ing what discourse relation (if any) can be
e1 < now used to link two particular messages or com-
ey T ponent document plans” (Reiter and Dale,
y = Mary 2000, p. 114). Our formal approach is based
r :| c2fitof-teargy) on reversing thesDRT conditions to estab-
f—cause(es, e2) . . . . . .
s = e lish discourse relations. As an illustration, in
e2 < now sDRTfor text understanding, there is the Ax-
Commentary (7, 72) iom in (4) for Narration. This axiom states
that if Narration holds between tw@&DRSS
When provided as input to a “tactical compo- 71 andm, then the main evenn{g) of ,

nent” (microplanner and surface realizer), agiven ~ happens before the main eventmof
SDRsleads to zero, one or several texts. Itleads to(4) O(Narration(my, ) — me(my) < me(my))
nothing when there is a lexical (or syntactic) gap
in the target language. For example, if there is
no verk_)al predicate semantically equivalenbto independent. (5) is taken from (Roussarie,
due toin the target language, trebrsunderly- 2000, p. 154)

ing (2d) leads to nothing. Similarly, if aDRSIn- T '

cludes a discourse relation which cannot be real-(5) e If £ andk’ areprsthe main eventuali-

For text generation, this axiom is reversed in
the rule in (5) which is domain and language

ized in the target language (e.g. volitional-Result ties of which are not states,
proposed in (Mann and Thompson, 1987) can- ¢ and if the main event df occurs before
not be linguistically realized in French (Danlos, the main event of/,

1998)), it leads to nothirfy A given sbrsleads e thenNarration(r, ') is a valid relation,
to several texts when there are several lexicaliza- wherer andr’ respectively labet and
tions for at least one predicate. K.

Thanks to the use of SDRT, we are able to give  Thjg paper is organized as follows. Section 2
a formal background to the following assump-gives a crash course iGDRT. Section 3 com-

®In the generation community, causative verbal predi-pares our approach to c_iocument S_trUCtu”ng to
cates such asring intoor provokeare considered as elemen- those based oRST. Section 4 explains the ax-

tary ones, although it should not be so. For examiplijr ioms needed to lay down the logical equivalence

provokes an allergic reactiois not analyzed and so is sim- .
ply represented as (allergic-reaction (Elixir)) in (Bouayad- of SDbrss such that (3a) and (3b). Section 5 ex-

Agha et al., 2000). Whereas, it should get a representatioplains the process for buildingDrRss. Section 6

translatingc's taking Elixir causes x’s having an allergic re- gketches how to generate a text frommrs Sec-
actionwith a causal relation between two events.

“We adopt the position that there exists a set of discourséIon 7 illustrates the document structuring strategy
relations which are likely to be language independent. on examples.



2 Crash course in SDRT meaning of the discourse in a truth-conditional
semantics fashion. For instance, thes repre-
senting the sentence (7a) is given in (7Db).

SDRT (Segmented Discourse Representation The-

ory) was introduced in (Asher, 1993) as an exten-(7) a. Fred left.

2.1 Introduction

sion of DRT (Discourse Representation Theory, b.ze
(Kamp and Reyle, 1993)) in order to account for x |: Fred
specific properties of discourse structure. 2‘<efl‘(’§u"”)

The original motivation for developingDRT

can be found in Asher's study of the reference Note that in addition to individual referents)(

to abstract objects in discourse. Asher argueg) includes event referents)( DRT adopts a
that a sound discourse theory has to cope witlhayidsonian approach (Davidson, 1967): it con-
some anaphora whose antecedents turn out to R§jers that events have to be denoted by singu-
text segments larger than a clause or a sentencgy terms in the logical form of sentences. In the
Moreover, it is necessary to reveal a hierarchicalemantic model, events are handled as world im-
discourse structure which makes appear the sitgganent entities, and event referentsdan occur
available for anaphora—antecedent binding. Cony, grgumental slots of certain predicates (like
sider the example in (6) taken from (Asher, 1993,Cau56(63’ e2) in (3b)). The statement-leave )

p. 318): is a predicative notational variant and stands for
“eis a leaving ofr”.

DRSs do not correspond to linguistic categories
but are formal units: from thesDRT point of
morning. (3) The craft and crew performed yiew, one should see _them as (intens_ional) mean-

flawlessly. (4) Later in the day the TDRS N9 struc'_[ures. This is why some o_hscourse ab.-
shuttle communication satellite was success-sftraCt objects (such as facts, s!tuatlons, Propost-
fully deployed. (5) This has given a much tlons.._.) can be referred to_ t_)y discourse ref_erents
needed boost to NASA morale. (we will say that they are relfleQ) and semantically
characterized by (sutbRs. (8) is an example of a

The pronounthis (65) can only refer to the factreading, whereis the characterization pred-
whole trip or (possibly) to the last mentioned icate (Asher, 1993, p. 145).
event (TDRS launch). Consequently, the struc-
ture of (6) must be such that : i) there exists

(6) (1) After 38 months, America is back in
space. (2) The shuttle Discovery roared off
the pad from Cape Kennedy at 10:38 this

(8) a. The fact that Fred left abruptly upset

a constituent which semantically encompasses Mary./

the whole story (8—4), and ii) neither (&) nor iy:e':réd

(6.3) correspond to available constituents for the

anaphora resolution when computing the attach- fre Z_mave(l,)

ment of (65) in the context.Avaibility (or open- abrupte)

ness) of constituents is a formal property that can y =Mary

be accounted for by the use of discourse relations. e’~upsetf, y)

2.2 DRSs as formal discourse units 2.3 Discourse Relations and SDRSs

SDRT can be viewed as a super-layer ORT A sprsis a couple of setéU,Con). U is a set of
whose expressiveness is enhanced by the use Riels ofbrs or SDbrRswhich may be viewed as
discourse relations. Thus tb&T structures (Dis-  “speech act discourse referents” (Asher and Las-

course Representation Structuresas) are han-  carides, 1998)Con is a set of conditions on la-
dled as basic discourse unitsSpRT. bels of the form:

Formally, abRrs is a couple of setgU,Con).
U (the universe) is the set of discourse referents. e 7 : K, wherer is a label fromU and K is a
Con is a set of conditions which describe the (S)DRs (labelling);



e R(m;,m;), wherer; andn; are labels an®R  an unordered tree in which terminal nodes rep-

a discourse relation (structuring). resent elementary propositions, while non termi-
nal nodes represent rhetorical relations which are
abstract relations such asuse. This rhetorical
representation is mapped into a Document Rep-
resentation which is an ordered tree reflecting the
surfacic structure of the text.

Our approach is closer to the RAGS’one if we
consider our logical form as equivalent to their
Rhetorical Structures. However, we differ ba-
sically on the following point: their Rhetorical
Structure is a tree, while our logical form, when

The set ofSDRT relations includeSNarration
(for temporal sequenceBackground (for tempo-
ral overlap),Elaboration (for whole-part or topic-
development) Explanation and Result (for cau-
sation),Commentary (for gloss).

According to (Asher, 1993, p. 319), (9)
sketches thesDR-theoretic analysis of (6) where
eachk; stands for theoRs representing the con-
tent of the;™ sentence in (6).

) M graphically represented, is a (connex) graph and

P }ﬁ not a tree. Let us justify our position by consider-

P —— ing the discourses in (10).
/. 7T22k’2 7T32k’3 7l'42k'4 .

s Commentary (2, 73 (10) a. Fred run the vacuum cleapevhile Sue
Narration (s, 4) was sleeping in order to bother her.

Elaboration (1, 1) b. Fred run the vacuum cleanewhile Sue

75 ¢ ks Commentary (71, s5)

was sleeping in order to please het

|SDR§’5 are bg'lt %y means of non_mono(;[omc They can be given various meanings, however
rules that encodes discourse properties and worlgh 0 1c o the following:

knowledge. For instance, one rule states that if
a discourse constituernt may be connected to a e for (10a), running the vacuum cleaner is

discourse constituent in the context, themor- supposed to be noisy and Fred attempts to
mally the relationNarration(«, 3) holds. Another bother Sue by making something noisy ex-
rule states that iff may be connected to and if actly when she is sleeping,

the main event ofs, i.e. mep), is known as a
cause of mév), thennormally the relationEx-
planation(«, 3) holds.

e for (10b), running the vacuum cleaner is sup-
posed to be an awful chore and Fred attempts
to please Sue by relieving her of a chore. It

3 Comparison with RST just happens that he run the vacuum cleaner

) i while she was sleeping.
As nearly everybody in the NLG community uses

RST (Rhetorical Structure Theory, (Mann and In RsT, both (10a) and (10b) are given the tree
Thompson, 1987)) as a discourse framework, itepresentation in (11), in whiahirRc abbreviates
is generally considered that the task of documentiRcCUMSTANCE

structuring is to produce a tree in tiResT style.

) . e : PURPOSE
Since RST is a descriptive theory without any N S
formal background, there exists a wide range of
. . . - (11) CIRC C
interpretations and several notions of Rhetorlcaf N S

Structure. For some authors, e.g. (Marcu et al., A B

2000), the Rhetorical Structure is very surfacic:

it is an ordered tree isomorphic to the linearized The semantic interpretation of a rhetorical tree
structure of the text and a rhetorical relation caris given by the “nuclearity principle” (Marcu,
be viewed as a nickname for a small set of cuel996): whenever two large spans are connected
phrases. For other authors, the rhetorical structurihrough a rhetorical relation, that rhetorical rela-
is more abstract: it aims at representing meaningion holds also between the most important parts
For example, in (RAGS Project, 1999; Bouayad-of the constituent spans. In (11), the nuclear-
Agha et al., 2000), the Rhetorical Structure isity principle amounts to saying that there is only



one interpretation, namely that in which the nu-(13) a.[ 7 74

cleus argument oPURPOSEIS A, which is the p———

nucleus argument @fiIRCUMSTANCE. This is the w3 T Ka w2 Kp
right interpretation for (10b). However, (11) can- Background (1, 7)
not represent the meaning of (10a) for which the ;;L)ﬁgg(m a)

first (nucleus) argument cfURPOSEIs the sub- :

tree rooted aCIRCUMSTANCE. In conclusion, a b. [mimms

RST tree structure is too poor: it cannot account gzckggungimﬁi ) m i Ko
for the expressiveness of texts. This can be ac- Purpose (1, 3)

counted for by the use of representations which

correspond graphically to (connex) graphs. The In (13a), the first argument dfurpose is 73
graphical representations of (10a) and (10b) anevhich groups K4 and Kz which are linked
their equivalent in pseudo logical forms are re-throughBackground. In (13b),; is part of two

spectively shown in (12a) and (12b) discourse relations. The graphical representations
of (13a) and (13b) (in whiclR (71, m2) is repre-
(12) a. PURPOSE sented as a tree rootedR) have the same topol-
1 2 ogy as (12a) and (12b) respectively.
CIRC In summary, in document structuring ap-
1 2 C proaches based amsT, a rhetorical structure is

always a tree, whenever understood as abstract
representation or a more surfacic one. This cannot
be maintained. First, if the rhetorical structure is
an abstract conceptual representation closed to a
logical form, its graphical representation is a con-

A B
3A,B,C,D (D-CIRC(A, B) A PURPOSED, C))

b. PURPOSE CIRC

2 11 2 )
nex graph (and not always a tree). Second, if the
C A B rhetorical structure is a discourse representation,
34, B,C (CIRC(A, B) A PURPOSEA, C)) as it is the case fosDRS its graphical represen-

tation is also a connex graph.

This criticism is not the only one againgssT.
This discourse framework has already been criti-
cized in the generation community (de Smedt et
al., 1996). So we advocate the usesofRT. This
+heory presents the following advantages :

(12a) is a tree in which the first argument of
PURPOSEIs D, the sub-tree rooted atiRCUM-
STANCE. It is the interpretation of th@sT tree
in (11) without the nuclearity principle. (12b) is
a graph in whichA is part of two relation% This
graph corresponds to the interpretation of the RS

tree in (11) given by the nuclearity principle. This 4 it is a formalized theory which benefits of

principle makes that! is part of both the rela- all the progress in formal semantics most of-
tion PURPOSEWIth ' and the relatiorciRCUM- ten realized in the understanding perspective

The sbrRss underlying (10a) and (10b) are
shown respectively in (13a) and (13b) (the nota- e adoptingsDRT for text generation by “re-

tion K 4 stands for thebrRs representingd and versing” the rules (see (4) reversed in (5)) al-
so on). Here we replacelRCUMSTANCE by the lows us to have reversible systems: the same
SDRTrelationBackground for temporal overlap linguistic data can be used for both text un-

— , , ) derstanding and generation.
The arguments of a binary semantic predicate are noted

as 1 and 2 after the fashion of MTT (Meaning to Text Theory, . . .
(Mel'€uk, 1988)) and not as Nucleus and Satellite inRb& e asitwill be shownin section 5, the document

tradition. structuring componerd la SDRT gives hint

°This graph can be annotated to mark the element(s)  on referring expressions: it indicates when a
which are focused on.

"Actually, the spr-theoretical representations of (13) the Background-related constituents. See (Asher and Las-
should be more complex with a pseudo-topic that would spartarides, 1998) for details.



discourse referent should be expressed as &17) a.Vx,y cause(z,y) — Iz z—cause(z, y)
anaphoric NP. b. Vx,y, z z—cause(z,y) — cause(zx,y)

e asDRsS(i.e. adocument plan) can be givento
existing microplanners and surface realizers(18) ey,
with perhaps some modifications (see sec-
tion 6). For example, abRrRscan be given as
input to G-TAG (Danlos, 2000) implemented
in CLEF (Meunier and Reyes, 1999) pro-
vided small fits are realized.

ez, f,x,y (e;—leavdx) A
eo—fit-of-teargy) A f~cause(ey, ea) A
cause(ey, e2) A x = FredA y = Mary)

Let us underline that the content determination
In conclusion, we think thasDRT is a better task may arbitrarily result in (15), (16) or even
discourse framework tharsT (for both text gen-  (18). Therefore, the document structuring task
eration and understanding). has to producesbrssuch as (3a) and (3b) from

. . one of these logical forms.
4 Equivalence between logical forms _ _ )
There is a an important difference between

Recall that we want to Compute both thBRSIN SDRSS and |Ogica| forms.SDRS represent dis-
(3a) with Result and thesDrsin (3b) with Com-  courses and their variables are discourse refer-
mentary from the logical formin (1). Letus show ents. Logical forms represent meanings and their
that the logical forms derived from thes®Rss  variables are pure logical variables. To compute
are eCIUivalent. |I$DRT, there is an axiom foRe- a SDRS from a |Ogica| form, one has to decide
sult from which one can entail the rule in (14), which variables from the logical form become
which is similar to the axiom in (4) foNarration.  discourse referents, as explained in the next sec-
(14) Result(m1, me) — cause(me(my), me(ms)) tion.
Therefore, the logical form derived from (3a)
is (1) repeated in (15) without the temporal infor-5 Building SDRss

mation.
(15) Jey, e, 2,y (e;—leavdzr) A eq—fit-of- 5.1 Basic principles
teargy) A cause(ey,e2) A _ .
x =FredA y =Mary) To get a recursive process, first, we translate the

logical form into abrs®. In case of a purely

The discourse relatiorCommentary per se existential formula such as those we have been
does not add information. Therefore, the logicaldealing with so far, this just amounts to putting
form derived from (3b) is (16). all the variables into the universe of tb&s and
split the formula into elementary conjoined con-
ditions’. The document structuring task amounts
then in building asDrRsfrom abprs. The simplest
way to do that is simply to transform :

(16) Jey,eq, f,z,y (e;—leavez) A
eo—fit-of-teargy) A f—cause(e1,e2) Az =
FredA y = Mary)

™

w

The difference between (15) and (16) consists

in considering the causal relation between the twe- (2= into| _ ["universe

events either as only a predicate or as a variable [_conditions

plus a predicate. However, the axioms in (17a)

and (17b) can be laid down. With these axioms, ) )

(15) and (16) are equivalent since they are botﬁ'ng theDRsinto subbRrss as illustrated below.

equivalent to (18), in which the causal relation

gets represented twice. In other words, we have——————~ . . :
. . . This DRsis considered as a logical representation. It is

the following logical entailments: (15), (17&) ot yet a discourse representation.

(18), and (16), (17 (18). ®More complex formulas are not considered here.

More complex structures are obtained by split-



T T2 T3 ¢ the universes of all the subrss have to be
universe disjoint. This constraint is the counterpart
Universe m & | condition of the following constraint in understanding:
condition, conditiory “partial DRss introduce new discourse refer-
ggng:z:gg universe ents” (Asher, 1993, p. 71).
condition, |~ | ™" gggg:zgg
conditior
condition universg : :
conditiory 73 * Condition These two constraints are not independent. As-
Ru (71, 72) < condition, suming that the first constraint is respected, _the
Ry(ma, m3) «> condition; second one can be respected with the following

Ry (w1, m) < condition; means that the dis- mechapism: if a variable already appears in a
course relation?; to be established between  Preceding sutbrs labelledr,, then a brand new
and m, must have conditionamong its conse- Variabley is created in the universe of the current

guences: no other element is in charge of expres§HbDRS labelledr, and the conditiony = x is

ing conditiory. added into the conditions of,. The discourse
In sDRT for text understanding, the conditions referenty will be generated as an anaphorarif -

are not ordered. However, in text generation, dS availableto m, (see section 2.1), otherwise it

document plan indicates the order of its compoWill be generated as a definite or demonstrative

nents. As a consequence, when a document pldiP-

is aSDRS its components (labelled;) have tobe  gecondly, as mentioned in section 4, it has
ordered. In the pseudkbRsabove, itis supposed t5 pe decided which variables become dis-
thatr precedesr, which precedes:. course referents. When we have for instance
Let us examine the principles governing thegy ¢, ¢, f-cause(e, es), we can decide to apply
splitting of the conditions and the universes. Forgyjom (17b), and then remove the variafiend

the splitting of the conditions, the whole CON- every condition having as an argument (in par-
tent of the factual database has to be verbalizegicylar the conditiont—cause(e1, e2)). In order for

expressed in theDrs Two cases appear: that no information is lost. In practice, this sup-

poses that no other condition th&rcause(e, e2)

hasf as an argument. We call this operation de-
reification. Conversely from such a formula as

Jdey, eg cause(eq, e2), we can apply axiom (17a),

e Or it is expressed through a discourse relaand then remove the conditi@ause (e, e2). We
tion; that is the case faronditions. One of  call this operation reification. Contrarily to de-
the criteria for choosing an appropriate dis-reification, no information can be lost. These two
course relation is that its consequences haveperation are a mix between something which is
to contain the condition involved. For ex- pure logic (that adds information) and a discourse
ample, the conditionause(e1, e2) can be ex- operation that deals with discourse referents. As
pressed througResult (71, m2) whenm; and  our objective is to build as much dicourse plans
7o label the sutBRss that contain the de- as possible, reification and de-reification are sys-
scriptions ofe; ande, respectively. tematically performed whenever possible.

e either a condition in theRrs appears as a
condition in one of the subRs; that is the
case forconditiony in the brslabelledr; ;

Let us now look on how to determine the 'he process is recursive: once all this is done
universes of the subrss. i.e. the discourse (SPlitting the conditions, universes determina-

referents. First, there are technical constraintdion (including reification and de-reification) and
namely: choice of discourse relations), the process can ap-

ply recursively on each of the embeddeéess
¢ the arguments of any condition in asoles (this is the reason why the logical form is first
must appear in the universe of tligs; translated into ®RS).



5.2 Algorithm 6 Generating a text from asDRS

A naive solution to implement these principlesA SDRS i.e. a document plan, is given to a micro-
will be first described. Next some refinementsplanner and surface realizer which computes one
will be proposed. or several texts. It is the topic of another paper to
The naive solution amounts to considering allexplain in detail this process. Here we will only
the possible splittings of the set of conditions. Ifgive the basic principles which guide the choices
there aren conditions, the number of subbrss  to be made in the tactical component.
ranks froml to n. In the hypothesis of a splitting ~ The process to generate a text fronsars
into p subsDRss, each condition may be put in (U,Con) is basically recursive:
any of thep subsbRrss or in any of they — 1 sets
of conditions to be expressed by a discourse re-
lation'®. Next the universes of the Sl#BRSs are
built according to the principles described above.
This leads to availability constraints (e, is
available tor, ) to be checked later on. Inthe next o a conditionR (;, ;) in Conhas to be gener-

step, the possible discourse relations are com-  ated as a textS;. Cue S;.” or as a complex
puted according to their consequences. At this  sentence §; Cue S;.”, where S; generates

step, a lot of hypotheses are ruled out. For ex- ™, Sj mj, andCue is a cue phrase lexicaliz-
ample, any hypothesis assuming that a condition  jhng R (Cue may be empty).

such as—leavg, y) is to be expressed through N _ _
a discourse relation will be ruled out. Finally, the @ conditionr : K in ConwherekK is aDRs
availability constraints have to be checked using ~ (U,Cor) has to generated as a clause accord-

e an elementr; in U has to be generated as
a clause ifr; labels abRrRs and recursively
as a text (possibly a complex sentencey;if
labels asbRrs

the same rules as in understanding. ing to the following constraints:

With this naive solution, a lot of document — in analysis, a discourse referent is the
plans will be rejected bythe IingUiStiC Component. trace of either a determiner or an in-
As an illustration, each subpRs has to be ver- flexion mark. Therefore, in generation,
balized as a clause (See section 6) Therefore, any a discourse referent has to be gener-
subsDRsthat does not include an eventuality or a ated as an NP or a tensed verb (noted
fact will be rejected by the linguistic component. V). Such an information is noted as e.g.

This naive solution is theoretically valid, how- e1:NP/V;
ever it is not usable in practice. A lot of possible — the conditions guide the lexical choices.
failures can be foreseen. For example, the con- The conditionsz = Fred correspond
ditions that can be expressed through a discourse to proper names which is noted as
relation, e.gcause(ey, e2), should be considered z:PN[Fred]. The equality conditions
first. If it is decided that such a condition is in- between discourse referents (ex.=
deed expressed by a discourse relation, Rgg. y) give rise to (pronominal or nominal)
sult(mq, o), then the sutsDRss 7, and 7wy are anaphora which is noted asANA[ y].
created with the conditions concerniagandes The other conditions are associated to
respectively. lexical predicates.

To sum up, the process of splitting the condi-
tions should not be blind. The content of the con-
ditions has to be taken into account in order to
guide the splitting and avoid thereby failures that
can be foreseen. However, the details of this opti-
mization will not be presented here.

With these constraints, an element which is
reified, e.g.f~cause(ey, e2), gives rise to an
NP or a verb@ cause of, provoRend an ele-
ment which is not reified, e.gause(eq, e2),
gives rise to a modifier oa; or e; with ey
ande, generated either as verbs or NPs.

%In SDRT, any element in the universe okars must This process results in a list such as:

be linked to another element. ThereforesErswith p sub-
SDRSs must include (at leasp)— 1 discourse relations. — e1:NP/V[e;—leave(r)],



— z:PN[Fred)], is added inr,. As all the conditions are split into

— £NP/V[f=cause(e1, e2)], the subbRrss, 7; andmy have to be linked with a

— e9:NP/V[ea—fit-of-tearsg)], dlsgourse relation which adds no mformanon (i.e.

_ y:PN[Mary@)]. whl_ch has no coqsequenc@gmmgntary is s_uch _
a discourse relation, and it is valid here since its

Such a list guides the lexical choices constraint (one element imy has to be corefer-

and syntactic realization performed by theent with one element imr;, see section 1) is re-

micro-planner. spected with the coreference relation= e;. At
. this step, thesbrsin (20) has been built.
7 lllustration on examples ¢From (20), one possibility is to transmit this

SDRsas it is to the tactical component. fom-
mentary is lexicalized as an empty cue phrase

formula is translated in thersin (19), in which linking two sentences, (20) will be generated in

the conditions are numbered for the sake of cont21) Wherecause(es, ex), which is not reified, is
expressed through the modifieecause of

Let us show how to compute th&dRss in (3a)
and (3b) from the logical form in (1). First, this

venience.
(19) e1ex2 Ty (20) 1 T2
cond : e;—leavex) €1
cond: ex—fit-of-teargy) el TS Fred
conds: cause(er, e2) | ei-leavdx)
cond;: z = Fred e1 < now
cond;: y = Mary
conds: e1 < now ez e3y
cond;: ex < now Y :.Mary
o eo—fit-of-teargy)
o 2 cause(es, e2)
¢From (19), one possibility is to express cgnd es =e
throughResult(ry, m2) in which ;1 and s label e2 < now
the subbRrss grouping the conditions oy and Commentary (71, w2)

es respectively. Thereforer; has to group cond
and congd. As cond introduces the variable, (21) Fred left. Mary burst into a fit of tears be-
cond, has to figure also inr11L. The universe cause of that.

of the DRs labelled by is {e1,z}. Similarly

for m, its universe is{es, v}, its conditions are : . .
° Slez. ) be analyzed with the discourse relation

cond,, cond, and cond. All the conditions of . hich has f
(19) are therefore expressed in (3a) which is Yarration(m, m2), which has for consequence
e1 < eqg. This condition is compatible with those

well-formed document plan. Following the rules : ith - impli
sketched in section 6, (3a) will be generated in"" "2 Smceéausfée?”e?) w eSﬂ.*t Zl tlmp |esth
(2a) by the linguistic component, Result is lex- ¢t < ©2- =0, [N€r€ IS no contiict between the

icalized as the cue phraskereforewhich links understanding and the generat_lo_q of .(21)' .
WO Sentences. ¢From (20), another possibility is to reify

¢From (19), another possibility is to split all cause(es, e2) i m2. The SDRSIn (20) becomes

the conditions into two subRrss: the first one la- thatin (3b.)' Iff_?ause is lexicalized adring into
belledr; grouping the conditions oy (as in the (a coIqu_waI_varlant obauseNhen the second ar-
previous possibility), the second one labelied gument isa fit of tear9, (2c) will be generated.
grouping all the othgr con_ditions. coni - has '8 Conclusion

e1 as argument. This variable already appears in

71. Therefore a brand new variablg is created We have dealt with the document structuring task,
in the universe ofr, and the conditiores = e;  considering that it should be able to produce sev-

BT _ _eral outputs so that it can cope, among other
This is an optimization: if condwere not included in

71, the surface realizer would fail ony and the hypothesis things, with real lexical gaps_ in the t_ar_get lan-
would be ruled out. guage (and also actual gaps in a realistic surface

In text understanding, (21) is likely to



realizer). We therefore aim at producing as much
document plans as possible.
We suppose that the content determination

editors, Trends in Natural Language Genera-
tion. Proceedings of the 4th European Workshop,
EWNLG'93, PisaSpringer-Verlag.

component provides a logical form encoding theH. Kamp and U. Reyle. 1993 From Discourse to

factual data to be linguistically verbalized. Ax-
ioms may apply on this logical form which en-

Logic. Kluwer Academic Publishers, Dordrecht,
The Netherlands.

guence, some predicates may be realized either ascal structure theory: Description and construction

a verb, an NP or a modifier.
The document structuring component is base
on SDRT, a formalized discourse framework

of texts structures. In G. Kempen, editdlatural

d Language Generatigrpages 85—-95. Martinus Ni-
jhoff Publisher, Dordrecht.

which can account for the expressiveness of textd). Marcu, L. Carlson, and M. Watanabe. 2000. An

contrarily torsT. A document plan is &DRS
This level of representation is likely to be lan-

empirical study in multilingual natural language
generation: What should a text planner doPio-
ceedings of INLG'2000pages 17-23, Mitzpe Ra-

guage and domain independent and can be pro- mon, Israel.

vided to existing surface realizers. Building
SDRss from a logical form is a recursive process

D. Marcu.

1996. Building up rhetorical structure
trees. InThe Proceedings of the 13th National Con-

for which a basic strategy has been presented and ference on Artificial Intelligengepages 1069-1074,

exemplified.
No implementation has been realized yet, how-

tactical component CLEF (Meunier and Reyes,
1999).

F. Meunier and R. Reyes.
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