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Abstract

This paper proposes consistent moment selection procedures for generalized

method of moments estimation based on the J test of over-identifying restric-

tions (Hansen [1982]) and on the Eichenbaum, Hansen and Singleton [1988] test

of the validity of a subset of moment conditions.
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1. Introduction

Hall [2005, chapter 7] presents a detailed overview of moment selection procedures

when using the generalized method of moments (GMM) estimation. In particular,

Andrews [1999] proposed three methods based on the overidentifying restrictions tests

for determining the valid moment conditions from a candidate set of moment restric-

tions. This paper proposes a modification to one of these methods, the upward testing

strategy. The proposal is to use not only the overidentifying restriction test but also a

statistic for testing the validity of a subset of moment conditions proposed by Eichen-

baum, Hansen and Singleton (EHS) [1988]. The particular version of the EHS statistic

is the difference between the overidentifying restrictions using the k moments and the

overidentifying restrictions test using the k − 1 moments that are believed to be cor-

rect on the basis of the outcomes of the tests up to this point in the upward testing

procedure. The argument for this modification is that, by taking advantage of the

information on the likely source of the misspecification on the basis of the outcomes

of the tests up to this point in the upward testing procedure, the EHS test has greater

local power than the overidentifying restrictions test (Hall [2005, Chapter 5]), and that

a sequence of tests with greater local power improves the moment selection procedure

with respect to a sequence of tests with lower local power.

The paper proceeds as follows. First, it is shown that this modification does

not invalidate the consistency of the method (the differing local power properties

are irrelevant for the proof). By construction, the method in this paper will select
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fewer moment conditions than Andrews’ [1999] method, when their selected moments

conditions differ. Second, a large sample counter example illustrates how the greater

local power of the EHS test can improve the reliability of the moment selection.

2. Upward Testing Procedures Based on J and EHS Tests

Moment selection is represented by a moment selection r—vector (r is a maximal

finite number of correct or incorrect moment restrictions) denoted c such that, if

the jth element of c (denoted cj) is a one (resp. a zero), then the jth moment

condition is included (resp. excluded). The number of selected moments is given by

|c| = Pr
i=1 ci = k ≤ r. Hall [2005, chapter 5] analyses into details the differences

between J and EHS tests for a given moment selection vector c.

For the J test of overidentifying restrictions (Hansen [1982]), the null hypothesis,

denoted HO
0 , is that the k − p overidentifying restrictions on the moment condition,

where p is the number of parameters to estimate and where k is the total number

of moment conditions with k > p, are valid for the vector of estimated parameters,

as it should be in the “true” model. The product of the minimized value of the

GMM objective function and of the number of observations n is the statistic Jn (c) =

n inf
θ∈Θ

Gnc (θ)
0Wn (c)Gnc (θ) where Wn (c) is the |c| × |c| weight matrix employed with

the random vector of moment conditions Gnc (θ) for a p-vector of parameters θ in

the set Θ ⊂ Rp: it has an asymptotic chi-square distribution with k − p degrees of

freedom under the null hypothesis. The overidentifying restrictions are rejected if this
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χ2 exceeds a critical value γJ,n,k = χ2k−p (αJ,n), where χ
2
k−p (αJ,n) denotes the 1− αJ,n

quantile of a chi-squared distribution with k − p degrees of freedom.

Eichenbaum, Hansen and Singleton [1988] tests subsets of ∆k orthogonality con-

ditions. The null hypothesis, denoted HS
0 , is that the k−p overidentifying restrictions

on the moment condition are valid. The alternative hypothesis, denoted HS
A, is that

k − p overidentifying restrictions on the moment conditions are not valid and that

k−∆k−p overidentifying restrictions are valid. The difference between the Jn (k − p)

statistic of the model estimated with k moment conditions and the Jn (k −∆k − p)

statistic of the model estimated with k − ∆k moment conditions has an asymptotic

chi-square distribution with ∆k degrees of freedom under the null hypothesis. The

subset of ∆k overidentifying restrictions is rejected if this χ2 exceeds a specified value

γ∆J,n,k = χ2∆k (α∆J,n), where χ
2
∆k (α∆J,n) denotes the 1−α∆J,n quantile of a chi-squared

distribution with ∆k degrees of freedom. Eichenbaum, Hansen and Singleton [1988]

and Hall [2005, p.156]) demonstrates that the EHS test is a consistent test of HS
0

against HS
A and that the EHS test has greater local power than the J test.

Andrews [1999] specifies moment selection criteria based on the Jn statistic and

on a “bonus term” that rewards moment selection vectors c that utilize more over-

identifying restrictions. For example, the GMM-BIC moment selection criterion equals

Jn (|c|− p, c)− (|c|− p) ln(n). The moment selection criterion estimator bcMSC is the
moment selection vector that minimizes the moment selection criterion over the pa-

rameter space for the moment selection vectors C, a smaller set than the set of moment
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selection vectors C that should incorporate the information that certain blocks of mo-

ment conditions are either correct or incorrect block by block rather than moment

conditions by moment conditions. Under regularity conditions for the Jn statistic and

for the bonus term, bcMSC is consistent.
For example, Andrews [1999] considers upward testing procedures based on the

statistic Jn (c) and critical values {γJ,n,k : k = 1, ..., r}. Starting with moment selection

vectors c ∈ C which have the smallest positive values of |c|, we carry out tests with

progressively larger |c| until we find that all tests with the same value of |c| reject the

null hypothesis that the moment conditions considered are all valid. Define bkJ,UT to
be the largest integer (number of moments) in K = {|c| : c ∈ C} for which ∀k ∈ K

with k ≤ bkJ,UT , min
c∈C,|c|=k

Jn (k − p, c) ≤ γJ,n,k. Define the upward testing selection

vector estimator bcJ,UT of c0 to be any vector in C for which |bcJ,UT | = bkJ,UT and
Jn (bcJ,UT ) = min

c∈C,|c|=bkJ,UT Jn
³bkJ,UT − p, c´.

Consider ”EHS upward testing moment selection procedures” based on the Jn (c)

test and on the EHS test and on critical values {γJ,∆J,n,k,∆k : k = 1, ..., r}. Starting

with the moment selection vector c ∈ C which have the smallest positive values of

|c| and which minimizes the moment selection criterion, we carry out tests with pro-

gressively larger |c| until we find that all tests with the same value of |c| reject the

null hypothesis that the moment conditions considered are valid using both J and

EHS tests, while keeping the moment selection vector minimizing the moment se-

lection criterion at each step |c| and not only at the final step as in upward testing
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procedures based on the J test. When a priori information is not available, this

minimizes the risk of potential misspecification on the subset of k moment conditions

which would violate the null and alternative hypothesis of the EHS test for the next

step with k + 1 moment conditions. Define bkJ,∆J,UT to be the largest integer (number
of moments) in K for which ∀k ∈ K with k ≤ bkJ,∆J,UT : min

c∈C,|c|=k
Jn (k − p, c) ≤ γJ,n,k

and min
c∈C,|c|=k

Ã
Jn (k − p, c)− min

c∈C,|c|=k−1
Jn (k − 1− p, c)

!
≤ γ∆J,n,∆k or:

min
c∈C,|c|=k

Jn (k − p, c) ≤ min
Ã
γJ,n,k ; γ∆J,n,∆k+ min

c∈C,|c|=k−1
Jn (k − 1− p, c)

!
| {z } ≤ γJ,n,k

= γJ,∆J,n,k,∆k

.

(2.1)

The critical values γJ,∆J,n,k,∆k are recursively defined according to the above equa-

tion. Define the EHS upward testing selection vector estimator bcJ,∆J,UT of c0 to
be any vector in C for which |bcJ,∆J,UT | = bkJ,∆J,UT and Jn (bcJ,∆J,UT ) = min

c∈C,|c|=bkJ,∆J,UT
Jn
³bkJ,∆J,UT − p, c´.
Upward testing procedures based on the J test only and upward testing procedures

based on both the J test and the EHS test differ only with respect to more restrictive

critical values for EHS upward testing procedures: γJ,∆J,n,k,∆k ≤ γJ,n,k. Consistency

of bcJ,UT is established by Andrews’ [1999] theorem 3. The only assumption of this

theorem related to critical values is Assumption T : γJ,n,k → +∞ and γJ,n,k = o (n),

∀k = p + 1, ..., r.1 Then assumption T holds with the significance level αn satisfying

1Andrews [1999] theorem 1 requires two other assumptions labeled 1 (standard condition used
to obtain consistency of GMM estimators) and UT (the parameter space for the moment selection
vectors C can always be chosen such as assumption UT holds).
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αn → 0 and ln (αn) = o (n) (see Theorem 5.8 of Pötscher [1983] and the discussion in

Hall [2005, p.259]). Theorem 1 establishes that the consistency of bcJ,UT implies the
consistency of bcJ,∆J,UT :
Theorem 1. If assumption T holds for critical values γJ,n,k, then assumption T holds

for critical values γJ,∆J,n,k,∆k.

Proof: The critical values γJ,n,k are assumed to satisfy assumption T : γJ,n,k → +∞

and γJ,n,k = o (n), ∀k = p + 1, ..., r . The critical values for the Jn test are taken

as: γJ,n,k = χ2k−p (αJ,n). As γJ,∆J,n,k,∆k ≤ γJ,n,k, ∀k = p + 1, ..., r, ∀n ∈ N, then

γJ,∆J,n,k,∆k = o (n), ∀k = p + 1, ..., r. The critical values for the ∆Jn test are taken

as γ∆J,n,∆k = χ2∆k=1 (α∆J,n) > 0. The Jn (k − 1− p, c) test statistic being the number

of observation n times a statistic converging to a finite positive number (Andrews

assumption 1) implies that γJ,∆J,n,k,,∆k → +∞ according to equation (2.1). Then

assumption T holds for critical values γJ,∆J,n,k,∆k. Q.E.D.

The following large sample counter-example illustrates that the greater local power

of the EHS test can improve the reliability of the moment selection. An autoregressive

distributed lag model of capital demand is estimated using Arrelano and Bond GMM

dynamic panel program DPD using a large sample which consists of balance sheet

data for N = 4025 French firms estimated over 1993-1996 (T = 4 and NT = 16100)

(see a detailed description of the model, data and results in Chatelain et Al. [2003]):
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∆kit = (γ1 − 1)∆kit + β0∆sit + (β0 + β1)∆si,t−1 + (γ2 + γ1 − 1) (ki,t−2 − si,t−2) +

(β0 + β1 + β2 + γ2 + γ1 − 1) si,t−2 − σ0cit − σ1ci,t−1 − σ2ci,t−2 +

θ0Πit + θ1Πi,t−1 + θ2Πi,t−2 + fi + ft + εit (2.2)

where k is the logarithm of capital stock, s is the logarithm of sales, c is the

logarithm of the user cost, Π is cash flow divided by capital, fi is for firms fixed

effects, ε is a disturbance, i represents a firm, t a year, γj, βj, σj, θj are parameters to

estimate (for j = 0, 1, 2). The number of estimated parameters including the 4 year

dummies ft is p = 15. The approximation of the growth of capital ∆kit =
Iit

Ki,t−1
− δ

introduces the depreciation rate δ assumed to be constant and the investment ratio.

In Arrelano and Bond [1991] method, when the above equation is estimated in first

differences, the lags of levels of explanatory variables could be valid instruments and

the number of instruments is k = T · kt where T is the number of periods and kt is

the number of instruments for a given year. Available candidates are lags of order 2,

3 and 4 of the variables yt, ct,Πt, kt, It/Kt−1. A block of moment conditions includes

four moment conditions for a given lagged variable and for each year of estimation. In

the first step, the blocks of moments conditions related to yt−4, ct−4,Πt−4 and kt−4 and

year dummies minimizes the Jn statistic at the low value 2.75 with a corresponding

high p-value of 73, 8%: they are kept as the initial set of moment conditions. The
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second step performs J and EHS tests for the validity of blocks of moment conditions

related to each of the remaining 11 instruments. The block of moment conditions

related to ct−2 passes both tests and minimizes the Jn statistic: it is added to the

initial set of valid instrument. In the following steps, the blocks of moment conditions

are accepted in this order: It−4/Kt−5, ct−3, st−2, Πt −3, st−3. Each of the five remaining

instruments Πt −2, It−2/Kt−3, kt−3, It−3/Kt−4, kt−2 are rejected by the EHS test at

the α∆J = 6% level but none of them is rejected by the J test (this is explained

by differing local power properties of the two tests). These results suggest that the

correlation between the residuals εit and Πi,t −2 is higher than the correlation between

εit and Πi,t −3 using this particular data set. Therefore, the EHS upward testing

procedures stops at k∆J,UT = 44 for a p-value of the J test equal to 79, 1%, whereas

upward testing procedures based on the J test stops at kJ,UT = 64, including all

blocks of moment conditions, for a p-value of the J test of 59.1%. If one sets αJ

up to 70% instead of the usual 5%, then the two upward testing procedures provide

the same results (kJ,UT = k∆J,UT = 44). The two sets of moments conditions yield

Jn statistics such that the test of overidentifying restrictions does not reject the null

hypothesis that all moment conditions are correct for standard critical values, whereas

they yield parameter estimates for the user cost ci,t−1 and for cash flow Πi,t−1 that

differ noticeably from each other: they are not significantly different from zero with

the upward testing procedure based on the J test but significantly different from zero

with the EHS upward testing procedure. Insert table 1.
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3. Conclusion

Consistent moment selection procedures for GMM estimation based on the J test

and the EHS test differ from the larger set of consistent moment selection procedures

based on the J test only with respect to more restrictive critical values γJ,∆J,n,k,∆k

for the J test, related to the fact that the moment selection vector which minimizes

the Jn statistic is kept at each step of k moment restrictions if it does not reject the

null hypotheses of the J test and of the EHS test. Due to their greater local power,

EHS upward testing procedures may select a smaller set of moment conditions than

upward testing procedures based on the J test, that yield parameter estimates that

differ noticeably from each other.
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Table 1: GMM estimators of the growth of capital.

Variables
Regression 1

EHS and J tests

Student 1
Regression 2

J tests

Student 2

Ii,t−1/Ki,t−2 -0.59 (-4.15) -0.073 (-3.43)

∆sit -0.026 (-0.72) -0.046 (-1.39)

∆si,t−1 -0.014 (-0.37) -0.014 (-0.47)

ki,t−2 − si,t−2 -0.28 (-5.24) -0.162 (-6.86)

si,t−2 -0.23 (-4.26) -0.163 (-6.20)

cit 0.022 (0.64) 0.011 (0.34)

ci,t−1 -0.044 (-2.74) -0.006 (-0.43)

ci,t−2 0.00009 (0.01) 0.001 (0.22)

Πit -0.017 (-0.26) 0.014 (0.27)

Πi,t−1 0.11 (2.45) 0.027 (0.89)

Πi,t−2 -0.036 (-1.28) 0.002 (0.24)

Jn statistic

p-value

22.54

79.1%

k − p

= 29

46.11

59.1%

k − p

= 49
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