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Abstract

In this paper we study the stability (in the LP as well as for the almost sure convergence
sense) of the optimal investment-consumption strategy with respect to the choice of the
utility function.

1. Introduction

In this paper we study in a given quite general complete financial market the stability of the
optimal investment-consumption strategy — as defined by Merton (1971) — with respect to the
choice of the utility function. More precisely, we consider a sequence of utility functions that
converges pointwise and satisfies a given growth condition. For each utility function, we assume
that the usual conditions for the existence of an optimal strategy are fulfilled, and we prove the
almost sure as well as the LP—convergence (p > 1) of the optimal wealth and consumption at
each date. Moreover, we obtain the L!'—convergence of the optimal investment process in the
general case and its almost sure convergence in a Markov setting if we further assume that the
marginal utilities are convex.

Our results can be seen as robustness properties for the optimal strategies and generalize
analogous results obtained by Grasselli (2001) in a specific setting (HARA utility functions and
interest rates assets in CIR framework). They permit to obtain an approximate optimal strategy
when we have an imperfect estimation of the utility function. For instance, the optimal strategy
for the exponential (resp. logarithmic) utility function appears as the limit of the optimal
strategy for the power utility functions.

*The authors want to thank an anonymous referee for his careful reading and useful comments and suggestions
in particular, the development on the speed of convergence).
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2. The model

2.1. The financial market

We fix a finite-time horizon T = [0, T], on which we are going to treat our problem: T corresponds
to the terminal date for all economic activity under consideration. All processes that we shall
encounter in this paper are defined on T.
The market model is the same as in Karatzas (1989). We have one bond with price at time
t denoted by S such that
dsy =rSpdt, SJ =1 (2.1)
and m stocks with price per share at time ¢t denoted by S; = (,5’1‘11,...,,5';”)*7 satisfying the
equation
dSt = dzag (St) [/“Ltdt + Utth} y SO = (]., ey 1)* . (22)

Here, W = (th, e th)* S T} is an m-dimensional Brownian motion on a probability
space (£, I, P) and we let (F}), o denote the P-augmentation of the natural filtration generated
by W. We assume that Fr = F.

The R—valued process {r:;t € T}, the R™-valued process {,;t € T} as well as the volatility
(m x m) -matrix-valued process {o:;t € T} are the coefficients of the model and are taken to
be progressively measurable with respect to (F}),. and bounded uniformly in (¢,w) in T x Q.
We assume that for all ¢ in T, the volatility matrix o, is invertible and that the norm of o; ! is
uniformly bounded. As usual, the m-dimensional relative risk process § = {6;;t € T} can then
be defined by

=0, (1 —rily), teT,
where 1,, is the vector of R” whose components are all equal to one and there exists a unique
equivalent martingale measure Q) for {S;;t € T} given by

d T oy !
%:é&(—ﬁ)zexp{/o —(0s) dWs—l/Q/O ||952d5}'

In the remainder of the paper, we shall denote by {M;;t € T} the martingale process given by
M; = &;(—0) and by {M};t € ']I‘} the discounted process M = %

2.2. The agent’s problem

Let us now consider an economic agent who invests in the financial market. The agent starts
out with an initial capital x and can decide the amounts i that he invests at time ¢ in the
i—th stock, and the rate ¢; at which he withdraws funds for consumption. An investment-
consumption strategy is then defined by an m-dimensional process 7 such that fOT (|7 tH2 dt < oo

a.s. and a nonnegative, progressively measurable, real-valued process c satisfying fOT cdt < oo
a.s. Assuming that at each time ¢ sales must finance consumption and purchases, the wealth
process X, ™¢ associated to an investment-consumption strategy (m,c), satisfies the following
equation

t t
X;c;ﬂ-,c =z +/ (TSX;U;W,C _ Cs) ds +/ (773)* gdeSQ
0 0



where (WtQ) is the Q-Brownian motion for (F}),., defined by WE =W, + fot Osds for all ¢
teT
in T.
The agent’s preferences are represented by a utility function U for consumption and terminal
wealth given by

U(e,X)=E .

/Tu(t,ct)dt—i-V(X)

We introduce the folllowing notations. We say that a function F': R} — R satisfies property
(P1) if it is of class C!, strictly increasing and strictly concave; (P2) if it satisfies Inada’s
conditions, i.e. F'(0) = oo and F'(c0) = 0; (P3 (k1,ks,0)) if F(x) < ki + koa® where § <
1,k1 > 0 and ko > 0. For (6, k1, k2) € (0,1) x (Rj_)z , we introduce the following condition.
Condition (U(ky, ke, 6)) : V aswell asu (t,-), for all ¢, satisfy properties (P1), (P2), (P3 (k1, k2, 9))
and u: T x R} — R is continuous'.

Under U(ky, ko, 6), we shall denote by u, (t,-) the derivative of u (¢,-) and by Iy and I, (¢,-)
the inverse functions of V' and wu, (t,-). These functions are obviously continuous and strictly
decreasing.

Since the agent is endowed with the initial capital > 0, and there is no exogenous endow-
ment during the trading period T, his problem (P) is then

sup U (e, X77™°)
(m,c)EA(x)

where we denote by A (z) the set of investment-consumption strategies (m, ¢) such that X;"™¢ > 0
forallt € T and E [fOT u_ (t,e)dt + Vo (X;;”’C)} < 0.

Let us recall the following classical characterization of the optimal strategy, see e.g. Karatzas
(1989).

Proposition 2.1. Under the condition (U(ky, k2, 8)), there exists a unique optimal investment-
consumption strategy (m*,c*) characterized by the existence of a multiplier v* > 0 such that

My = ue(t,cl) teT (2.3)
Wy = V! (X;”J’T*’C*) (2.4)

T
E V Myc;dt + Mp X 5™ e ] =z
0

!Notice that property (P3) was introduced for utility functions in Karatzas et al. (1991, condition (5-4)).
Note that if u satisfies (P1) and (P2) and if u(co) > 0, then property (P3) is weaker than each of the subsequent
assertions

1) There is ©g > 0, @ < 1 and 3 > 1, such that U’(Bz) < aU’(z), for © > zo, (Karatzas et al. (1991)),

2) AE(u) < 1, where AE(u) = limsup Zul(z), (Kramkov-Schachermayer (1999)),
r— 00

) u(x)
3) zu/(z) < a+ (1 —b)u(z), for x > 0,a >0, 0 < b <1 (Cvitanic-Karatzas (1996)),
)

’ «
4) v exists and lim (u (z>)) =0 for a > 2 (Karatzas et al. (1987)).
r—0o0

Y (z




Let us now consider a sequence of utility functions (u”,V")”GN converging pointwise to
(u™, Vo).

We make the following growth assumption.

Assumption (A1) : The utility functions (u”, V"), ey satisfy condition (U(ky, ks, 6)) for
the same (kq, k2, 6).

Let us denote by (7™, "), (resp. (7°°,¢>)), the optimal solution of the problem P™ defined
by (u, V") (resp. P> defined by (u>°,V*>°)) and let us denote by {X/*;¢t € T} and {X;°;t € T}
the associated wealth processes.

Our aim is to study robustness properties of the optimal consumption and wealth, as well as
of the optimal investment strategy with respect to the utility function, and we shall therefore
study the convergence of (7™, ™, X™)pen.

We shall denote by v™ (resp. v°°) the multiplier associated with P™ (resp. P>°). The paper
is structured as follows. We start by studying the convergence of I,,» and Iy» (Lemma 2.2), then
the convergence of the sequence (™) of multipliers (Lemma 2.4). We obtain in Proposition (2.5)
convergence results on (¢") and (X™) and Proposition (2.6) studies the speed of convergence.
Finally, Propositions (2.7), (2.8), (2.9) deal with convergence results on the sequence of optimal
portfolio policies (7™).

Lemma 2.2. Under Assumption (A1),

1. The sequences (I,») and (Iy=) converge respectively to I, and Iye.

2. There exist positive real numbers Ky, Ko and 3 such that for all n € NU{oo}, I (t,-)
for all t and Iy~ satisfy property (P3 (K, Ka,—0)).

Proof 1) Let x € R% , 4" = Iyn (x) and y = Iy (x). Let € > 0 be given. By strict monotonicity,
we have (V*°) (y —¢) > x and (V>°)' (y +¢) < x. Since the functions V" are concave, C! and
converge pointwise to V>, it is well-known that (V") converges to (V°>°) and the convergence
is uniform on compact subsets of R* (see e.g. Rockafellar Th. 25.7, p.248). Therefore, for
n sufficiently large, we have (V") (y —¢) > = and (V") (y +¢) < 2 and consequently y" €
(y—ey+e). ) ) .
2) By concavity, we have (V") (y) < % for y > 1, then (V") (y) < 122%1 +

%;(1) Since V™ (1) converges to V°° (1), this sequence is bounded, and there exist positive

constants k3 and k4, that do not depend upon n, such that for y > 2, (V")/ (y) < I;Tyf + yk_“l <
1

kyy®~1. This leads to Iy» (y) < (Z—ﬁ)m for y € ]0,ks] where ks = 2°~'ky. Since Iyn is
nonincreasing, we have Iy« (y) < Iy« (ks) for y > ks and the convergence of Iy« (ks) to Iy (ks)

gives us the conclusion. ll
We shall need the next technical lemma.

Lemma 2.3. For any real number [, sup,ct £ []V[f] < oo.

Proof This result is standard in our “Karatzas-like” framework. ll

Lemma 2.4. Under Assumption (A1), the sequence (y") converges to v>.



Proof For all y € R, we introduce

" (y)=E

T
/ M Lyn (t, yMy)dt + ]V[TIVn(y]V[T)] .
0
By Lemma 2.2, we have for some positive constants K1, K5, 3,

T
E <E / (KlMt + Kgy—ﬁMtl“’) dt]
0

T
/ MiIn (t,yM;)dt
0

which by Fubini’s Theorem and Lemma 2.3, is finite. The same argument on V" leads to
" (y) < oo for all y € R%. The continuity of Iy» and of I (t,-) for all n, and Lebesgue
Theorem give us the continuity of the real-valued function ¢" for all n.

The same dominated convergence argument gives us the convergence of ™ to ™. All these
functions are continuous and (strictly) decreasing, consequently (90")_1 converges to (goc’c’)_1 as

in the proof of Lemma 2.2 and 7" = (¢") " () converges to v = (¢>=) "' (z). W

Proposition 2.5. Under Assumption (A1), the sequences (X;') and (c}') converge almost
surely and in LP—norm (for 1 < p < 00) respectively to (X:°) and (c°).

Proof We have X7 = Iyn (’ynMT) and v" converges to v > 0 (Proposition 2.4). For all w € ,

the sequence <7”]V~[T(w)) belongs to a compact subset of R’ . Furthermore, the sequence Iy
n

is a sequence of decreasing functions converging pointwise to Iy (Lemma 2.2). We have then
the uniform convergence on any compact subset of R (by Dini’s Theorem) which gives us the
almost sure convergence of X7 to X7°. Analogously, we obtain the almost sure convergence of
¢y to ¢°.

Fort € T, X' = J\%Et []\;ITX% —l—ftT Mscgds} . The random variable ]V[TX$ converges
almost surely to MTX:‘;O and is dominated by K; My + Ko7~ ]V[%_ﬁ where 7 is a positive lower

bound for the sequence (™). We have then the almost sure convergence of ﬁEt {MTX%} to
t

MLE} {MTX%O] . Besides, the random variable Mc" converges almost surely to Mc>® and is
t

dominated by K1 M + K5 P M # which is in? LY(Q x T,F ® By, P® Ar) by Fubini’s theorem
and Lemma 2.3. We have then the almost sure convergence of X;* to X/°.
Let us show that (X7) is dominated by a random variable in L? for some p > 1. We have

- -\ B
| X7 = Iyn ('y'”’MT) < K; + Ky (ﬁMT> . We then obtain the LP—convergence of (X7) to
X7° and analogously the LP—convergence of ¢}’ to cg°.

It only remains to prove the LP—convergence of X;* to X;°. We have
M _ N8
T[T (K1 + K> (wa) )] '

R E,

t

o
i, o
= (e + K (901,) ) ds
/t Mt( K (30 ) ]

2Where as usual, At denotes Lebesgue’s measure restricted to the Borel sigma-field Br.

+ | B,




; - \F
Let us prove that F; ftT %*K 9 (WMS) ds] isin LP. The other terms can be similarly handled.
We have for p > 1,

El|E /TM‘*‘K (‘]VY)_ﬁds ’ < ElE /T M o (-M)_ﬁ pds
t . th 2 7 s ~ t \ th 2 7 s
T “r(1—0)p
M
< Kby / E|———]ds
\ MP
- 12 T - 1/2
< Ky e (a7 / B (820=0w) s
t
- 1/2 . 1/2
< TKS”Y_WE (Mt_2p> supE(MSZ(l_ﬁ)p> ,

seT

which ends the proof. l

The next proposition gives an error estimate for the previous convergence. We introduce the
following
Assumption (A2) : For all n € NU{oo}, the utility functions V" as well as u™(t,-), for all ¢,
are of class % and have a convex derivative.

Proposition 2.6. Under Assumptions (A1) and (A2), if there exist continuous functions H (¢, )
and K : R — R and two positive scalars A1 and Ao for which, for all (t,z,n) € T xR x N

%H (t,2) < |Iyn (t,2) — Ly (t, 2)] < %H (t, 2)

A () < Ty (2) = T (9)] < 22K (2)
n n
then there exist random variables L and (Ny),cr such that for all (t,n) € T x N we have
| X7 — X0 < 1L
T TI=7

1
77,_ o0 <_N.
|ct Ct|_n t

Proof. Notice first that under Assumption (A2) the function > admits a derivative (™)'

Indeed, it is easy to see that since Iy is convex under Assumption (A2), we have I{,o (z) >

Iyoo (z)—Iyoo(x/2) K1+ Ks(x/2)7°
x/2 = z/2

so that there exist positive constants K| and K for which
! /,.—1 /.—0—1 54
Iy ()] < Kjz7" 4+ Kox (2.5)

An analogous inequality can be similarly obtained for I}« (t,-), and the differentiability of ¢
stems then from Lebesgue’s Theorem and Lemma (2.3) . More precisely, for all y € R* , we have

T
(") (y) = E / NZT', (¢, yNy)dt + N2y (y37) | |




which does not vanish under Assumption (A2).
Let us estimate |y — v°°|. We have

lem () =™ W) = |B

o (8) e ()
it (e (i)~ 1 ()

- n

"t () e ()|

It suffices to remark that ]V[TK (y]V[T) < n/\—llMT Iyn (yMT> — Iy (yMT>’ and that ]V[tH (t, yN[t)
can be bounded from above similarly to obtain through Lemmas (2.2) and (2.3) the integrability
of the right term which we shall denote by < .J(y).
Let us now prove the existence of a constant B such that |y — y°°| < % for all n. Suppose
that this assertion is not true; this means that for all positive constant B, there exists n > B
such that [y — | > £

We know that ’x — ™ ((@”)71 (x))‘ <iJ ((90")71 (x)) and then

- n

where z, is a given element between (¢") "' (z) and (p>°)~' (z). Let B go to infinity, then
(¢™)"! (x) and z,, go to (¢™°) " () and (¢™)’ ((¢>)"" (x)) is then equal to zero which contra-
dicts Assumption (A2).

We have
X = XF| = [t (i) =t (07 )|

< Jp+ J?
)\ - ~

< 22K (') + [Hpe (Co)l " = 5| S
)\2 ~ / 1 v

< 1y
n

for J! = (Ivn (wMT) Iy (’y"MT)‘ and J2 = )IVOQ (wMT) Iy (WOOMT) ’ Now, by

assumption, J} < ’\—n?K ('y”MT) < %f, where K is the a.s. finite random variable given by

K = sup, K (’Y"MT) . On the other hand, if we introduce for all n such that v # +°° the
_ Iyos (y" Mr)—Ivoo (Y Mr)

: — ° 2 _ n __ 00| N 1 Y
random variable C,, = Py , then J= = |Cy| |y ¥ Mr < |Cy| - BMp <




1T, for L = sup,, |Cy)| BMy. Notice that since sup,, |C,,| < ’I(,OQ (XJVYT) , for y=inf v,,, the

random variable L is a.s. finite.

The sequence (c,) is treated analogously. l

We now consider robustness properties of the optimal portfolio policy, or equivalently con-
vergence issues for the sequence of processes (7).

Proposition 2.7. The sequence (7") converges to « in L'(Q x T, F ® Br, P ® Ar)

Proof First remark that Hcr_ln is uniformly bounded. Since

Xpme Cs 1 .
d( fg? ) =— (@) ds+ =5 (1) o dWE

S

we get by Ito’s isometry, that

T 2 , T 2
(71'" _ 7Toc) O Xn — X e —
Vs 775 )Y b gl — B9 T T / s s g
/o { S0 ’ s ), T ™

We know that X7 converges to X2 in L?(Q) (see Proposition 2.5 and Lemma 2.3). Besides
2
fOT c"ds converges to fOT c®ds in L?(Q) or equivalently E? [(fOT (" — ) ds> } — 0. This

E9

stems from Jensen’s inequality and the fact that the random variable ¢’ converges almost surely
to ¢ and is dominated by K; 4+ K»5 ?M~? which is in L2(Q x T, F @ Br, Q ® Ar) by Fubini’s
Theorem and Lemma 2.3. We have then the convergence of (1) to 7 in L2(Qx T, F®Br, Q®Ar).
Holder’s inequality concludes the proof. ll

In order to obtain almost sure convergence results on the optimal portfolios, we shall consider
two specific cases, the model with deterministic coefficients and the Markovian model. We
introduce the following
Assumption (A2) : The utility functions V™" as well as u™(t,-), for all ¢, are of class C* and
have a convex derivative.

Proposition 2.8. When the coefficients r, u and o are deterministic, and under (A1) and
(A2), the sequence (7)) converges to m¢° almost surely, for all t.

Proof We know that in this setting (Karatzas (1989)), the optimal investment strategy is given
by

T -~ ~ ~ ~
M M M M
Et / —_— un(S,yT)dS + TTI\/n( TT)
t

) —1 o 0
my = — (04 (o = 1eLyn) Y My -
7 ( ¢ (or) ) (1 = reLy) " My Ay M, M, M, M,

Tn

Lo =tyn(a/2) > _K1+Kw2/<;/2>"3 so that

Since Iy is convex, we have I{,. (z) >

|I{ (2)] < Kjz™t + Kha=P1 (2.6)



and then from Lemma 2.3

M, ~ MT
M1 (5,7 =2)ds + M2}, (4" —
[ Lo R 4 i

t t

n oy —1 A —
T =— (o0 (00)") " (y — relo) V"M Ey

Since the functions Iy~ are convex, C'! and converge pointwise to Iy -, we have as previously
the uniform convergence of (Iyn) to (Iy~)" on compact subsets of R% , hence the almost sure

convergence of M21,(s,7" %t) and M2, (’y"M—f) to M2TI! (t,'y"o%ﬁ) and M2I{, . (> J\IéT)
respectively. Now, Lebesgue’s Theorem and Inequation 2.6 give us the almost sure convergence
of 1 towe. A

We now consider a Markovian model, i.e., the coefficients r;, p, and o; can be written in the
form r (¢,S;), p(t, St) and o (t, S;) for functlons r:Ry xR” = R, p: Ry x R™ — R™ and
o: Ry xR™ — R™’.

Let us introduce as in Cox and Huang (1989) the functions F™ defined by

F* (1,2}, 8) = Z1'E / Nz e (s.(z)") ds+(zi) " 1 ((20)7") 1 (20 50)

where Z" = = M is the process defined by

1
azp = (ro+ 10 2") dt - 0, 27aWs, 73 = —
YnMo
When the function F™ is twice continuously differentiable, then we know by Cox and Huang
(1989, Theorem 2.1) that the optimal investment strategy is given by

7'('? = dzagSthn (t7 Ztna St) + (Utoﬁtk)il [Mt - Ttlm] ZZ’LF;’L (ta Ztn7 St) .

™ we introduce the function f given by f(y) = —1/y for
y < —1and f(y) = y*> + 3y + 3 for y > —1, the process Y™ = f~1(Z") and the following
auxiliary function

In order to compute F!' and F7

P Lo (GO e (10

G" (t,Y)",S:) = f(Y")E / ds + — Y, S,
( t f) ( t ) ] f(YvSn) f(YT) | ( t f)
In the next f~! will be denoted by g and we have g(z) = —1/z for 0 < 2z < 1 and g(z) =

ﬁ;‘zg for z > 1. Note that f and g are C? and the process (Y,*) satisfies the following
stochastic differential equation

/ n n 1 1/ n n
vy = [g (F ) £ O (1061 + ) + 597 (F O 101 £ () | e
—g" (f (") [ (Y7") 0rdWr. (2.7)
Since F™ (t,(z,s)) = G™(t,(g(2),s)), the first and second order derivatives of Fm(t,(z,8))
can be directly obtained from the derivatives of G™ (¢, (g(2), s)) with F?* (¢, (z,5)) = G2 (¢, (g(2), s))

and F? (t,(z,8)) = G2 (t,(9(2),3)) ¢'(2).



It is easy to prove that jhyn 1y — {f(y)}_1 Iy (5, {f(y)}_l) and hy» 1y — {f(y)}_l Iy ({f(y)}_1>

as well as their first derivatives have a polynomial growth. If we further assume that, for all
n, there exist positive real valued functions defined on T, a,, by, o, and 3,, such that, for all
x > 0, we have

x

I (x) < 2200 4 b, (1))

(A3) { I (t,2) < 220 45, (2% O, teT

then the polynomial growth property is also inherited by the second derivatives of sh,» and
hVn.
Let us now write 2.1, 2.2 and 2.7 compactly as follows

dXt = /LX(t, Xt)dt + Ux(t, Xt)th

where X; = (Sto, St,Y}) and let us assume

lux (t,2)* + lox (t, 2)|* < L1+ |af) , ) ,
(A4) VR,3Cg,V |z],]2'| < R, |pux(t,7) — px(t,2)]" + |ox(t,2) —ox(t,2")]" < Cr |z — 2|
L (E+h, @) — px (6, 2) ] + lox(t+ h,a) — ox(t,2)] < L1+ |2[*)k(h),k > 0,k =, 0

Note that (A4) is weaker than the following :
(A’4) : the functions r(t, s), u(t,s) and o(t, s) are continuously differentiable with respect to s
and the families of functions {r(-,s)},, {u(-, )}, and {o(:,s)}, are uniformly equicontinuous.
Following Gihman and Skorohod, (1972, Lemma 2, p293) the function G™ is then differen-
tiable and its differential can be computed by differentiating under the integral sign.
Simple computations give then

T
Fr(t, 7z, 8) = —-E /t %21]\;[521;71 (Sa’Yans) ds+ Ii/n (’YnMT) %21]\;[7% 1 (2, S,)
FIZ8S) = —B [ [ it (19,0) + (1,00
+% [dtr L (7,307 ) + I (7,307 || (M,St)]

When F™ is twice continuously differentiable, it suffices to prove the a.s. convergence of
Fr (t, 77, St) and F (t, Z}', St) to obtain the a.s. convergence of 7}. As in the proof of Propo-
sition 2.7, we get the convergence of F'. For the convergence of F', we use as previously the al-

most sure convergence of %Ag: [WnMsILn (t,mﬁ\%) + Iyn (t,'y”ZV[S)} and % [%,,MTI' n (%,,MT) + Iyn (fy”M

Lebesgue dominated convergence Theorem and the fact that %]VT[fT is in L2.

Proposition 2.9. When the coefficients r, u and o are Markov, and if we further impose that
F™ is twice continuously differentiable for all n, as well as (A1), (A2), (A3) and (A4) or (A'4),
then the sequence (m}') converges almost surely to w3° for all t.

10
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