Are More Risk-Averse Agents More Optimistic? Insights from a Simple Rational Expectations Equilibrium Model

Elyès Jouini, Clotilde Napp

To cite this version:


HAL Id: halshs-00176630
https://shs.hal.science/halshs-00176630v2
Submitted on 2 Jun 2010

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Are more risk-averse agents more optimistic? Insights from a simple rational expectations equilibrium model.

November 3, 2006

Abstract

We analyze the link between pessimism and risk-aversion. We consider a model of partially revealing, competitive rational expectations equilibrium with diverse information, in which the distribution of risk-aversion across individuals is unknown. We show that when a high individual level of risk-aversion is taken as a signal for a high average level of risk-aversion, more risk-averse agents are more optimistic. This correlation between individual risk-aversion and optimism leads to a pessimistic "consensus belief" hence to an increase in the market price of risk. Risk-sharing schemes and welfare implications are analyzed. We show that agents’ welfare may increase upon the receipt of more precise information.
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1. Introduction


In equilibrium models with beliefs heterogeneity, it is shown that the belief of the representative agent is given by the average of the individual beliefs weighted by the individual risk-tolerances (Abel, 1989, Detemple-Murthy, 1994, Calvet et al., 2002, Jouini-Napp, 2004, 2006). This means that in order to determine the impact of beliefs heterogeneity on the equilibrium characteristics, it is particularly important to investigate the nature of the link between individual risk-aversion and beliefs.

In this paper, our goal is to analyze the nature of this link in a rational expectations equilibrium framework.

For this purpose, we consider a model of partially revealing, competitive rational expectations equilibrium with diverse information. More precisely, we analyze a “large” market with a continuum of traders who possess diverse pieces of private information about the risky asset’s return as in e.g. Grossman (1976), Hellwig (1980), Genotte-Leland (1980), Diamond-Verrecchia (1981), Admati (1985), Kyle (1989). Contrarily to standard models, we suppose that agents do not know the distribution of risk-aversion in the economy. Private information is aggregated and, due to the noise on the distribution
of risk-aversion, is only partially revealed by the equilibrium prices. The equilibrium prices together with the private information, create the beliefs held by agents in equilibrium.

Assuming an imperfect knowledge of the risk-aversion is not an unrealistic assumption since the individual (or collective) risk-aversion is in general hard to estimate and the estimations strongly depend on the chosen methodology (lotteries as in Donkers et al, 2001, option prices as in Jackwerth, 2000, etc.). As underlined by Jackwerth (2000), "estimating risk-aversion functions directly is still notoriously difficult". As a consequence, there is no consensus in the literature on a precise aggregate risk-aversion level. As underlined by Brennan and Torous (1999) "there is considerable controversy among economists about what constitutes a reasonable level of risk aversion". Furthermore, many recent models consider state dependent preferences (rank-dependent utility, relative consumption utility, habit formation, recursive utility) hence state dependent risk-aversion levels; the knowledge of the individual level of risk-aversion would suppose a continuous time monitoring of the individual choices and risk attitudes.

We prove existence results for such rational expectations equilibria and we obtain closed form solutions for linear equilibria, thereby providing a theoretical rational expectations framework for the study of the link between individual belief and risk-aversion. The question under consideration is the following. Are more risk-averse agents more optimistic? More optimistic refers to a higher posterior (after the observation of the private signal and the equilibrium price) expected return of the risky asset. We start from a model in which individual risk-aversions and individual beliefs are independent. We suppose that a low (resp. high) individual level of risk-aversion is taken as a private signal for a low (resp. high) average level of risk-aversion. We show that a positive correlation between optimism and risk-aversion naturally emerges. The intuition is as
follows. For a given equilibrium price, which, as we shall see, increases with the return of the risky asset and decreases with the average level of risk-aversion, a more risk-averse agent perceives a higher average level of risk-aversion and, by observing a given equilibrium price, infers a higher expected return. Furthermore we obtain that the intensity of this correlation depends on the dispersion of the individual levels of risk-aversion as well as on the degree at which the individual relies on his own level of risk-aversion to estimate the average level of risk-aversion. In particular, when the average risk-aversion is exogenously specified, i.e., when the agents do not consider their own level of risk-aversion as informative for the average level of risk-aversion, there is no correlation between optimism and risk-aversion.

When this correlation is positive, we analyze the consequences in terms of market price of risk, risk-sharing and welfare. We find that the market price of risk is higher than in the standard framework, which is interesting in light of the risk premium puzzle. The interpretation is the following. Since the belief of the representative agent is an average of the individual beliefs weighted by the risk-tolerances, the positive correlation between optimism (resp. pessimism) and risk-aversion (resp. risk-tolerance) induces a more pessimistic consensus belief even though there is no bias on average on the individual prior beliefs; pessimism at the aggregate level induces a higher risk premium and a higher market price of risk. The reason why pessimism increases the market price of risk is not that a pessimistic representative agent requires a higher market price of risk. He/She requires the same market price of risk but his/her pessimism leads him/her to underestimate the average rate of return of the risky asset. Thus the objective expectation of the equilibrium market price of risk is greater than the representative agent’s subjective expectation, hence is greater than the standard market price of risk (see Abel, 2002, and Jouini-Napp, 2006).
We also analyze the extent to which risk-sharing schemes are modified. In the classical situation, on average over the signals, a relatively very risk-averse (resp. tolerant) individual will have very low (resp. high) optimal demand. In our setting, due to the positive correlation between optimism and risk-aversion, the very risk-averse becomes more optimistic, which heightens his optimal demand, and the very risk-tolerant agent becomes more pessimistic, which lowers his optimal demand. In the end, there is less dispersion in the optimal demands and less risk-sharing.

Our model also makes it possible to analyze how the arrival of more precise information affects the agents’ utility at the individual or collective level. The correlation between optimism and risk-aversion limits risk-sharing and has then a negative impact on welfare. The arrival of more precise information therefore has a double impact: it weakens the adverse effect on trade (as risk-taking agents become less pessimistic, they offer more insurance) and at the same time it strengthens the Hirschleifer effect (agents are no longer able to insure against news that has already arrived). The first effect fosters risk-sharing trade, while the second one discourages it. The paper discusses a situation where the positive effect on trade offsets the negative effect. This means that agents welfare may increase upon the receipt of more precise information. Although the result seems intuitive, most of the previous literature has focused on the case with homogenous beliefs. In such a framework, only the Hirschleifer effect is at work, therefore better information typically reduces welfare.

The paper is organized as follows. Section 2 presents the model and the equilibrium concept. In Section 3, existence results as well as closed-form solutions in specific settings are provided. Section 4 analyzes the correlation between risk-aversion and optimism as well as other properties of the equilibria under consideration. All proofs are in the Appendix.
2. The model

We shall use the following version of Admati (1985)’s model. There is a continuum of agents, indexed by \(i \in [0, 1]\) and 2 periods denoted by 0 and 1. Agents trade at date 0 and consume at date 1. Each agent \(i\) is endowed with an initial wealth \(w_{0i}\) and one unit of a given risky asset, and can allocate his initial endowment between a riskless asset and the risky asset. For each unit purchased at date 0, the riskless asset yields one unit and the risky asset \(\tilde{X}\) units of a single consumption good at date 1. Using the riskless asset as numeraire, let \(p\) be the price of the risky asset. If agent \(i\) holds \(\theta_i\) units of the risky asset, his wealth at date 1 is given by \(\tilde{w}_{1i} = w_{0i} + \theta_i \tilde{X} - (\theta_i - 1) p\). Each agent \(i\) maximizes his expected utility from consumption \(E_i[u_i(\tilde{w}_{1i})]\). We suppose that the utility functions exhibit constant absolute risk-aversion, more precisely \(u_i(w) = \exp(-a_i w)\) where the measurable function \(\tilde{a} : [0, 1] \to \mathbb{R}_+\) is such that \(a_i\) represents agent \(i\)’s coefficient of risk-aversion. The distribution of risk-aversion among agents is unknown; each agent only knows his own level of risk-aversion. In standard rational expectations models, the unique meaningful risk-aversion parameter at the equilibrium is the representative agent risk-aversion, which is given by the harmonic average of the individual levels of risk-aversion. We denote by \(\rho \equiv \int_0^1 \frac{1}{\alpha_i} di\) the average risk-tolerance and by \(\tilde{Z} \equiv \rho^{-1}\) the (harmonic) average risk-aversion. We suppose that both \(\tilde{X}\) and \(\tilde{Z}\) are unknown and stochastic and that all agents have the same prior distribution for \((\tilde{X}, \tilde{Z})\). Under the assumption of CARA utility function, agent \(i\)’s demand for the risky asset is independent of his initial wealth. It depends only upon the price \(p\) and the expectation operator \(E_i\), which is determined by agent \(i\)’s information \(I_i\). The information \(I_i\) of agent \(i\) consists of the equilibrium price and of his private information. As in standard models, agent \(i\)’s private information first consists of the observation of a signal \(\tilde{Y}_i\) which is
correlated with $\tilde{X}$. More specifically, $\tilde{X} \sim \mathcal{N}(m_x, \sigma_x^2)$, the private signal $\tilde{Y}_i$ is given by

$$\tilde{Y}_i = \tilde{Y} + \tilde{e}_i,$$

where $\tilde{e}_i \sim \mathcal{N}(0, \sigma_e^2), \tilde{Y} = \tilde{X} - \tilde{U}, \tilde{U} \sim \mathcal{N}(0, \sigma_u^2), \tilde{e}_i$ and $\tilde{Y}$ are independent, and $\tilde{e}_i$ is independent of $\tilde{e}_j, j \neq i$. The random variable $\tilde{Y}_i$ is a perturbation of the random payoff $\tilde{X}$ by an error term $\tilde{U}$ common to all agents and by $\tilde{e}_i$, which affects only agent $i$‘s signal. We assume, as in Admati (1985) a "law of large numbers", i.e., that $\int_0^1 \tilde{e}_i \, di = 0$. Note that this model can account for diverse information as well as diverse opinion. Indeed, it is equivalent to assume that each agent has a signal and that the signals are randomly drawn around the true return or that each agent has an opinion (this opinion is modeled by a belief conditional to the observation of a private signal) and that these opinions are also randomly drawn around the true return. In the differential information framework individuals care about other’s beliefs because they contain information (others private signals) and in particular, the average of the individual signals contains more information than each individual signal. In the heterogenous opinions framework, individuals care about other’s opinions if we assume that everyone thinks that the average opinion is closer to the truth than any individual opinion (conformity, informational social influence).

Moreover, unlike previous literature, we suppose that the distribution of risk-aversion in the economy is unknown and the average level of risk aversion is modeled by a random variable. This randomness can be interpreted in two ways leading to two possible specifications. The first interpretation is that there are econometric estimations of the

\[ \int_0^1 Y_i \, di \equiv 0. \]

We will adopt the slightly more general convention: if the $(X_i)_{i \in [0,1]}$ are independent, with mean zero and bounded variance, and $X_i'$ is almost surely integrable then $\int_0^1 X_i + X_i' \, di \equiv \int_0^1 X_i' \, di$. In our context, this means that $\int_0^1 \tilde{Y}_i \, di = \tilde{Y}$. In general, if $(X_i)_{i \in [0,1]}$ is a process of independent variables such that $E[X_i] = 0$ for all $i$ and $Var[X_i]$ is uniformly bounded, then for every sequence $\{i_n\}$ of distinct indices from $[0,1]$, the strong law of large numbers applied to the sequence $(X_{i_n})_{n \in N}$ yields that $\frac{1}{N} \sum X_{i_n} \to 0$ a.s. Thus it seems natural to define $\int_0^1 X_i \, di \equiv 0$. We will adopt the slightly more general convention: if the $(X_i)_{i \in [0,1]}$ are independent, with mean zero and bounded variance, and $X_i'$ is almost surely integrable then $\int_0^1 (X_i + X_i') \, di \equiv \int_0^1 X_i' \, di$. In our context, this means that $\int_0^1 \tilde{Y}_i \, di = \tilde{Y}$. In general, if $(X_i)_{i \in [0,1]}$ is a process of independent variables such that $E[X_i] = 0$ for all $i$ and $Var[X_i]$ is uniformly bounded, then for every sequence $\{i_n\}$ of distinct indices from $[0,1]$, the strong law of large numbers applied to the sequence $(X_{i_n})_{n \in N}$ yields that $\frac{1}{N} \sum X_{i_n} \to 0$ a.s. Thus it seems natural to define $\int_0^1 X_i \, di \equiv 0$. We will adopt the slightly more general convention: if the $(X_i)_{i \in [0,1]}$ are independent, with mean zero and bounded variance, and $X_i'$ is almost surely integrable then $\int_0^1 (X_i + X_i') \, di \equiv \int_0^1 X_i' \, di$. In our context, this means that $\int_0^1 \tilde{Y}_i \, di = \tilde{Y}$. In general, if $(X_i)_{i \in [0,1]}$ is a process of independent variables such that $E[X_i] = 0$ for all $i$ and $Var[X_i]$ is uniformly bounded, then for every sequence $\{i_n\}$ of distinct indices from $[0,1]$, the strong law of large numbers applied to the sequence $(X_{i_n})_{n \in N}$ yields that $\frac{1}{N} \sum X_{i_n} \to 0$ a.s. Thus it seems natural to define $\int_0^1 X_i \, di \equiv 0$. We will adopt the slightly more general convention: if the $(X_i)_{i \in [0,1]}$ are independent, with mean zero and bounded variance, and $X_i'$ is almost surely integrable then $\int_0^1 (X_i + X_i') \, di \equiv \int_0^1 X_i' \, di$.
average level of risk-aversion that are available and common knowledge. We suppose then that agents agree on an exogenous distribution of $\tilde{Z} \sim \mathcal{N}(m_z, \sigma^2_z)$ where $\sigma^2_z$ measures the confidence level of these estimations. In this case, agents private information only consists of the private signal since agents do not infer any information from their own observed level of risk-aversion. The second interpretation is that individual and collective risk-aversion levels are difficult to estimate in particular because these parameters may be state dependent and may evolve through time. In that case, agents rely on their own level of risk-aversion in order to estimate the average level of risk-aversion. In this setting, agents interpret their own level of risk-aversion as private information on the average level of risk-aversion. We do not specify a particular form for the agents prior on the risk-aversion distribution and the learning process. We simply assume that the posterior distribution of the harmonic mean $\tilde{Z}$ following the observation of the individual level of risk-aversion $a_i$ satisfies $\tilde{Z} | a_i \sim \mathcal{N}(A_i, \sigma^2_z)$ where $A_i = ka_i - \ell$ with $\ell \geq 0$ and $k \in [0,1]$. The normality condition on the posterior distribution of $\tilde{Z}$ is particularly satisfied if we assume for example that agents have a prior distribution of risk-tolerance $\frac{1}{a} \sim \mathcal{N}\left(\frac{1}{z}, \frac{2}{z^2}\right)$ with $z \sim \mathcal{N}(m, \tau^2)$. However, in this case, the variance of the posterior distribution depends on $a_i$, and for reasons of tractability we impose in

\begin{equation}
\text{In fact, } \tilde{Z} \text{ can only be positive, but it is standard in financial economics, for easily understandable reasons of tractability, to suppose a normal distribution, with a “reasonably small” variance.}
\end{equation}

\begin{equation}
\text{We obtain that the posterior distribution of } Z, \text{ conditional to the observation of } a_i, \text{ is normal with mean } \frac{A_i}{\frac{1}{a^2} \sigma^2 + \frac{1}{\tau^2}} \text{ and variance } \left(\frac{1}{a^2} \sigma^2 + \frac{1}{\tau^2}\right)^{-1}. \text{ In particular, for } \tau = \infty, \text{ which corresponds to the situation where there is no prior on } Z, \text{ the posterior distribution of } Z, \text{ is normal with mean } a_i \text{ and variance } a_i^2 \sigma^2.
\end{equation}

More generally, if the agents have priors on the risk aversion distribution that are symmetric with respect to a given parameter $\mu$ (and then centered on $\mu$) and flat priors on $\mu$, the observation of their own level of risk aversion $a_i$ would lead to posteriors on the risk aversion distribution that are centered on $a_i$. 
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our model that the variance be the same for all agents. In fact, everything works as if
agents had another characteristic denoted by $A_i$ that is directly linked to $a_i$ and that is
such that the harmonic average of the $a_i$ is equal to the arithmetic average of the $A_i$.
Now, the justification for letting the mean $A_i$ be of the form $ka_i - \ell$ is the following.
For a large class of distributions, including the distributions that are symmetric with
respect to their average, without further information about the distribution of the level
of risk-aversion among individuals, the agent’s own level of risk-aversion $a_i$ is the best
possible estimate of the arithmetic average level of risk-aversion. However, the agent’s
goal is to estimate the harmonic mean of risk-aversion and it is well known that the
harmonic mean systematically lies below the arithmetic mean. The factor $k$ measures
the degree at which individuals rely on their own level of risk aversion in order to esti-
mate the average level of risk aversion (idiosyncratic part) and $-\ell$ corresponds to the
idiosyncratic part of the estimation.

We suppose that the objective distribution of risk-aversion in the economy as well
as the subjective posterior belief $\tilde{Z} \mid a_i$ are independent of $\bar{X}$, $\bar{U}$ and $\tilde{\epsilon}_i$ and that all the
introduced random variables have a jointly normal distribution.

Since in the large economy, each agent is “small” and the private signals are inde-
dependently distributed, the particular realizations of these private signals should have no
effect on the realized equilibrium price. We will therefore search for equilibria in this
economy in which the equilibrium price only depends on ”market aggregates” $\bar{Y}$ and $\tilde{Z}$.
The following definition is standard.

**Definition 1.** An equilibrium for the economy is defined by a price $\tilde{p}$ and demand
functions $\left(\tilde{\theta}_i\right)_{i \in [0,1]}$ such that (a) $\tilde{p}$ is $\left(\tilde{Y}, \tilde{Z}\right)$ measurable; (b) $\tilde{\theta}_i \in \arg \max E_i [u_i (\tilde{w}_{1i})]; (c) \int_0^1 \tilde{\theta}_i di = 1$.

In the next section, an equilibrium in the class of linear functions of $\tilde{Y}$ and $\tilde{Z}$ is sought.

Let us recall the properties of two standard models that we will use as benchmarks for our analysis: the Walrasian equilibrium model (without rational expectations) and the rational expectations model with perfect knowledge of the risk-aversion distribution.

In the Walrasian setting, the information $I_i$ of agent $i$ only consists of the observation of the signal $\tilde{Y}_i$ so that the conditional distribution of $\tilde{X}$ given $I_i$ is given by $\mathcal{N}(m_x + (y_i - m_x) \frac{\sigma^2_y}{\sigma^2_x + \sigma^2_y}, \sigma^2_u + \frac{\sigma^2_u \sigma^2_x}{\sigma^2_x + \sigma^2_y})$. The optimal demand of agent $i$ is given by

$$\theta_i = \frac{1}{a_i} \frac{m_x + (\tilde{Y}_i - m_x) \frac{\sigma^2_y}{\sigma^2_x + \sigma^2_y} - \tilde{p}}{\sigma^2_u + \frac{\sigma^2_u \sigma^2_x}{\sigma^2_x + \sigma^2_y}}. \tag{2.1}$$

We then derive from the market clearing condition that

$$\tilde{p} = m_x + (\tilde{Y} - m_x) \frac{\sigma^2_y}{\sigma^2_x + \sigma^2_y} - z \left( \sigma^2_u + \frac{\sigma^2_u \sigma^2_x}{\sigma^2_x + \sigma^2_y} \right) \tag{2.2}$$

$$= (1 - \beta_W)m_x + \beta_W \tilde{Y} - z V_W \tag{2.3}$$

where $\beta_W$ is equal to $\frac{\sigma^2_u}{\sigma^2_x + \sigma^2_y}$ and $V_W$ is the ex-post variance $Var(X|I_i)$.

In the rational expectations setting with perfect knowledge of the risk-aversion distribution, the agent learns from the observation of $\tilde{Y}_i$ and the equilibrium price. The equilibrium price is given by

$^4$It is well known that this model leads to a fully revealing equilibrium and then becomes problematic. Nevertheless, we present it as a benchmark.
\[ \tilde{p} = \tilde{Y} - z\sigma_u^2 \quad (2.4) \]
\[ = (1 - \beta_R) m_x + \beta_R \tilde{Y} - zV_R \quad (2.5) \]

where \( \beta_R = 1 \) and \( V_R \) is the ex-post variance \( Var(X|I_i) \).

Everything works as in a Walrasian setting where all agents would share their information and would then have a perfect knowledge of \( \tilde{Y} = \bar{X} - \bar{U} \). Equation (2.5) is then a particular case of Equation (2.3) and corresponds to \( \sigma_i^2 = 0 \). It is immediate through these equations to see that the harmonic average \( z \) of the individual levels of risk-aversion is the only meaningful risk-aversion parameter at the equilibrium. It summarizes all the useful information about the risk-aversion distribution and corresponds to the risk-aversion level of the representative agent. It also measures the sensitivity of the equilibrium price with respect to the posterior level of risk \( Var(X|I_i) \).

3. Existence of equilibria

To begin, we consider the case of an exogenous specification of the average level of risk-aversion and then the more interesting case of an endogenous specification.

3.1. Exogenous specification of the average risk-aversion

In this section, we suppose that agents agree on an exogenous distribution of \( \tilde{Z} \sim \mathcal{N}(m_z, \sigma_z^2) \) and do not infer any information from their own level of risk-aversion. Moreover, for the simplicity of the results in this setting, we assume that \( \sigma_u = 0 \).

Theorem 1. If \( \tilde{Z} \sim \mathcal{N}(m_z, \sigma_z^2) \) and \( \sigma_u = 0 \), then there exists a unique equilibrium
price within the class of functions of the form

\[ \tilde{p} = \alpha_e + \beta_e \bar{Y} - \gamma_e \bar{Z} \]  

(3.1)

with \( \gamma_e \neq 0 \).

This price has

\[
\begin{align*}
\alpha_e &= (1 - \beta_e) m_x + (\beta_e \sigma_e^2 - (1 - \beta_e) \sigma_x^2) m_z \\
\beta_e &= \frac{\sigma_x^2 + \sigma_e^2 \sigma_z^2}{\sigma_x^2 + \sigma_e^2 \sigma_z^2 + \sigma_x^2 \sigma_z^2} = \frac{1 + \sigma_x^2 \sigma_z^2}{1 + \sigma_e^2 \sigma_z^2 + \sigma_x^2 \sigma_z^2} \\
\gamma_e &= \beta_e \sigma_e^2
\end{align*}
\]

(3.2)

Another way to write the equilibrium price is

\[ \tilde{p} = (1 - \beta_e) m_x + \beta_e \bar{Y} - \gamma_e \left( \bar{Z} - m_z \right) - V_e m_z \]  

(3.3)

where \( V_e \) is the ex-post variance \( Var(X|I_i) \). Note that this variance does not involve the signal value. It is known ex-ante and is common to all the individuals. The price involves then a convex combination of \( \bar{X} \) and its average \( m_x \) and \( \beta_e \) measures the weight put on \( \bar{X} \). We check that, as expected, \( \beta_e \) decreases with \( \sigma_e^2 \). Furthermore, when \( \sigma_z^2 \to \infty \), the price becomes uninformative and \( \beta_e \) converges to \( \frac{\sigma_x^2}{\sigma_x^2 + \sigma_z^2} \) which corresponds, as expected, to the weight \( \beta_W \) of \( \bar{X} \) in the Walrasian equilibrium. Finally, \( \beta_e \) decreases when \( \sigma_x^2 \) increases and \( \frac{\sigma_x^2}{\sigma_e^2} \) is kept constant (constant relative precision of the signal) which is also natural.
3.2. Endogenous specification of the average risk-aversion

We now consider the setting with an endogenous specification of the average level of risk-aversion. In this setting, agents interpret their own level of risk-aversion as private information on the average level of risk-aversion. We simply assume that the posterior distribution of the harmonic mean \( \tilde{Z} \) following the observation of the individual level of risk-aversion \( a_i \) satisfies \( \tilde{Z} | a_i \sim N(A_i, \sigma^2) \) where \( A_i = ka_i - \ell \) with \( \ell \geq 0 \) and \( k \in [0, 1] \).

3.2.1. Existence of an equilibrium

We start by proving the existence of an equilibrium in the general case with \( \sigma_u > 0 \) and then consider the case with \( \sigma_u = 0 \).

**Theorem 2.** For \( \sigma_u > 0 \), there exists an equilibrium price within the class of functions of the form

\[
\tilde{p} = \alpha + \beta \tilde{Y} - \gamma \tilde{Z}
\]

(3.4)

with \( \gamma > 0 \) and \( \beta > 0 \).

The equilibrium price for the risky asset is an increasing function of \( \tilde{X} \), its payoff, and a decreasing function of \( \tilde{Z} \), the average level of risk-aversion. When the price of the risky asset increases, an individual is uncertain whether it is the result of an increase in the risky asset payoff or whether, on average, everyone is less risk-averse. The observation of a given price should lead to an update of the distributions of \( \tilde{X} \) and \( \tilde{Z} \) in two opposite directions.
Explicit computations lead to

$$\tilde{p} = (1 - \beta) m_x + \beta \bar{Y} - \frac{1}{(k-1)D+1} V \bar{Z} - \frac{D}{(k-1)D+1} V \ell \tag{3.5}$$

where $V$ is the posterior variance and where $\beta$ and $D$ are given parameters between 0 and 1. In fact, this price corresponds to the equilibrium price in a Walrasian setting where agent $i$ has a belief on $\bar{X}$ given by $\bar{X} \mid I_i \sim \mathcal{N}(E_i(\bar{X}), V)$ where $E_i(\bar{X}) = E \left[ \bar{X} \mid I_i \right]$. It can be written in the form,

$$\tilde{p} = \frac{\int E_i(\bar{x}) \, di}{\int \frac{1}{a_i} \, di} - V z \tag{3.6}$$

and corresponds to the equilibrium price in an economy with homogenous beliefs in which the common belief would be given by the average of the individual beliefs weighted by the individual levels of risk-tolerance.

In order to obtain explicit solutions and to analyze qualitative properties of the equilibria, we now consider the case $\sigma_u = 0$. We suppose that there is enough noise in the economy, more precisely we suppose that $\sigma_x^2 \sigma_z^2 \geq 4k$. This condition is analogous to those in Glosten (1989) or Bhattacharya and Spiegel (1992). In this case, we obtain two possible linear rational expectations equilibria and we shall see that one is more natural than the other.

**Theorem 3.** If $\sigma_u = 0$, and if $\sigma_x^2 \sigma_z^2 \geq 4k$, then there exist two possible equilibrium prices within the class of functions of the form

$$\tilde{p} = \alpha + \beta \bar{X} - \gamma \bar{Z} \tag{3.7}$$

with $\gamma \neq 0$. 
These prices have

\[
\begin{align*}
\alpha &= (1 - \beta) \ell m_x - (\beta \sigma_x^2 - (1 - \beta) \sigma_y^2) \frac{(1 - \beta) \sigma_y^2 \ell}{(1 - k)(1 - \beta) \sigma_y^2 + k \beta \sigma_x^2} \\
\gamma &= \beta \sigma_x^2 \frac{(1 - \beta) \sigma_y^2}{(1 - k)(1 - \beta) \sigma_y^2 + k \beta \sigma_x^2}
\end{align*}
\]

(3.8)

for two possible \( \beta \),

\[
\begin{align*}
\beta^- &= \frac{\sigma_y^4 (1 - k)^2 + (k^2 - k) \sigma_y^2 \sigma_x^2 + \frac{1}{2} \sigma_y^2 \sigma_x^2 \sigma_z^2 + \sigma_y^4 \sigma_z^2 \sigma_x^2 - \frac{1}{2} \sqrt{\sigma_y^2 \sigma_z^2 \sigma_x^2 - 4k \sigma_y^4 \sigma_z^2 \sigma_x^2}}{\sigma_y^4 (1 - k)^2 + (k^2 - k) \sigma_y^2 \sigma_x^2 + k^2 \sigma_y^2 \sigma_x^2 + \sigma_y^2 \sigma_z^2 \sigma_x^2 + \sigma_y^4 \sigma_z^2 \sigma_x^2} \\
\beta^+ &= \frac{\sigma_y^4 (1 - k)^2 + (k^2 - k) \sigma_y^2 \sigma_x^2 + \frac{1}{2} \sigma_y^2 \sigma_x^2 \sigma_z^2 + \sigma_y^4 \sigma_z^2 \sigma_x^2 + \frac{1}{2} \sqrt{\sigma_y^2 \sigma_z^2 \sigma_x^2 - 4k \sigma_y^4 \sigma_z^2 \sigma_x^2}}{\sigma_y^4 (1 - k)^2 + 2 (k^2 - k) \sigma_y^2 \sigma_x^2 + k^2 \sigma_y^2 \sigma_x^2 + \sigma_y^2 \sigma_z^2 \sigma_x^2 + \sigma_y^4 \sigma_z^2 \sigma_x^2}.
\end{align*}
\]

(3.9)

In fact, the cases \( \sigma_u = 0 \) and \( \sigma_u > 0 \) lead to the same third degree polynomial for \( \beta \). When \( \sigma_u \) is positive, this polynomial admits one or three roots in \((0, 1)\). When \( \sigma_u \) approaches 0, one of these roots converges to 1 which leads to \( \gamma = 0 \). This solution is then no longer admissible. We require an additional condition, namely \( \sigma_x^2 \sigma_z^2 \geq 4k \), in order to ensure that the polynomial admits other roots in \((0, 1)\).

When \( k = 0 \), which corresponds to the exogenous case, \( \beta^- \) is our solution \( \beta_e \) of Section 3.1 and \( \beta^+ = 1 \) corresponds to \( \beta_R \) of Section 2 and is a degenerate solution (full revelation of \( \bar{X} \)). More generally, we will see in the next section that only one of the two roots, namely \( \beta^- \), has good properties and is sensible.

Having solved the equilibrium price, it is now possible to explicitly examine agents’ beliefs and demand functions in equilibrium. The following are straightforward corollaries of Theorem 4.

**Corollary 4.** Under the assumptions of Theorem 4, the distribution of \( \bar{X} \) as assessed
by agent $i$ using his private signal $\tilde{Y}_i$, the equilibrium price $\tilde{p}$ and the observation of his own risk-aversion $a_i$, is normal with expectation

$$E_i \left[ \bar{X} \right] = B_i + C\tilde{Y}_i + D\tilde{p}$$

(3.10)

and variance

$$Var_i \left[ \bar{X} \right] \equiv V = (1 - \beta) \sigma_y^2$$

(3.11)

with

$$B_i = m_x (1 - \beta) + D\gamma A_i - D\alpha$$

(3.12)

$$C = \frac{(1 - \beta) \sigma_y^2}{\sigma_\varepsilon^2}$$

$$D = \frac{\beta \sigma_\varepsilon^2 - (1 - \beta) \sigma_y^2}{\beta \sigma_\varepsilon^2}$$

where $\beta$ and $\gamma$ are the same as in Theorem 3.

Notice that $E_i \left[ \bar{X} \right]$ increases with the private signal $\tilde{Y}_i$, with the equilibrium price $\tilde{p}$ and with the level of risk-aversion $a_i$ whereas $Var_i \left[ \bar{X} \right]$ is independent of $a_i$, which means that all other things being equal, the distribution of $\bar{X}$ conditional to the information $I_i$ increases with the level of risk-aversion in the sense of the first stochastic dominance.

### 3.2.2. Equilibrium selection and comparative statics

In this section, we consider the endogenous setting with $\sigma_u = 0$, for which we have found two possible equilibria (Theorem 3), and we argue, from different points of view, that only one of the two roots, namely $\beta^-$, has a “natural behaviour”. This means that only one of the two possible equilibria is sensible. We start with asymptotic arguments,
considering in particular the behaviour of both roots when the price becomes noninformative, i.e. when \( \sigma_z^2 \to \infty \). We then consider the behaviour of both roots with respect to different variables, in particular \( \sigma_x^2, \sigma_z^2 \) and \( \sigma_x^2 \).

Let us analyze the behaviour of both roots \( \beta^- \) and \( \beta^+ \) when the price becomes noninformative, i.e. when \( \sigma_z^2 \to \infty \). It is easy to obtain that \( \beta^+ \xrightarrow{\sigma_z^2 \to \infty} 1 \) and that \( \beta^- \xrightarrow{\sigma_z^2 \to \infty} \frac{\sigma_y^2}{\sigma_x^2 + \sigma_y^2} \). When \( \sigma_z^2 \to \infty \), the natural value is \( \frac{\sigma_y^2}{\sigma_x^2 + \sigma_y^2} \). Indeed, an infinite \( \sigma_z^2 \) corresponds to the situation where the price becomes noninformative. The value \( \frac{\sigma_y^2}{\sigma_x^2 + \sigma_y^2} \) is equal to \( \beta_W \) and corresponds to a Walrasian equilibrium in which each agent only uses the private signal, and is therefore natural for an infinite \( \sigma_z^2 \), whereas the value of 1 is equal to \( \beta_R \) and corresponds to the situation in which information is fully revealed.

Furthermore, when \( \sigma_z^2 \to \infty \), it is easy to obtain from Corollary 4 that the conditional expected value \( E_i \left[ \bar{X} \right] \) converges to 0 for \( \beta^- \) and to the expected value of an agent only using the private signal given by \( m_x(1 - \beta_W) + \beta_W \bar{Y}_i \). for \( \beta^- \).

We now consider the behaviour of both roots, or more precisely their monotonicity, with respect to different variables. We introduce the following notations. Let \( u \equiv \frac{\sigma_x^2}{\sigma_y^2} \) and \( v \equiv \sigma_y^2 \sigma_z^2 \). We are interested in the monotonicity of \( \beta \) with respect to \( \sigma_z^2 \) (precision of individual information) when \( \sigma_y^2 \) and \( \sigma_x^2 \) remain constant. This amounts to computing \( \frac{d\beta}{du} \) when \( v \) remains constant. We prove in the Appendix that \( \frac{d\beta}{du} \beta^- < 0 \). This means that \( \beta^- \) decreases when the precision of individual information \( 1/\sigma_z^2 \) decreases, when \( \sigma_y^2 \) and \( \sigma_z^2 \) remain constant. The converse result is obtained for \( \beta^+ \). The result obtained for \( \beta^- \) seems natural; indeed, since the coefficient \( \beta^- \) represents the weight in the equilibrium price of \( \bar{Y} \), which is the average of all private signals, it seems natural that it would decrease when the precision of the individual signals decreases for all agents.

It is interesting to analyze the monotonicity of \( \beta^- \) with respect to \( \sigma_y^2 \) (total noise)
when $\sigma_x^2$ and $\sigma_z^2$ remain constant. We compute $\frac{\partial \beta^-}{\partial \nu}$ and prove in the Appendix that $\frac{d}{d\nu}\beta^- < 0$, which implies that $\beta^-$ decreases when the total noise $\sigma_y^2$ increases (when $\sigma_x^2$ and $\sigma_z^2$ remain constant). This means that the weight of $\bar{X}$ in the equilibrium price, represented by $\beta^-$, decreases when the uncertainty about $\bar{X}$ increases (other things remaining equal), which seems natural. This is consistent with the result of Hellwig (1980), in which the weight of $\bar{X}$ in the equilibrium price also decreases with $\sigma_y^2$ when $\sigma_x^2$ remains constant. Moreover, if we want to analyze the behaviour of $\beta^-$ with respect to $\sigma_y^2$ when $\sigma_x^2$ and $\sigma_z^2$ remain constant, we compute $-uD_u + vD_v$. We prove in the Appendix that this quantity is positive, which means that $\beta^-$ increases when the total noise $\sigma_y^2$ increases when $\sigma_x^2$ and $\sigma_z^2$ remain constant. In other words, the precision effect is stronger than the noise effect. The same result, i.e. the weight of $\bar{X}$ in the equilibrium price increases with $\sigma_x^2$, is obtained in Diamond and Verrecchia (1981).

Furthermore, the fact that $\frac{d}{d\nu}\beta^- < 0$ also means that $\beta^-$ decreases when the total noise $\sigma_z^2$ increases when $\sigma_x^2$ and $\sigma_y^2$ remain constant. In fact, when $\sigma_z^2$ increases, all other things being equal, the price becomes less informative and the weight of $\bar{X}$ in the price is then smaller (and the relative weight of $\bar{Z}$ is higher). The limit case is given by the Walras case that corresponds to an infinite value for $\sigma_z^2$ and to the smallest possible value for $\beta^-$. The converse results are obtained for $\beta^+$.

We now consider the behaviour of $\gamma^-$. We prove in the Appendix that the coefficient $r^- = \frac{\gamma^-}{\beta^-}$, which represents the relative contribution of $\bar{Z}$ and $\bar{X}$ to variations in the equilibrium price, increases when the total noise $\sigma_y^2$ increases when $\sigma_x^2$ and $\sigma_z^2$ remain constant. Therefore the relative weight of the average level of risk-aversion $\bar{Z}$ with respect to the weight of the return of the risky asset $\bar{X}$ increases with the uncertainty on $\bar{X}$.  
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Finally, we check for $k = 1$, that $\gamma^{-}$ increases with $\sigma_{\tilde{z}}^2$ (all other things being equal), with $\sigma_{z}^2$ (all other things being equal), with $\sigma_{x}^2$ (when $\frac{\sigma_{z}^2}{\sigma_{x}^2}$ remain constant) and with $\sigma_{x}^2$ (all other things being equal).

4. Equilibrium Properties

In this section, we analyze the properties of the considered equilibria. We start by analyzing, in equilibrium, the natural link between pessimism/optimism and risk-aversion/risk-tolerance. More precisely, we show that in the model with an endogenous specification of the average level of risk-aversion, a positive correlation between optimism (resp. pessimism) and risk-aversion (resp. risk-tolerance) naturally emerges.

We then analyze the impact of this correlation on the market price of risk and on the risk sharing schemes, and how they depart from those observed in the standard model.

Finally, our model also makes it possible to analyze how the arrival of more accurate information affects the agents’ utility at the individual or collective level in an economy with incomplete and differential information. Once again, it is particularly interesting to analyze how the results obtained in our setting differ from the standard ones in which only the Hirschleifer effect is at work.

4.1. Link between individual risk-aversion and belief

The aim of this subsection is to determine if, in our model, the interaction between agents induces a correlation between individual belief and individual risk-aversion. More precisely, having supposed that individual risk-aversion and individual prior belief (or more precisely the individual signals) are independent, we analyze the impact of the agents interaction through prices by computing the covariance between posterior belief
(or more precisely the posterior expected return) and risk-aversion. We denote this covariance by $K$. We will denote by $K'$ the covariance between posterior belief and risk-tolerance.

In the exogenous setting, it is immediate that there is no correlation between posterior expected return and individual risk-aversion. Indeed, in this setting we have

$$E \left[ \bar{X} \left| I_i \right. \right] = B_e + C_e y_i + D_e \beta_e y - D_e \gamma_e z$$

(4.1)

and the covariance is then given by

$$\int_0^1 E \left[ \bar{X} \left| I_i \right. \right] \left( \frac{1}{a_i} - \frac{1}{z} \right) di = \int_0^1 \left[ B_e + C_e y_i + D_e \beta_e y - D_e \gamma_e z \right] \left( \frac{1}{a_i} - \frac{1}{z} \right) di$$

(4.2)

$$= \int_0^1 \left[ C_e y_i \right] \left( \frac{1}{a_i} - \frac{1}{z} \right) di$$

$$= 0.$$

It is easy to check that the same result holds in the two benchmark models considered at the end of Section 2, namely the Walrasian equilibrium model and the fully-revealing rational expectations model.

In the endogenous setting, we have seen that the agent individual posterior belief increases with the level of risk-aversion in the sense of the first stochastic dominance. There is then a positive correlation between optimism and risk-aversion. In order to measure the intensity of this correlation, recall that the individual posterior expected return is given by

$$E \left[ \bar{X} \left| I_i \right. \right] = m_x + C (y_i - m_x) + D (\beta(y - m_x) - \gamma(z - A_i)) .$$

(4.3)
If we denote by $\bar{\alpha} = \int a_i di$ the average risk-aversion, the covariances $K$ and $K'$ are given by

$$K = \int_0^1 E \left[ \hat{X} \mid I_i \right] (a_i - \bar{\alpha}) di$$

(4.4)

$$= D\gamma \int_0^1 (A_i - z)(a_i - \bar{\alpha}) di$$

$$= D\gamma \int_0^1 (ka_i - \ell - z)(a_i - \bar{\alpha}) di$$

$$= D\gamma k Var(a_i) > 0,$$

and

$$K' = \int_0^1 E \left[ \hat{X} \mid I_i \right] \left( \frac{1}{a_i} - \frac{1}{z} \right) di$$

(4.5)

$$= D\gamma \int_0^1 (A_i - z)\left( \frac{1}{a_i} - \frac{1}{z} \right) di$$

$$= D\gamma k \int_0^1 (a_i - z)\left( \frac{1}{a_i} - \frac{1}{z} \right) di$$

$$= D\gamma k (1 - \frac{\bar{\alpha}}{z}) < 0.$$
price, which, as we have seen, increases with the return of the risky asset and decreases with the average level of risk-aversion, a more risk-averse agent will perceive a higher average level of risk-aversion and, by observing a given equilibrium price, will infer a higher expected return.

Our formulas for the equilibrium price are similar to those of Diamond and Verecchia (1981) except that our random variable $\tilde{Z}$ is replaced by the total supply. In their setting the total supply is a random variable and each agent takes into account his own supply in his estimation of the total supply. In our setting, the individual posterior distribution of the average level of risk-aversion for agent $i$ increases in the sense of the first-order dominance with the risk-aversion of agent $i$. In their setting, the individual posterior total supply distribution for agent $i$ increases in the sense of the first-order dominance with the supply of agent $i$. This therefore leads to a positive correlation between individual optimism and individual supply in the setting of Diamond and Verecchia (1981). However, in their case, there is a finite number of agents and the impact of individual supply on the total supply tends to be negligible when the number of agents increases.

4.2. Collective pessimism

The positive correlation we have found between risk-tolerance and pessimism is particularly important since as shown by Jouini-Napp (2004) in a different setting, such a positive correlation induces pessimism at the aggregate level (even if, on average, there is no pessimism at the individual level); pessimism at the aggregate level "increases" the risk premium and "decreases" the risk free rate (Abel, 2002, Jouini-Napp, 2005), which is interesting in light of the risk premium and risk free rate puzzles.

The aim of this section is to analyze the impact of the correlation between risk-tolerance and pessimism on the consensus belief (i.e. the belief which, if held by all
individuals, would lead to the same equilibrium price).

We have already seen in Equation (3.6) that

$$p = \frac{\int E_i(\bar{X}) \, di}{\int \frac{1}{a_i} \, di} - V \bar{z}$$

and the equilibrium price in our setting corresponds then to the equilibrium price in an economy with homogenous beliefs in which the common belief is characterized by its first two moments $\frac{\int E_i(\bar{X}) \, di}{\int \frac{1}{a_i} \, di}$ and $V$. The collective pessimism/optimism is then measured by

$$\frac{\int E_i(\bar{X}) \, di}{\int \frac{1}{a_i} \, di} = zK' + \int_0^1 E \left[ \bar{X} \bigg| I_i \right] \, di$$

(4.7)

If we consider the average collective pessimism/optimism (over all possible states of the world) we obtain

$$\int \left( \frac{\int E_i(\bar{X}) \, di}{\int \frac{1}{a_i} \, di} \right) dP(Y, Z) = m_x - D\gamma z(1 - k) - D\gamma \ell < m_x.$$  \hspace{1cm} (4.8)

The collective belief is then pessimistic even though there is no bias in the individual beliefs after the observation of the private signals. Indeed, $\int_0^1 E \left[ \bar{X} \bigg| y_i \right] \, di$ is equal to $m_x$ on average (over all possible states of the world).

4.3. Market price of risk

The aim of this section is to analyze the impact of the collective pessimism (or of the correlation between belief and risk-aversion) on the market price of risk.

In the setting of the two benchmark models, we easily deduce from Equations (2.3) and (2.5) that the ex-ante average price (over all the possible states of the world) is of
the form

\[ \bar{p} = m_x - zV \]  \hspace{1cm} (4.9)

where \( V \) is the ex-post variance \( V(X|I_i) \).

Equation (4.9) implies that in both settings, the ex-ante "risk-premium" (measured by the spread between the average asset’s payoff and the average asset’s price) is given by \( zV \) and the average "price of risk" is given by \( z \). It then appears that the introduction of rational expectations does not modify the average price of risk.

Now let us consider the case with an exogenous specification of the average level of risk-aversion. From Equation (3.3), we obtain that the ex-ante average price in this framework is

\[ \tilde{p} = m_x - \gamma e (z - m_z) - V e m_z. \]  \hspace{1cm} (4.10)

If the exogenous distribution on \( \tilde{Z} \) is unbiased, i.e. if \( m_z = z \), the average ex-ante risk-premium is given by \( V z \) and the average price of risk is given by \( z \). The introduction of an exogenous noise on the average level of risk-aversion then has no impact on the average price of the risk with respect to the two considered benchmark frameworks. Note that the condition that \( m_z = z \) is equivalent to assuming that there is no bias on average on the posterior beliefs, i.e. \( \int E \left[ X | I_i \right] dP_{(Y, z_i, Z)} = m_x. \)

The conclusions in the case with an endogenous specification of the average level of risk-aversion are quite different. From equation (3.6), we have

\[
\begin{align*}
\bar{p} &= m_x - D\gamma z (1 - k) - D\gamma \ell - zV \\
&= m_x - \frac{1}{(k-1)D + 1} V z - \frac{D}{(k-1)D + 1} V \ell
\end{align*}
\]  \hspace{1cm} (4.11)
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In the case \( k = 1 \), this formula resembles the one obtained in the Walrasian case except for our additional term \(-DV\ell\) which corresponds to \( K'\). The ex-ante average price of risk is then given by \( z + D\ell \). The introduction of an endogenous specification of the average level of risk-aversion then leads to an increase in the market price of the risk with respect to the benchmark cases and with respect to the exogenous specification case.

In the case \( k < 1 \), the average market price of risk is given by \( \frac{1}{(k-1)D+1} (z + D\ell) \). Since \( D \leq 1 \), we have \( \frac{1}{(k-1)D+1} \geq 1 \) and we obtain a more pronounced impact on the market price of risk.

In the case \( k = 1 \) and when the precision of the signals is sufficiently high, i.e. when \( \sigma_z^2 \) is small, the parameter \( D \) is near 1. This means that the market price of risk is around \( z + \ell \) and the increase in the market price of risk with respect to the benchmark cases is measured by \( \frac{z + \ell}{z} \) the ratio between the arithmetic average of the individual levels of risk aversion and the harmonic average of the individual levels of risk aversion. For instance, when the individual levels of risk aversion follow a log-normal distribution \( a_i \sim \ln \mathcal{N}(\mu, \sigma^2) \), the arithmetic average is equal to \( \exp \left( \mu + \frac{1}{2} \sigma^2 \right) \), the harmonic average is equal to \( \exp \left( \mu - \frac{1}{2} \sigma^2 \right) \) and the ratio is equal to \( \exp \sigma^2 \).

The interpretation of the increase of the market price of risk in the setting with an endogenous specification of the risk-aversion is the following. Since the belief of the representative agent is an average of the individual beliefs weighted by the risk-tolerances, the positive correlation between pessimism and risk-tolerance induces a more pessimistic consensus belief, hence higher risk premium and market price of risk.
4.4. Risk-sharing schemes

The aim of this subsection is to determine the extent to which an endogenous specification of the average level of risk-aversion modifies the risk sharing schemes.

We compute the average of the individual optimal demand over the different possible signals, that we shall denote by $M_i^{\text{end}}$:

$$M_i^{\text{end}} \equiv \int \theta_i d\varepsilon_i \quad (4.12)$$

$$= \frac{Dk}{(k - 1)D + 1} + \frac{(1 - D)}{(k - 1)D + 1} \frac{z}{a_i}.$$

We first note that, since $D \leq 1$, $M_i$ is decreasing in $a_i$, which is natural; a more risk-averse agent will have a lower optimal demand in the risky asset.

We now compare the risk-sharing schemes in the endogenous setting with the “reference situation” of an exogenous specification of the average level of risk-aversion. With $M_i^{\text{exo}}$ denoting the average (over all possible signals) of individual optimal demands in the "reference situation", we easily obtain

$$M_i^{\text{exo}} \equiv \int \theta_i d\varepsilon_i \quad (4.13)$$

$$= \frac{z}{a_i}.$$

The benchmark models lead to the same result.

There is less risk-sharing in the endogenous setting. More precisely, the impact of the dispersion of the level of risk-aversion among individuals is weakened in the endogenous setting, in the sense that the less risk-averse insure less than in the reference setting.

The interpretation is simple. In the reference situation, on average over the signals, a relatively very risk-averse (resp. tolerant) individual will have very low (resp. high)
optimal demand. In the endogenous setting, as we have seen in the previous subsection, the very risk-averse becomes more optimistic, which raises his optimal demand, and the very risk-tolerant agent becomes more pessimistic, which reduces his optimal demand. As a result, there is less dispersion in the optimal demands.

4.5. Welfare considerations

The aim of this section is to analyze how the arrival of more precise information affects the agents’ utility at the individual or collective level in an economy with incomplete and differential information in which the distribution of risk-aversion is a source of noise. Once again, it is particularly interesting to analyze how the results obtained in our setting differ from the standard ones, in which only the Hirschleifer effect\textsuperscript{5} is at work and the arrival of more precise information typically reduces agents’ welfare.

We shall define an aggregate utility function, representing the average welfare of the economy, and analyze how it reacts to an increase in the precision of the information.

In this section and for reasons of tractability, we assume that the utility function of agent $i$ is of the following mean-variance form

$$u_i (w) = a_i E_i [w] - \frac{1}{2} a_i^2 Var_i [w].$$ (4.14)

\textsuperscript{5}The possibility that information may have a negative value is commonly known in literature as the Hirshleifer effect. Drèze (1960) was the first to identify this phenomenon and Hirshleifer (1971) formalized Drèze’s argument using a general equilibrium setting. In his example, there are two states of the world, agents are risk averse and the endowments of wealth in the two states differ across the agents. If the agents trade in complete markets for contingent claims before the state is realized, then they will share some of the risk. If, however, the agents perfectly learn the state before they trade, then there will be no trade at all; thus, from an \textit{ex ante} viewpoint, under perfect information each agent simply consumes his endowment, which is Pareto inferior to the allocation of risk with no information.
It leads to the same optimization program as with the exponential utility function, i.e., the optimal demand for the risky asset is given by

$$\theta^*_i = \frac{E[X | I_i] - p}{a_i V}. \quad (4.15)$$

The level of utility attained by agent $i$ at the optimal demand $\theta_i$ is then given by

$$U_i = a_i E_i [\theta_i (X - p) + p] - \frac{1}{2} a_i^2 \text{Var}_i [\theta_i (X - p) + p]$$

$$= \frac{1}{2} (a + by_i + cy + dA_i + ez)^2 + a_i (\alpha + \beta y - \gamma z) \quad (4.16)$$

with

$$\begin{align*}
    a &= \frac{1}{\sqrt{V}} m_x (1 - \beta) - \alpha \\
    b &= -c = \frac{C}{\sqrt{V}} \\
    d &= \frac{e}{1-D} = \frac{1}{\sqrt{V}} \frac{D}{(k-1)D+1} \quad (4.17)
\end{align*}$$

In the endogenous setting, for each agent, the individual level of utility, at the optimal demand, can be written in the following form $U_i = g(Y, \epsilon_i, Z)$, where $(Y, \epsilon_i, Z) \sim \mathcal{N}(m_x, \sigma_z^2) \otimes \mathcal{N}(0, \sigma_z^2) \otimes \mathcal{N}(A_i, \sigma_z^2)$. Ex-ante, the average level of expected utility for agent $i$ is then

$$\int g(y, \epsilon_i, z) dP_{(Y, \epsilon_i, Z)}(y, \epsilon_i, z) \quad (4.18)$$

$$= a_i (\alpha + \beta m_x - \gamma A_i) + \frac{1}{2} e^2 \sigma_z^2 + \frac{1}{2} e^2 A_i^2 + (a + (b + c) m_x + dA_i) e A_i + \frac{1}{2} c^2 \sigma_z^2$$

$$+ \frac{1}{2} (a + dA_i)^2 + (a + dA_i) (b + c) m_x + \frac{1}{2} (b + c)^2 \sigma_z^2 + \frac{1}{2} (b + c)^2 m_x^2$$

$$\equiv h(A_i)$$

Now, in order to compute an average level of utility among the agents, we need a
distribution on the $A_i$, and the average level will then be given by $\int h(q) \, dP_{A_i}(q)$. We now consider the case $k = 1$ and we make the assumption that $A_i \sim \mathcal{N}(z, \sigma_z^2)$ which means that there is no collective bias in the individual estimations of the collective risk-aversion. We have

$$\int h(q) \, dP_{A_i}(q) = \frac{1}{2} (1 - D)^2 V \sigma_z^2 + \frac{1}{2} \frac{V}{\sigma_z^2} + (z + \ell) (m_x - DV \ell) - V z \ell - D \ell V (1 - D) z - \frac{1}{2} V (z^2 + \sigma_z^2) + \frac{1}{2} D^2 \ell^2 V + D^2 V \ell z. \quad (4.19)$$

Before choosing specific values for $m_x, \sigma_y, \sigma_z, z$ and $\ell$, let us first remark that the derivative of the quantity under consideration with respect to $\sigma_z^2$ is independent of $m_x$ and we can set $m_x = 0$. Furthermore, in the case $k = 1$ and for a small dispersion of the individual levels of risk aversion, we may check that we have

$$\left( \int \frac{1}{a_i} \, di \right)^{-1} \approx \frac{\bar{a}}{1 + \frac{\text{Var}(a_i)}{\sigma^2}}. \quad (4.20)$$

Since we have $z = \bar{a} - l$ then our parameters should satisfy $z \approx \left( z + \ell - \frac{\sigma_z^2}{(z + \ell)} \right)$.

Figure 1 shows that with well chosen parameters, the aggregate utility level decreases then increases when the information precision increases.

In the endogenous setting, the correlation between pessimism and risk-aversion that we have exhibited limits risk sharing and has a negative impact on welfare. The arrival of more precise information therefore has a double impact: it weakens the adverse effect on trade (as risk-taking agents become more optimistic, they offer more insurance) and at the same time it brings about the Hirschleifer effect (agents are no longer able to insure against news that has already arrived). The first effect fosters risksharing trades.
and the second one discourages them. The first effect is predominant for large precision levels and the second one is predominant for small precision levels. Figure 2 shows that the positive effect on trade may offset the negative effect for all precision levels.

The same type of result has been obtained in Hatchondo (2006) in a rather different setting. In his model, noise takes the form of an unknown level of endowment. The structure of the model does not allow for an analytical solution and the paper only relies on numerical techniques. Note that a similar result was obtained in models with information asymmetries, like in Bhattacharya and Spiegel (1991), Rahi (1996), Marin and Rahi (2000), etc. In these models, information asymmetry generates an adverse selection effect since the less informed reduce their participation due to their informational disadvantage. In this framework, the arrival of more precise information reduces the information asymmetry, hence weakening the adverse selection effect. Although different, the mechanism by which the Hirshleifer effect is counterbalanced shares similarities with the one presented in our model.

This means that in an economy with differential information, agents welfare may increase upon the receipt of more precise information. Although the result seems intuitive, most of the previous literature has focused on the case with homogeneous beliefs. In such a framework, only the Hirschleifer effect is at work, and so better information typically reduces welfare.

5. Conclusion

We have shown that the non observability of others level of risk-aversion leads to a positive correlation between optimism and risk-aversion. Indeed, the equilibrium price increases with the return of the risky asset and decreases with the average level of
risk-aversion. Hence, more risk-averse agents perceive an equilibrium price that seems too high and infer from there high expectations on the asset’s return. This positive correlation induces pessimism at the aggregate level; even though there is no pessimism on average in the individual beliefs/signals, the consensus belief is pessimistic since the beliefs of the more risk-tolerant agents are more heavily weighted. Pessimism at the aggregate level induces then a higher market price of risk.

Furthermore, the positive correlation between optimism and risk-aversion leads the less risk-averse to insure less than in the standard setting and induces less risk sharing among agents. This effect decreases when agents receive more precise information about the traded assets. The arrival of more precise information has then two effects: an increase of the total welfare due to an increase of the risk-sharing and a decrease of the total welfare related to the well-known Hirschleifer’s effect. We show that the global effect might be in both directions.

It is interesting to note that a positive correlation between optimism and risk-aversion has been empirically observed in a purely behavioral setting by Ben Mansour et al. (2006). In this last paper, the authors show that agents exhibit pessimism and that more risk-averse agents are more optimistic.
Appendix

Proof of Theorem 1

Suppose that the equilibrium price is of the form \( \bar{p} = \alpha_e + \beta_e \bar{X} - \gamma_e \bar{Z} \). Then the triple \((X, \bar{Y}, \bar{p})\) is normally distributed with a mean vector

\[
(m_x, m_x, \alpha_e + \beta m_x - \gamma m_z)
\]

and a variance-covariance matrix

\[
\begin{pmatrix}
\sigma_y^2 & \sigma_y^2 & \beta_e \sigma_y^2 \\
\sigma_y^2 & \sigma_y^2 + \sigma_x^2 & \beta_e \sigma_y^2 \\
\beta_e \sigma_y^2 & \beta_e \sigma_y^2 & \beta_e^2 \sigma_y^2 + \gamma_e^2 \sigma_z^2
\end{pmatrix}.
\]

We easily obtain that the conditional distribution of \( \bar{X} \) given \( I_i \) is also normal with mean of the form

\[
E_i \left[ \bar{X} \right] = E \left[ \bar{X} \mid \bar{Y}_i = y_i, \bar{p} = \alpha_e + \beta_e y - \gamma_e z \right]
\]

\[
= m_x + \left( \sigma_y^2 \right) \left( \sigma_x^2 + \sigma_y^2 \right) \left( \beta_e \sigma_y^2 \right) \left( \beta_e \sigma_y^2 + \gamma_e^2 \sigma_z^2 \right)^{-1} \left( \begin{array}c y_i - m_x \\ \beta_e (y - m_x) - \gamma_e (z - m_z) \end{array} \right)
\]

\[
= m_x + C_e (y_i - m_x) + D_e (\beta_e (y - m_x) - \gamma_e (z - m_z))
\]

\[
= B_e + C_e y_i + D_e \beta y - D_e \gamma_e z
\]
with

\[
\begin{aligned}
C_e &= \frac{\gamma_e^2 \sigma_y^2 \sigma_z^2}{\gamma_e^2 \sigma_y^2 \sigma_z^2 + \beta_e \sigma_y^2 \sigma_z^2 + \gamma_e^2 \sigma_x^2} \\
D_e &= \frac{\beta_e \sigma_y^2 \sigma_x^2}{\gamma_e^2 \sigma_y^2 \sigma_z^2 + \beta_e \sigma_y^2 \sigma_z^2 + \gamma_e^2 \sigma_x^2} \\
B_e &= m_x (1 - C_e - D_e \beta_e) + \gamma_e D_e m_z
\end{aligned}
\]

and

\[
\begin{aligned}
Var_i \left[ \tilde{X} \right] &= Var \left[ \tilde{X} \mid \tilde{Y}_i \right] = y_i; \tilde{p} = \alpha_e + \beta_e y - \gamma_e z \\
&= \sigma_y^2 - \left( \sigma_y^2 \beta_e \sigma_y^2 \right) \left( \begin{array}{cc}
\sigma_y^2 + \sigma_z^2 & \beta_e \sigma_y^2 \\
\beta_e \sigma_y^2 & \beta_e^2 \sigma_y^2 + \gamma_e^2 \sigma_x^2
\end{array} \right)^{-1} \left( \begin{array}{c}
\sigma_y^2 \\
\beta_e \sigma_y^2
\end{array} \right) \\
&= \sigma_y^2 (1 - C_e - \beta_e D_e) \\
&= \bar{V}_e
\end{aligned}
\]

which is independent of the realizations of \( \tilde{Y}_i \) and \( \tilde{p} \).

As in the standard setting, since the utility functions are exponential and the conditional distribution of \( \tilde{X} \) given \( I_i \) is normal, it is well known that the portfolio optimization problem leads to a demand function given by \( \bar{\theta}_i = \frac{E_i[\tilde{X}] - \tilde{p}}{a_i Var_i[\tilde{X}]} \), hence

\[
\bar{\theta}_i = \frac{B_e + C_e y_i + D_e \beta_e y - D_e \gamma_e z - \alpha_e - \beta_e \bar{X} + \gamma_e \bar{Z}}{a_i \bar{V}_e}
\]

The market clearing conditions can be written as

\[
\begin{aligned}
\int_0^1 \bar{\theta}_i \, di &= \frac{1}{\bar{V}_e} \left[ (B_e - \alpha_e) \bar{Z}^{-1} + C_e \bar{X} \bar{Z}^{-1} \right] + \frac{1}{\bar{V}_e} \left[ C_e \int_0^1 \bar{Z}^{-1} \, di + (D_e - 1) \left( \beta_e \bar{X} \bar{Z}^{-1} - \gamma_e \int_0^1 \bar{Z}^{-1} \, di \right) \right] \\
&= 1
\end{aligned}
\]
or equivalently, since \( \int_0^1 \frac{\alpha}{a_i} \, di = 0 \),

\[
(B_e - \alpha_e) \bar{Z}^{-1} + (C_e + D_e \beta_e - \beta_e) \bar{X} \bar{Z}^{-1} - (D_e - 1) \gamma_e = V_e.
\]

There exists an equilibrium of the form (3.1) if and only if

\[
\begin{align*}
\alpha_e = B_e &= m_x (1 - \beta_e) + \gamma_e D_e m_z \\
\gamma_e &= \frac{V_e}{(1-D_e)} = \frac{\sigma_e^2 (1-\beta_e)}{(1-D_e)} \\
C_e + D_e \beta_e &= \beta_e
\end{align*}
\]

It is easy to verify that, under the condition \( C_e + D_e \beta_e = \beta_e \), we have

\[
\begin{align*}
\gamma_e^2 &= \frac{\beta_e^2 (1-\beta_e) \sigma_y^2 \sigma_z^2}{-\sigma_y^2 \sigma_z^2 + \beta_e (\sigma_y^2 \sigma_z^2 + \sigma_x^2 \sigma_z^2)} \\
C_e &= (1-\beta_e) \sigma_z^2 \sigma_y^2 \\
D_e &= (\beta_e \sigma_y^2 - \sigma_y^2 + \beta_e \sigma_x^2) \sigma_e^{-2} \beta_e^{-1}
\end{align*}
\]

and

\[
\begin{align*}
\gamma_e &= \frac{\sigma_x^2 (1 - \beta_e)}{(1 - D_e)} \Leftrightarrow \frac{\beta_e^2 (1 - \beta_e) \sigma_y^2 \sigma_z^2}{-\sigma_y^2 \sigma_z^2 + \beta_e (\sigma_y^2 \sigma_z^2 + \sigma_x^2 \sigma_z^2)} = \beta_e^2 \sigma_e^4 \\
&\Leftrightarrow \beta_e = \frac{\sigma_y^2 + \sigma_x^2 \sigma_z^2 \sigma_y^2}{\sigma_x^2 + \sigma_x^2 \sigma_z^2 + \sigma_y^2 \sigma_z^2}.
\end{align*}
\]

Hence the unique solution of the previous system is

\[
\begin{align*}
\alpha_e = m_x (1 - \beta_e) + m_z (\sigma_e^2 \beta_e - \sigma_x^2 (1 - \beta_e)) \\
\beta_e = \frac{\sigma_y^2 + \sigma_x^2 \sigma_z^2 \sigma_y^2}{\sigma_x^2 + \sigma_x^2 \sigma_z^2 + \sigma_y^2 \sigma_z^2} \\
\gamma_e = \beta_e \sigma_e^2
\end{align*}
\]
Proof of Theorem 2

Note first that the conditional distribution of $\tilde{X}$ given $\tilde{Y}_i$, $\alpha + \beta \tilde{Y} - \gamma \tilde{Z}$ and $a_i$ is the same as the conditional distribution of $\tilde{X}$ given $\tilde{Y}_i$ and $\tilde{p} \equiv \alpha + \beta \tilde{Y} - \gamma \tilde{Z}$ with $\tilde{Z} \sim \mathcal{N}(A_i, \sigma^2_z)$. Since the triple $(\tilde{X}, \tilde{Y}_i, \tilde{p})$ is normally distributed with a mean vector

$$(m_x, m_x, \alpha + \beta m_x - \gamma A_i)$$

and a variance-covariance matrix

$$
\begin{pmatrix}
\sigma^2_y + \sigma^2_u & \sigma^2_y & \beta \sigma^2_y \\
\sigma^2_y & \sigma^2_y + \sigma^2_z & \beta \sigma^2_y \\
\beta \sigma^2_y & \beta \sigma^2_y & \beta^2 \sigma^2_y + \gamma^2 \sigma^2_z
\end{pmatrix},
$$

we easily obtain that the conditional distribution of $\tilde{X}$ given $I_i$ is also normal with mean of the form

$$E \left[ \tilde{X} \mid \tilde{Y}_i = y_i, \tilde{p} = \alpha + \beta y - \gamma z \right]$$

$$= m_x + \left( \sigma^2_y \beta \sigma^2_y \right) \left( \begin{array}{ccc}
\sigma^2_y + \sigma^2_z & \beta \sigma^2_y \\
\beta \sigma^2_y & \beta^2 \sigma^2_y + \gamma^2 \sigma^2_z
\end{array} \right)^{-1} \begin{pmatrix}
y_i - m_x \\
\beta(y - m_x) - \gamma(z - A_i)
\end{pmatrix}$$

$$= m_x + C(y_i - m_x) + D(\beta(y - m_x) - \gamma(z - A_i))$$
and

\[ \text{Var} \left[ \tilde{X} \right| \tilde{Y}_i = y_i, \tilde{p} = \alpha + \beta y - \gamma z \right] \\
= \sigma_y^2 + \sigma_u^2 - \left( \begin{array}{cc} \sigma_y^2 & \beta \sigma_y^2 \\ \beta \sigma_y^2 & \beta^2 \sigma_y^2 + \gamma^2 \sigma_z^2 \end{array} \right) \left( \begin{array}{cc} \sigma^2_{\varepsilon} & \beta \sigma_y^2 \\ \beta \sigma_y^2 & \beta^2 \sigma_y^2 + \gamma^2 \sigma_z^2 \end{array} \right)^{-1} \left( \begin{array}{c} \sigma_y^2 \\ \beta \sigma_y^2 \end{array} \right) \\
= \sigma_y^2 (1 - C - \beta D) + \sigma_u^2 \\
\equiv V \\
\]

which is independent of the realizations of \( \tilde{Y}_i \) and \( \tilde{p} \), with

\[
(C, D) = \left( \begin{array}{cc} \sigma_y^2 & \beta \sigma_y^2 \\ \beta \sigma_y^2 & \beta^2 \sigma_y^2 + \gamma^2 \sigma_z^2 \end{array} \right)^{-1} \left( \begin{array}{c} \gamma^2 \sigma_z^2 \sigma_y^2 \\ \beta \sigma_y^2 \sigma_z^2 \end{array} \right) \\
= \left( \begin{array}{c} \gamma^2 \sigma_z^2 \sigma_y^2 \\ \gamma^2 \sigma_z^2 \sigma_y^2 + \beta^2 \sigma_y^2 \sigma_z^2 \end{array} \right) \left( \begin{array}{c} \gamma^2 \sigma_z^2 \sigma_y^2 \\ \gamma^2 \sigma_z^2 \sigma_y^2 + \beta^2 \sigma_y^2 \sigma_z^2 \end{array} \right) \\
\end{array}
\]

As in the standard setting, since the utility functions are exponential and the conditional distribution of \( \tilde{X} \) given \( I_i \) is normal, it is well known that the portfolio optimization problem leads to a demand function given by \( \tilde{\theta}_i = \frac{E_i[\tilde{X}] - \tilde{p}}{a_i \text{Var}[\tilde{X}]} \). This gives

\[
\theta_i = \frac{E \left[ \tilde{X} \right| \tilde{Y}_i = y_i, \tilde{p} = \alpha + \beta y - \gamma z \right] - \tilde{p}}{a_i \text{Var} \left[ \tilde{X} \right| \tilde{Y}_i = y_i, \tilde{p} = \alpha + \beta y - \gamma z \right]} \\
= \frac{m_x + C (y_i - m_x) + D (\beta (y - m_x) - \gamma (z - A_i)) - (\alpha + \beta y - \gamma z)}{a_i V} \\
\]

Since \( A_i = ka_i - \ell \) and \( \int_0^1 \frac{\tilde{z}}{a_i^2} di = 0 \), we have

\[
\int_0^1 \theta_i di = \frac{1}{V} \left[ (m_x (1 - C - D\beta) - \alpha - D\gamma \ell) Z^{-1} + ((k - 1)D + 1)\gamma + (C + D\beta - \beta) Y Z^{-1} \right] \\
\]
and there exists an equilibrium of the form (3.4) if and only if

\[
\begin{align*}
\alpha &= m_x (1 - \beta) - D\gamma \ell \\
\gamma &= \frac{1}{(k-1)D+1} V \\
C + D\beta &= \beta
\end{align*}
\]

or

\[
\begin{align*}
\alpha &= m_x (1 - \beta) - D\gamma \ell \\
\gamma &= \frac{1}{(k-1)D+1} \sigma_y^2 (1 - C - \beta D) + \sigma_u^2 . \\
C + D\beta &= \beta
\end{align*}
\]

Since \( C \) and \( D \) are functions of \( \beta \) and \( \gamma \), it is easy to see that the third line of the system can be written in the form \( f(\beta, \gamma) = 0 \). Analogously, the second line of the system can be written \( g(\beta, \gamma) = 0 \), and there exists an equilibrium of the form (3.4) if and only if there exists a couple \((\beta, \gamma)\) satisfying \( f(\beta, \gamma) = 0 \) and \( g(\beta, \gamma) = 0 \). Now, for \( \sigma_y \sigma_\varepsilon > 0 \),

\[
f(\beta, \gamma) = 0 \iff \gamma^2 = \frac{\beta^2 (1 - \beta) \sigma_y^2 \sigma_\varepsilon^2}{\sigma_y^2 \sigma_\varepsilon^2 (\beta - 1) + \beta \sigma_\varepsilon^2 \sigma_\varepsilon^2}.
\]

Then

\[
\begin{align*}
C &= \frac{(1 - \beta) \sigma_y^2}{\sigma_\varepsilon^2} \\
D &= \frac{(\beta - 1) \sigma_y^2 + \beta \sigma_\varepsilon^2}{\beta \sigma_\varepsilon^2}
\end{align*}
\]

and

\[
g(\beta, \gamma) = 0 \iff \gamma = \frac{\beta \sigma_\varepsilon^2 (\sigma_u^2 + \sigma_y^2 - \beta \sigma_y^2)}{\sigma_y^2 (1 - k - \beta + k\beta) + k\beta \sigma_\varepsilon^2}.
\]
There is a couple \((\beta, \gamma)\) satisfying \(f(\beta, \gamma) = 0\) and \(g(\beta, \gamma) = 0\) if and only if

\[
\frac{\beta^2 \sigma^4 \left(\sigma_u^2 + \sigma_y^2 - \beta \sigma_y^2\right)^2}{(\sigma_y^2 (1 - k - \beta + k \beta) + k \beta \sigma_y^2)^2} - \frac{\beta^2 (1 - \beta) \sigma_y^2 \sigma_y^2}{\sigma_y^2 \sigma_y^2 (\beta - 1) + \beta \sigma_y^2 \sigma_y^2} = 0
\]

or equivalently if and only if

\[
\frac{\beta^2 \sigma_y^2 (A_3 \beta^3 + A_2 \beta^2 + A_1 \beta + A_0)}{\sigma_y^2 (\sigma_y^2 - k \sigma_y^2 - \beta \sigma_y^2 + k \beta \sigma_y^2 + k \beta \sigma_y^2)^2 ((\beta - 1) \sigma_y^2 + \beta \sigma_y^2)} = 0
\]

with

\[
A_3 = \sigma_y^6 - 2k \sigma_y^6 + k^2 \sigma_y^6 - 2k \sigma_y^4 \sigma_y^2 + k^2 \sigma_y^2 \sigma_y^4 + 2k^2 \sigma_y^4 \sigma_y^4 + \sigma_y^4 \sigma_y^2 \sigma_y^4 + \sigma_y^6 \sigma_y^2 \sigma_y^2,
\]

\[
A_2 = 6k \sigma_y^6 - 3 \sigma_y^6 - 3k \sigma_y^6 + 4k \sigma_y^4 \sigma_y^2 - k^2 \sigma_y^2 \sigma_y^4 - 4k^2 \sigma_y^4 \sigma_y^2
\]

\[-2 \sigma_y^4 \sigma_y^2 \sigma_y^4 - 3 \sigma_y^6 \sigma_y^2 \sigma_y^2 - 2 \sigma_y^2 \sigma_y^2 \sigma_y^2 - 2 \sigma_y^2 \sigma_y^4 \sigma_y^2 \sigma_y^2,
\]

\[
A_1 = 3 \sigma_y^6 - 6k \sigma_y^6 + 3k \sigma_y^6 - 2k \sigma_y^4 \sigma_y^2 + 2k^2 \sigma_y^4 \sigma_y^4 + \sigma_y^4 \sigma_y^2 \sigma_y^4 + \sigma_y^6 \sigma_y^2 \sigma_y^2
\]

\[+ 3 \sigma_y^6 \sigma_y^2 \sigma_y^2 + 2 \sigma_u \sigma_y \sigma_y \sigma_y \sigma_y \sigma_y \sigma_y + 4 \sigma_u \sigma_y \sigma_y \sigma_y \sigma_y \sigma_y \sigma_y + \sigma_u \sigma_y \sigma_y \sigma_y \sigma_y \sigma_y \sigma_y,
\]

\[
A_0 = 2k \sigma_y^6 - \sigma_y^6 - k^2 \sigma_y^6 - \sigma_y^6 \sigma_y^2 \sigma_y^2 - 2 \sigma_u \sigma_y \sigma_y \sigma_y \sigma_y \sigma_y \sigma_y - \sigma_u \sigma_y \sigma_y \sigma_y \sigma_y \sigma_y \sigma_y
\]

or equivalently if the following polynomial cancels

\[
P(\beta) = A_3 \beta^3 + A_2 \beta^2 + A_1 \beta + A_0.
\]
Now, since

\[ P(0) = 2k\sigma_y^6 - \sigma_y^6 - k^2\sigma_y^6 - \sigma_y^6\sigma_z^2\sigma_\varepsilon^2 - 2\sigma_u^2\sigma_y^4\sigma_z^2\sigma_\varepsilon^2 - \sigma_u\sigma_y^2\sigma_z^2\sigma_\varepsilon^2 \]

\[ = -\sigma_y^2(\sigma_y^4 - 2k\sigma_y^4 + k^2\sigma_y^4 + \sigma_u^2\sigma_z^2\sigma_\varepsilon^2 + \sigma_y^4\sigma_z^2\sigma_\varepsilon^2 + 2\sigma_u^2\sigma_y^2\sigma_z^2\sigma_\varepsilon^2) \]

\[ < 0 \]

and

\[ P(1) = \sigma_u^4\sigma_z^2\sigma_\varepsilon^4 > 0, \]

there exists at least one root for this polynomial between 0 and 1.

**Proof of Theorem 3**

As seen in the proof of Theorem 2, there exists an equilibrium of the desired form when \( \sigma_u = 0 \) if and only if \( P(\beta) = \sigma_y^2(\beta - 1)Q(\beta) = 0 \)

with

\[ Q(\beta) = B_2\beta^2 + B_1\beta + B_0 \]

for

\[ B_2 = (1 - k)^2\sigma_y^4 + k^2\sigma_\varepsilon^4 - 2k\sigma_y^2\sigma_\varepsilon^2 + 2k^2\sigma_y^2\sigma_\varepsilon^2 + \sigma_y^2\sigma_z^2\sigma_\varepsilon^4 + \sigma_y^4\sigma_z^2\sigma_\varepsilon^2, \]

\[ B_1 = \sigma_y^2(-2(1 - k)^2\sigma_y^2 + 2k^2\sigma_\varepsilon^2 - 2k\sigma_y^2 - k^2\sigma_y^2 - \sigma_\varepsilon^2 - 2\sigma_y^2\sigma_z^2\sigma_\varepsilon^2), \]

\[ B_0 = \sigma_y^4((1 - k)^2 + \sigma_z^2\sigma_\varepsilon^2). \]

Then \( P(\beta) = 0 \) either for \( \beta = 1 \) or for \( \beta \) solution of \( Q(\beta) = 0 \). The solution \( \beta = 1 \) gives \( D = 1, C = 0 \) and \( \gamma = 0 \) and is therefore excluded. We now look for the possible roots of \( Q \).
For \( \sigma_y^2 \sigma_z^2 \geq 4k \), we find the following two roots,

\[
\beta^- = \frac{\sigma_y^4 (1-k)^2 + (k^2 - k) \sigma_y^2 \sigma_z^2 \sigma_x^2 + \frac{1}{2} \sigma_y^2 \sigma_z^2 \sigma_x^2 + \frac{1}{4} \sqrt{\sigma_y^4 \sigma_z^2 \sigma_x^2 - 4k \sigma_y^4 \sigma_z^2 \sigma_x^2}}{\sigma_y^4 (1-k)^2 + (k^2 - k) \sigma_y^2 \sigma_z^2 \sigma_x^2 + k^2 \sigma_y^2 \sigma_z^2 \sigma_x^2 + \frac{1}{2} \sigma_y^2 \sigma_z^2 \sigma_x^2 + \frac{1}{4} \sqrt{\sigma_y^4 \sigma_z^2 \sigma_x^2 - 4k \sigma_y^4 \sigma_z^2 \sigma_x^2}}.
\]

\[
\beta^+ = \frac{\sigma_y^4 (1-k)^2 + (k^2 - k) \sigma_y^2 \sigma_z^2 \sigma_x^2 + \frac{1}{2} \sigma_y^2 \sigma_z^2 \sigma_x^2 + \frac{1}{4} \sqrt{\sigma_y^4 \sigma_z^2 \sigma_x^2 - 4k \sigma_y^4 \sigma_z^2 \sigma_x^2}}{\sigma_y^4 (1-k)^2 + 2 (k^2 - k) \sigma_y^2 \sigma_z^2 \sigma_x^2 + k^2 \sigma_y^2 \sigma_z^2 \sigma_x^2 + \frac{1}{2} \sigma_y^2 \sigma_z^2 \sigma_x^2 + \frac{1}{4} \sqrt{\sigma_y^4 \sigma_z^2 \sigma_x^2 - 4k \sigma_y^4 \sigma_z^2 \sigma_x^2}}.
\]

Since \( Q(0) = B_0 = \sigma_y^4 ((1-k)^2 + \sigma_z^2 \sigma_x^2) > 0 \) and \( Q(1) = B_0 + B_1 + B_2 = \sigma_z^4 k^2 \) are positive, either both roots belong to \((0,1)\) or they are both outside \((0,1)\). Let us prove that they are in \((0,1)\). It is easy to verify that \( B_1 \) is negative and that \( B_2 \) is positive. Indeed, \( B_1 = -\sigma_y^2 (2(1-k)^2 \sigma_y^2 + 2k^2 \sigma_z^2 + \sigma_z^2 \sigma_x^4 + 2 \sigma_z^2 \sigma_x^2 \sigma_x^4) - \sigma_y^2 \sigma_z^2 \sigma_x^4 + 2k \sigma_z^2 \sigma_y \) which is negative since \( \sigma_z^2 \sigma_x^2 - 4k > 0 \). The quantity \( B_2 \) satisfies

\[
B_2 = \sigma_y^4 - 2k \sigma_y^4 + k^2 \sigma_y^2 + k^2 \sigma_z^4 - 2k \sigma_y^4 \sigma_z^2 + 2k^2 \sigma_y^2 \sigma_z^2 + \sigma_y^2 \sigma_z^2 \sigma_x^2 + \sigma_y^4 \sigma_z^2 \sigma_x^2
\]

\[
= (k - 1)^2 \sigma_y^4 + k^2 \sigma_z^4 - 2k \sigma_y^2 \sigma_z^2 + 2k^2 \sigma_y^2 \sigma_z^2 + \sigma_y^2 \sigma_z^2 \sigma_x^2 + \sigma_y^4 \sigma_z^2 \sigma_x^2
\]

\[
> (k - 1)^2 \sigma_y^4 + k^2 \sigma_z^4 - 2k \sigma_y^2 \sigma_z^2 + 2k^2 \sigma_y^2 \sigma_z^2 + 4k \sigma_y^2 \sigma_z^2 + 4k \sigma_y^2
\]

\[
> (k - 1)^2 \sigma_y^4 + k^2 \sigma_z^4 + 2k^2 \sigma_y^2 \sigma_z^2 + 2k \sigma_y^2 \sigma_z^2 + 4k \sigma_y^2
\]

hence is positive.

This implies that \( -B_1 > \sqrt{B_1^2 - 4B_0 B_2} \) and \( \beta^- \), which is given by \( \frac{-B_1 - \sqrt{B_1^2 - 4B_0 B_2}}{2B_2} \), is positive. Since the product of both roots \( \frac{B_0}{B_2} \) is positive, \( \beta^+ \) is also positive. Now, \( \beta^- < 1 \) if and only if \( \beta^+ < 1 \), or equivalently if and only if the average of the roots

\[
\frac{\beta^- + \beta^+}{2}
\]

is positive.
\[-\frac{B_1}{2B_2} < 1\] or equivalently (since \(B_2 > 0\)) if and only if \(-B_1 - 2B_2 < 0\). Now,

\[
B_1 + 2B_2 = 2k^2\sigma_1^2 - 2k\sigma_y^2\sigma_z^2 + 2k^2\sigma_y^2\sigma_z^2 + \sigma_y^2\sigma_z^2\sigma_z^2
\]

\[
> 2k^2\sigma_1^2 + 2k\sigma_y^2\sigma_z^2 + 2k^2\sigma_y^2\sigma_z^2
\]

\[
> 0
\]

and \(\beta^-\) and \(\beta^+\) both belong to \((0, 1)\).

**Proof of Corollary 4**

Immediate using the proof of Theorems (2) and (3).

**Proof of** \(\frac{d}{du}\beta^- < 0\).

We have \(\beta = \frac{(1-k)^2-ku+k^2u+u^2v+uv-\frac{1}{2}u\sqrt{u^2v^2-4kuv}}{(1-k)^2+k^2u^2-2ku+k^2u+u^2v+uv}\), hence

\[
D_u\beta = -\frac{E_1 + E_2\sqrt{u^2v^2 - 4kuv}}{2\sqrt{u^2v^2 - 4kuv}(uv - 2ku - 2k + k^2 + 2k^2u + u^2v + k^2u^2 + 1)^2}
\]

with

\[
E_1 = vu (2uv - 6k - 6kuv + 12k^2 - 6k^3 + 4k^2u - 4k^3u + 2k^2uv + 2k^3u^2 + u^2v^2 + 2k^2u^2v)
\]

\[
E_2 = -2k + 2uv - 4kuv + 6k^2 - 6k^3 + 2k^4 + 4k^2u - 8k^3u + 4k^4u + 2k^2uv
\]

\[
-2k^3u^2 + 2k^4u^2 + u^2v^2 + 2k^2u^2v.
\]

The sign of \(D_u\beta\) is then the opposite of the sign of \(E_1 + E_2\sqrt{u^2v^2 - 4kuv}\). It remains to prove that this quantity is positive. We show that \((E_1)^2 - \left(\frac{E_2\sqrt{u^2v^2 - 4kuv}}{2\sqrt{u^2v^2 - 4kuv}}\right)^2 > 0\) and that \(E_1 > 0\).
We have

\[ E_1^2 - E_2^2 (u^2 v^2 - 4kuv) \]

\[ = \ ( -4 ) vuk^3 \left( 8k - 2uv + kuv - 4k^2 - 4 \right) \left( uv - 2ku - 2k + k^2 + 2k^2u + u^2v + k^2u^2 + 1 \right)^2 \]

whose sign is the same as \( P(k) = 8k - 2uv + kuv - 4k^2 - 4 \). The roots of this polynomial, if they exist, are given by \( \frac{1}{8}uv + \frac{1}{8} \sqrt{u^2v^2 - 16uv + 1} \) and \( \frac{1}{8}uv - \frac{1}{8} \sqrt{u^2v^2 - 16uv + 1} \).

Since \( uv > \sqrt{u^2v^2 - 16uv} \), both roots, if they exist, are greater than 1 and the sign of \( P(k) \), for \( k \) between 0 and 1, is the sign of \( P(0) \) and is then negative. The sign of \( E_1^2 - E_2^2 (u^2 v^2 - 4kuv) \) is then positive.

The sign of \( E_1 \) is given by the sign of

\[
G(u, v, k) = (2uv - 6k - 6kuv + 12k^2 - 6k^3 + 4k^2u - 4k^3u + 2k^2uv + 2k^3u^2 + u^2v^2 + 2k^2u^2v) .
\]

We have \( G(u, v, 0) > 0 \). It remains to show that \( G \) does not cancel on the domain \( uv > 4k \) in order to obtain that \( E_1 \) is positive. Let \( X = uv \). We have

\[
G(u, v, k) = X^2 + X \left( 2k^2 - 6k + 2k^2u + 2 \right) + 12k^2 - 6k - 6k^3 + 4k^2u - 4k^3u + 2k^3u^2,
\]

whose roots are \( 3k - k^2 - k^2u \pm \sqrt{k^4 - k^2 - 2k^2u - 2k^4u + 2k^4u - 2k^3u^2 + k^4u^2 + 1 - 1} \).

One of the roots can be greater than 4k if and only if

\[
3k - k^2 - k^2u + \sqrt{k^4 - k^2 - 2k^2u - 2k^4u + 2k^4u - 2k^3u^2 + k^4u^2 + 1 - 1} > 4k
\]
or if and only if

\[ \sqrt{k^4 - k^2 - 2k^2u - 2k^3u + 2k^4u - 2k^3u^2 + k^4u^2 + 1} > k + 1 + k^2 + k^2u \]

or equivalently if and only if \((-2)k(k + ku + 1)^2 > 0\) which is not true. 

**Proof of** \(\frac{d}{dv}\beta^- < 0\).

The quantity \(\frac{d}{dv}\beta^-\) can be written in the form

\[
\frac{d}{dv}\beta^- = \left( -\frac{1}{2} \right) \frac{(U - V)}{(uv - 2ku - 2k + k^2 + 2k^2u + u^2v + k^2u^2 + 1)^2}
\]

with

\[
U = uv - 2k + 4k^2 - 2k^3 + 4k^2u - 4k^3u + k^2u^2 - 2k^3u^2 + 2k^2u^2v + k^3u^2v,
\]

\[
V = \sqrt{u^2v^2 - 4kuv(1 - k^2 - 2k^2u - k^2u^2)},
\]

and \(U^2 - V^2 = 4k^2(uv - 2ku - 2k + k^2 + 2k^2u + u^2v + k^2u^2 + 1)^2 > 0\).

It remains to verify the sign of \(U\). This quantity can be written in the form

\[
U = X (k^2 + 2k^2u + k^2u^2 + 1) + 4k^2 - 2k - 2k^3 + 4k^2u - 4k^3u - 2k^3u^2
\]

There is a root such that \(X > 4k\) if and only if \(-\frac{4k^2 - 2k - 2k^3 + 4k^2u - 4k^3u - 2k^3u^2}{k^2 + 2k^2u + k^2u^2 + 1} > 4k\)

or equivalently if and only if

\(-4k^2 + 2k + 2k^3 - 4k^2u + 4k^3u + 2k^3u^2 - 4k(k^2 + 2k^2u + k^2u^2 + 1) > 0\).

This quantity is equal to \((-2)k(k + ku + 1)^2\) and is then negative. Hence \(\frac{d}{dv}\beta^- < \)
Proof of \(-uD_u + vD_v > 0\)

Modulo some positive terms, the quantity \(-uD_u + vD_v\) is given by

\[-uD_u + vD_v = E_3 - E_4\]

with

\[
E_3 = \begin{align*}
&uu - 2k - 4kuv + 6k^2 - 6k^3 + 2k^4 + 4k^2u - 8k^3u + 4k^2u + 3k^2uv - 2k^3u^2 \\
&+ 2k^4u^2 + u^2v^2 + 4k^2u^2v + k^2u^3v, \\
E_4 &= -\sqrt{u^2v^2 - 4kuv(1 - 2k + uv + k^2 - k^2u^2)}.
\end{align*}
\]

We check that

\[
E_3 - E_4 = 4k^2(uu - 2k + k^2 + 1)(uu - 2k + k^2 + k^2u + u^2v + k^2u^2 + 1)^2
\]

and the sign of \(-uD_u + vD_v\) is then given by the sign of \(E_3\).

Let \(X \equiv uu, E_3\) is then a polynomial in \(X\) whose roots are

\[
2k - \frac{3}{2}k^2 - \frac{1}{2}k^2u^2 \pm \frac{1}{2} \sqrt{k^4 - 2k^2 - 8k^2u + 8k^4u + 2k^2u^2 + 14k^4u^2 + 8k^4u^3 + k^4u^4 + 1} - \frac{1}{2}.
\]

Let us check that both roots are such that \(X - 4k < 0\).

We have

\[
X - 4k = E_5 \pm E_6
\]
\[ E_5 = -2k - \frac{3}{2}k^2 - 2k^2u - \frac{1}{2}k^2u^2 - \frac{1}{2}, \]
\[ E_6 = \frac{1}{2} \sqrt{k^4 - 2k^2 - 8k^2u + 8k^4u + 2k^2u^2 + 14k^4u^2 + 8k^4u^3 + k^4u^4 + 1}. \]

We have \( E_5 < 0 \) and \( E_5^2 - E_6^2 = 2k(k + 1)(k + ku + 1)^2 > 0 \). Hence \( X - 4k < 0 \).

The sign of \(-uD_u + vD_v\) is then constant for \( k \) in \([0, 1]\) and, for \( k = 0 \), we have
\(-uD_u + vD_v = uv + u^2v^2 > 0.\]

**Proof that** \( r^- \equiv \frac{\gamma^-}{\beta^-} \) **increases when the total noise** \( \sigma_y^2 \) **increases with** \( \frac{\sigma_y^2}{\sigma_y} \)** and \( \sigma_z^2 \)** constants.**

We have
\( \frac{\gamma^-}{\beta^-} = \frac{(1 - \beta)\sigma_y^2\beta^{-1}}{(k - 1)(\beta\sigma_y^2 - \sigma_y^2 + \beta\sigma_z^2)\sigma_x^2\beta^{-1} + 1} \) hence
\[ D\beta \left( \frac{\gamma^-}{\beta^-} \right) = -(\sigma_y^2 - k\sigma_y^2 - \beta\sigma_y^2 + k\beta\sigma_y^2 + k\beta\sigma_z^2)^{-2}\sigma_y^2\sigma_z^2k < 0 \]

Moreover, the derivative of \( \frac{\gamma^-}{\beta^-} \) with respect to \( X = \sigma_y^2 \) is given by
\[ DX \left( \frac{(1 - \beta)X\beta^{-1}}{(k - 1)(\beta X - X + \beta\sigma_z^2)\sigma_x^2\beta^{-1} + 1} \right) = (X - Xk - X\beta + Xk\beta + k\beta\sigma_z^2)^{-2}(1 - \beta)k\beta\sigma_x^4 > 0 \]

and the derivative with respect to \( X = \sigma_z^2 \) is given by

\[ 45 \]
\[ DX \left( \frac{(1 - \beta)\sigma^2_y \beta^{-1}}{(k - 1)(\beta\sigma^2_y - \sigma^2_y + \beta X) X^{-1}\beta^{-1} + 1} \right) \]

\[ = (Xk\beta + \sigma^2_y - k\sigma^2_y - \beta\sigma^2_y + k\beta\sigma^2_y)^{-2} (1 - k) (\beta - 1)^2 \sigma^4_y > 0. \]

This implies that when \( \sigma^2_y \) and \( \sigma^2_z \) increase with the precision \( \frac{\sigma^2_z}{\sigma^2_y} \) kept constant, then, as seen above, \( \beta^- \) decreases, \( \sigma^2_y \) and \( \sigma^2_z \) increase, hence \( \frac{\gamma}{\beta} \) increases. \( \blacksquare \)
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This figure represents the aggregate utility as a function of $\sigma_z^2$, the variance of the individual signals, for $\sigma_y = 1$, $\sigma_x = 0.42$, $z = 0.96$ and $l = 0.14$. When the signal precision increases, the utility first decreases (Hirschleifer effect) and then increases.

This figure represents the aggregate utility as a function of $\sigma_z^2$, the variance of the individual signals, for $\sigma_y = 1$, $\sigma_x = 0.8$, $z = 1.8$ and $l = 0.26$. When the signal precision increases, the utility increases.