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Multi-period Conditional Distribution Functions for
Heteroscedastic Models with Applications to VaR
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Raymond Brummelhuis Dominique Guégan 2

Abstract

Let (r;): be a GARCH(1, 1) process with time-dependend vari-
ance o?. We study, for an arbitrary but fized k, the large deviation
asymptotics of r41 and of 1411 +- - -+ 141k, given ry, 0 and their con-
sequences for extreme quantile estimation. If (r;); models the time
series of daily returns of some financial asset, our results are relevant
for the estimation of multi-period Value at Risk, and show, in partic-
ular, that the heuristic “vk-rule” used in financial risk management

is false in the context of these GARCH models.

Keywords: generalized autoregressive heteroskedastic process, conditional prob-
ability density functions, large deviation probabilities, asymptotics, Laplace inte-
grals, quantile estimation, Value at Risk.

1 Introduction

The Value at Risk- or VaR associated with a position taken in the financial market
can loosely be defined as the maximum expected loss within a chosen confidence
and over a chosen time-frame. It’s specification therefore requires the following
input:
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e a time window [t,¢ + kJ.
e a confidence level ¢, typically close to 1.

e a model for the behavior of (the financial assets making up) one’s position
over the chosen time frame.

With these data, VaR is simply the (1 — ¢)-th lower quantile of the probability
distribution of the Profit & Loss (P & L )-function over the period [¢,t + kJ; cf.
RiskMetrics [22] and also Jorion [18], Dowd [11]. Time-frame and confidence level
are simply parameters, which are at the user’s discretion : choices for ¢ of 95%
or 99% and of time frames with k equal to 1 to 10 days are current, the one
of £ = 10 and ¢ = 0.95 figuring in the Bank of International Settlements’ 1996
capital adequacy requirements. We note here that time will be discrete in this
paper, measured in days or in multiples of some other basic unit.

The choice of model is of course crucial. Here, "model” is to be understood in
a wide sense: ranging from straightforward Historical Simulation or HS to more or
less sophisticated parametric models. The disadvantages of HS are well-known: un-
reliable small quantile estimation due to lack of sufficient data for extreme events,
the assumption that the future will be exactly like the past and too much weight
given to distant (in time) events*. Parametric models of course come with their
own dangers, the most obvious one of which is trying to make the data fit a into
straightjacket unsuitable for them. For example, a lot of VaR methodologies are
still based on (conditionally) normally distributed returns, although the deviation
of empirical stock return data from the normal distribution, in particular as con-
cerns the outliers, is by now well known and well documented: cf. Embrechts,
Kliippelberg and Mikosch [12], Dowd [11], Frey and McNeil [15], Mikosch and
Starica [21]. Still, parametric models present the advantage of providing easily
evaluated and more reliable extreme quantile-estimates (if the model’s fit to the
data is right, that is).

It is clear that VaR~estimates can vary hugely from one model to another, and
that model risk is an important issue here. It is therefore important to thoroughly
understand the mathematical implications of working with a certain stochastic

4The HS-method makes a hidden assumption that the P& L-process is stationary
(which is of course one way of formalising that the ”future is like the past”) and non-
parametrically estimates the unconditional probability distribution of the P&L process.
Even if this process were in general stationary, conditional and unconditional probability
distributions may differ hugely, and it is the conditional distributions which are important
for day to day risk management, as has been stressed by Frey and McNeil [15].



model. Related to this, there also exists a different kind of model risk,which con-
sists of naively applying conclusions valid for one model to other, mathematically
speaking completely different ones, without any a priori or a posteriori justifica-
tion. This would almost seem to be too obvious a point to make, but is exactly
the kind of thing which can be observed in some of the VaR literature, and in
particular in the RiskMetrics methodology for estimating VaR: cf. [22]. The Risk-
Metrics model is a particular example of the GARCH(1, 1)-models which are the
main subject of this paper. It takes the form:

Tt+1 = Ot+1€t41 (1)
0't2+1 = )\af +(1- )\)rf,

where 7, = log(P;/P,—1) is the logarithmic one-period return, P, being the (mon-
etary) value of one’s position at time ¢, A € (0, 1) is a parameter to be estimated
and where the ¢, are iid N (0, 1)-distributed random variables. The motivation
for (1) comes from the Exponential Moving Average Method for estimating daily
volatilities, as explained in [11], [18] and [22]. In this model, the VaR over the
period [t,t + 1] is easily computed to be

VaRl—c(l) = _Ut+1Q{V;ch7

where ¢ denotes the lower a-th quantile of the standard normal distribution®.
We will often write 1 — ¢ = a. Note that it is the conditional VaR we are talking
about. One next is interested in the k-period VaR. Following RiskMetrics, one
easily computes that for any v > 1 the conditional expectation of r? ", given 1y
and oy is simply o7,, again, and that therefore the (conditional) variance of the
k-period return is equal to:

E ((HH +o ), 0’t> =E (7}2+1 S rt2+k|rt70't) = koty 1,

the expectation being the one conditional to the values of r; and oy at time ¢; note
that we used in the first equality that the r;’s are uncorrelated. RiskMetrics then
proposes to simply compute the k-period VaR over [t,t + k] as

VaR;_.(k) = VEVaR;_.(1). (2)

However, this only makes sense if the k-period returns are (close to) normally
distributed® and, as one of the main results of our paper shows, this is far from

5For simplicity we make the usual approximation e” — 1 ~ r; this is of course not
essential.

6In fact, (2) is the same as the k-period VaR in a simple random walk model for the
r¢’s, which should be enough to make one suspicious!
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being the case, even for a k as small as 2. Therefore, baring accidental anumerical
coincidences for specific ¢, one should expect the real VaR of the model to be
very different from (2). Phenomena of this kind have been observed numerically,
through Monte-Carlo simulation, by Frey and McNeil [15] (but for a different
model, namely an AR(1)-GARCH(1, 1) with non-normal innovations ¢; estimated
from empirical data).

A similar preoccupation with variances can be observed in much of the empir-
ical financial and econometrical litterature. However, variance by itself is a poor
indicator of risk if nothing is known about the underlying probability distribution,
and primary attention should be given to the latter. It is one of the merit’s of VaR,
whatever it’s adequacy as a risk management tool (cf. Artzner, Delbaen, Eber,
and Heath [1]) that it does exactly that. Note, incidentally, that for a riskmeasure
like the expected shortfall, which is defined by

ea(k) = E(Piti — PPtk — P < VaR,(k))

the dependence on the probability distribution might even be larger. Drawing
conclusions from variances or standard deviations strictly speaking only makes
sense when all relevant (cumulative) probability distributions belong to a one-
parameter family F'(z/o) (where in practice F' might be allowed to vary slowly
with o). As we will see, this is definitely not the case for the different multi-period
returns in a GARCH-model.

Autoregressive Conditionally Heteroskedastic or ARCH processes were intro-
duced by Engle [13] and subsequently generalized by Bollerslev [2] to GARCH or
Generalized ARCH processes, which are processes of the form (1), but with a o441
which now more generally is given by

P q
Oyl = (CL() + Z ajr?,j + Z bjO'?fj)l/Q.
j=1 J=1

The (g¢); are still supposed to be iid, but not necessarily normal. Such a process
is called a GARCH(p, q). An ARCH(p) corresponds to the case of ¢ = 0, or
no dependence on past volatilities. More general processes allowing more general
functional dependencies of o; on past values 7;_; of the process, and on past
variances were introduced by for example Nelson [20], Guégan and Diebold [7], [8]
and many others: we refer to Bollerslev, Engle and Nelson [3] or Guégan [16] for
an overview. We will always assume that our ¢; have a probability density, which
implies that the r; and o; will have one also, at least conditionally.

GARCH processes are popular in empirical finance because of their capability
to model phenomenae like volatility clustering and heavy tails (for the uncondi-
tional distribution, even if the €;’s do not have one). One very often restricts
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oneself, as we will do here, to GARCH(1, 1) models, which combine a large de-
scriptive force with a small number of parameters to be estimated. A lot of the
theoretical work on GARCH-processes has concentrated on stationarity issues, in
particular the existence and tail behavior of the stationary distribution: see for
example Embrechts, Kliippelberg and Mikosch [12] or Mikosch and Starica [21].
In this paper we will take a closer look at the distribution functions of the “k-days
into the future” returns r.yx, and of the cumulated returns ry4q - - - + riyg, for an
arbitrary but fixed k, conditional to given values of r; and oy at time ¢t. Assuming
we have standard normal “shocks” e;, we will determine the asymptotic behav-
ior of the conditional probability densities of the former for large values of their
arguments. For ry,j these asymptotics will be shown to be of the type form

_(1— _ 2/k
P(rin = @|ry, 0¢) ~ Cpla|” A/ F gmerlel7T

with explicit constants ¢, Ck. For the cumulated returns we have only arrived at
asymptotic upper and lower bounds of this form, with different constants in the
two cases. Note that it is exactly this kind of asymptotics, for a fixed k and large
|z|, which might be expected to be relevant for day-to-day risk management in a
conditional probability setting. Also note the huge differences, in tail behavior, of
these distributions for different k. In fact, it follows immediately that for k > 2
they fall into the class of subexponential distributions (cf. [12]).

It is of course to be expected that the probability distribution of ry,; will differ
very much from the normal one, for big k, since, under suitable hypothesis on the
coefficients ag, a1 and by, the former will tend to the stationary distribution, which
is known to be heavy-tailed (cf. [12], [21] and their references to earlier work,
in particular Kesten [19]). What may be unexpected is that this deviation from
normality already shows up that strongly for a k as small as k = 2. Incidentally,
the above asymptotics and known tail estimates for a stationary GARCH(1, 1)
imply that the |z| — oo and k — oo limits do not commute (which one had no
right to expect to anyhow).

We stress that stationarity issues will not play a role in this paper, since we
will only work at a fixed k. Observe, incidentally, that the RiskMetrics model (1)
is neither second order nor strongly stationary (cf. [21]).

The paper is organized as follows: first, in section 2, we derive a general rep-
resentation formula for the probability density function of ry1x, valid for a general
GARCH(1, 1) with rather arbitrary dependence of o411 on r; and oy. The classical
GARCH(1, 1) of Bollerslev [2] and the EGARCH(1, 1) of Nelson [20] will provide
illustrations. In section 3 we derive a similar formula for the cumulative returns
ri41 + - + ri+k. The remainder of the paper will then be concerned with the



asymptotics of these distribution functions in the case of a classical GARCH(1, 1)
with normal innovations’. In section 4 we first derive a technical result on asymp-
totics of Laplace transforms which will be needed to analyze these asymptotics.
In section 5 we then obtain rather precise asymptotics for the probability density
functions of the returns r;y and, in section 6, a somewhat more qualitative result
for the cumulative returns. We end the paper with a section on applications to
quantile- or VaR estimation.

The main results of this paper were announced in [5].

2 “k-step into the future” conditional distri-
butions for GARCH(1, 1) processes

We consider a general GARCH (1, 1) process of the form:

{ Tt+1 = Ot+1€t+1 (3)
Ot+1 = 90(7'1&707&)

We will typically have in mind the case of r; modeling some security return:
ri = log(P;/Pi—1), with (P;)ien is some time series of asset prices.

The function ¢ : R? — R>o will be some measurable function, which will
have to satisfy an additional condition to be specified below. As for the random
shocks, or innovations, (g;);, we will make the usual hypothesis that they be iid,
with mean 0 and variance 1. This could be weakened to independence only, and
one could also let ¢ explicitly depend on ¢, but since such changes can easily be
incorporated afterwards, we will first concentrate on the iid case. Independence
of the ¢; will however be essential for us, and the results of this paper are not
expected to go through without change for, for example, the important class of
weak GARCH-processes introduced by Drost and Nijman (although these would
have been very convenient for us when discussing multi-period returns in section
6 below, this class being closed under aggregation, unlike ordinary GARCH).

We will assume that the probability distribution functions of the random vari-
ables e; and ¢(ue, u), for arbitrary but fixed u > 0, have a density. This condition
can probably also be weakened in many places, but since most GARCH-models
used in practice satisfy this requirement, we decided to limit ourselves to this
case. We will use the notation X ~ f to indicate that the random variable X has

"Non-normal innovations will be considered in another paper



probability density f and will sometimes use the abreviation “pdf” for probability
density function. We therefore assume that there exist L!-functions f and h,,, for
each u > 0, such that

e~ f (4)
o(ue,u) ~ hyif e~ f, u>0. (5)

We note that (5) is in fact the additional hypotheses on ¢ alluded to above. As
we will see below in some examples, the functions h, can easily be computed in
practice.

We will be interested, in this section and in much of this paper, in the con-
ditional probabilities of ryf, given r; and oy, where k is an arbitrary, but fixed,
natural number. If we denote the underlying probability measure by P(-), then
we would like to understand the properties of the conditional pdf’s

d
Pei(x;p,s) = s (resr < xlre = po, or = o)
= P (rypr < zlry = po,or = s0), (6)

where the derivative is in the Radon-Nykodim sense, and where the somewhat
formal ”physicists’ notation introduced in the last line will be used quite often
throughout the paper. Our process being, for the moment, time-homogeneous, one
could of course take ¢ = 0 here. However, in financial applications, when modeling
for example daily returns, ¢ will stand for “today”, and pg and sy will be todays
observed return and volatility, which will change in going from today to tomorrow,
so to speak. So there is still some dynamic time dependence present, hidden in
the ever changing initial conditions (pg, o), and to retain this dynamical flavor, if
only for psychological reasons, we prefer to keep the time t explicit in our notations.

We next define two integral operators F' and H by
1 T
F@ = [7 2 (%) ds @
0o s \s
H@)() = [ ho(uls)ds' (8)
0
acting on L'(R) and L'(0,00), respectively; f and hy(-) being pdf’s, these oper-

ators are positivity-preserving, and an easy application of Fubini’s theorem shows
that they are well-defined and have norm 1: for example,

[F(u)][i < //%f (i) lu(s)|dsda
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- ()

= lull,

with equality throughout if u is non-negative. We note that for, say, continuous f
and h,’s, F' and H can also be defined on the spaces of finite Radon measures on
R and R+, respectively, and that they are also positivity-preserving operators of
norm 1 on these. We will find it occasionally notationally convenient to let them
formally act on delta measures, as for example in the following theorem; this will
however never be essential, and can always be avoided.

We now can state the main result of this section:

Theorem 2.1 (Markovian representation formula for py.) Let (r)ien be defined
by (3). Under the above hypotheses on ¢ and ¢, we then have that

Pek(T5p0,50) = P (rgn = x|re = po,or = s0) 9)
= FoH"" (3,0))- (10)

Written out explicitly, if k > 1, then

1 T
Pt,k(x e 5) = /(R>O)k—1 gf <$]€) hsk—l(sk)hsk72 (Sk—l) s h(p(pys)(SQ)dSQ s dsk.
(11)

Proof. If k =1, the pdf of r;11, given r; = pg and o, = sg is clearly equal to

o )
e(po,s0)" \(po, s0)
which proves (9) for this case. If k£ > 1 then
P (rip = x|re = po, ot = o)
= P (0prkettn = 2|re = po, 01 = 50)

o
= _/0 P (0tiketsk = |0tk = Sk, 7t = pyor = 8) - P (041 = s¢|1e = po, o1 = S0) dsg

o 1 €T
= / —f | — ) - P (0t4r = Sk|rk = po, 0 = S0) dsi, (12)
0 Sk \Sk

since 41, is independent of oy, = (74 k—1, 0t 4k—1). Next, "eyp—1 = Otsk—1Et+k—1,
the two factors on the right hand side being independent again. Hence

P (0t1k = sklrr = po, 0t = s0)



o0
= /0 P (@(3k715t+k7173k71) = Sk’0t+k71 = Sk—1,Tt = P0, 0t = 80)
P (0t 4k—1 = St—1|re = po, ot = s0) dSg—1
o0
= / P (o(sp—16t4k—1,5k—1) = Sk) - P (Ot4k—1 = Sk—1|rt = po, 0t = S0) dSg—1

0
o0
= he, (k) - P (0t4k—1 = Sk—1|rt = po, 0t = S0) dSg—1.

Substituting this expression in (12) and repeating the argument for
P (041k—1 = Sk—1|rt = po, 01 = Sp) we obtain, after k steps, formula (11), which
proves the theorem. QED

Remarks 2.2 (i) We should note that for an ARCH(1), by which we will mean
a process of the form (3) with a function ¢ which does not depend on o, one can
immediately write down a simpler formula, which is a direct consequence of the
Markov property of the process:

Pe(; p0) = F¥(8,,), (13)

where the integral operator F' is defined by:

P = [ w(ly)f (@(y)) dy;

see also remark at beginning of section 3.

(ii) We can make the model (3) a little more realistic, as a stock return model, by
adding a mean which is a function of the previous day’s volatility:

Ti41 = Ht4+1 T Ot4+1E¢+1
pit1 = ¥(oy)

and o441 given by (1, 0¢), as before. Such a model, with ¢ an affine function of
o: YP(o) = r + fo , was introduced by Engle, Lilian and Robbins (1987), and is
called an ARCH-M model. It can be understood as inspired by the Capital Asset
Pricing Model or CAPM from Finance, in which an investor’s expected return is
the sum of some riskless returm, r, and a term which is proportional to the stock’s
risk, as measured by it’s standard deviation or volatility. The ARCH-M model is
easily incorporated in theorem 2.1, simply by replacing the kernel of F' in (7) by

1f(x—w(s))_



Examples 2.3 To illustrate the use of theorem 2.1 we look at some examples.

(i) Classical GARCH(1, 1): We take

1/2
o(r,o) = (ao +ar? + b102) / , (14)

and &, iid, e ~ f. We leave f unspecified, apart form requiring that it will have
mean 0 and variance 1. We can easily compute the kernel hy(s) in terms of f: if
e ~ f, then the pdf of p(ue,u) is:

d 1/2
%P <(a0 +aqu’e® + b1u2) < 8) ,

which will be equal to 0 if s < vag + bju?, and equals
d (s2—ap—bru?/aju?)t/?
el du | =
ds /—(SQ—ao—b1u2/a1u2)1/2 f(y) Y
1/2
28 (alu (s —ap — biu )) zi:f (j: (aluQ ,

if s > Vag + biu?. If f is symmetric, which in applications is often the case, this
simplifies to:

2 —ao—b1u2

1/2
—-1/2 S
2s (a1u2(32 —ag — b1u2)> f (<a1u2> ) X{S>W}a (15)

x4 being the indicator function of a set A. Popular choices for f are the standard
Gaussian distribution

R
f(l') - me )
and, more recently also heavy tailed distributions like a Student ¢-distribution with
a low number of degrees of freedom, to account for the empirically observed heavy
tails of many financial asset returns. Frey and McNeil [15] use Extreme Value
Theory to estimate the tails of f and a non-parametric distribution for it’s center.
As mentioned in the introduction, in this paper we will concentrate on standard
normal innovations &;.

We note that theorem 2.1, together with formula (15), can be used for fast numer-
ical computation of the probability densities (6), as an alternative to Monte-Carlo:
we refer to [6] for examples.
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(il) EGARCH(1, 1 ): In Nelson’s Exponential GARCH or EGARCH(p, q)

model, o441 is given by:

q
(1 + Zﬂj ) logoprl =w+ <1 + ZaiLl) g(er)
i=1

where

9(e) = (le] = E([e])) + 0e,
and where L denotes the usual lag or back-shift operator: see Nelson [20] or
Bollerslev, Engle and Nelson [3], Guégan [16]. If ¢ = 0 and p = 1, this is again a
special case of (3), with

o(r,0) = o Pelwtalr/o)/2,

It is again straightforward, though a little tedious, to compute the kernel hy(s),
and we only state the result. Let C := w — E(le|]) = w — [|y|f(y)dy. Then,
assuming that for example 6 > v > 0,

B 2 2(log s + Blogu) — C
h(s) = Gaa’ ( 6+ ) X[e€/2u=5,00) (8)
2 2(log s+ Blogs’) — C
BT ( b~ )Xoy

There exist numerous other GARCH models in the litterature (cf. for example [3],
[16], [17], Dingh and Granger [9], Diebolt and Guégan [7], [8]: this list is far from
being exhaustive!), for which similar computations can be carried out.

(iii) Moments: As a final illustration of formula (9), we show how it can be used
to compute the moments, and, more generally, the conditional expectation of any
g(r¢1) for sufficiently “nice” g. In fact,

7°t+k)|7’t =p,04=5)
= / /Rk o <8k> h(x) (HﬁZthy_l(s,,)) %(pys)(sl)dsl <o dspdx

= /E\{’;O E (g(skjE)) (HI/:2hSy71(Sl/)) 690(/778) <31)d81 o e dsk,

¢ being a random variable with pdf f. Taking g(x) = 2™ we therefore find that
the n-th moment of ., equals:

E(rflre = 00 = ) = fin g /R st (T _shs, 1(5,)) dsg---dsk,  (16)
>0

11



where p, = [ 2" f(x)dx denotes the n-th moment of f and where we put s :=
©(po,s0). Note that this formula only involves the kernels hg(s). As is well-
known, for a classical GARCH(1, 1), with ¢ given by (14), the even moments can
be calculated recursively, using the special form of the ¢; note, however, that this
will not work of a general GARCH(1, 1) with arbitrary ¢ and neither will give
information on the odd moments, if f is not symmetric.

We end this section by indicating how to adapt formula (11) when both ¢ and
the pdf of &; depend explicitly on ¢: ; ~ f:, say. In that case we simply define the
kernels hl(s) by

o(ueg,u, t) ~ bl () if e~ fi
(assuming, as before, that the left hand side has a pdf) and replace hs,_,(s;) in
(11) by hé;rf;l(sj) and sif(z/sk) by sk frrr(z/sk).

Letting ¢ and the pdf of e; depend on time might have some relevance for practical
modeling purposes, but will of course pose numerous identification and estimation
problems. We are not aware of empirical work where this has been done.

3 Multiple period returns

Estimating Profit & Loss over a multiple period time window [t,¢ + k| involves
looking at the k-period return

Tkt = 10g(Pryr/Pr) = reg1 + - - + Toph, (17)

rather than just simply ry;5. It is known that GARCH(1, 1) is not closed under
agregation, cf. Drost and Nijman [10], so that we cannot expect the process
(rt4+%)¢t to be GARCH any more. The results of the previous section are therefore
not immediately applicable, and we will proceed somewhat differently, by loking at
the two-component Markov process Z; = (74, 0¢) under (3). We write zo = (po, So)
and we let P,, be the probability conditional to Z; = 2zp. Then the joint pdf of
(Zis1,+ -+, Zyyy) with respect to the probability P,, can be evaluated as:

P.o(Zeg1, -, Ziyr) = (21, -+, 21)) =
1Py (Zivs = 2il(Zesr, -+ Zerj1) = (21,005 25-1)) =

H?lezo (Zt—I—j = Zj‘ZH_j_l = Zj—l) s

12



by the Markov property. It follows that this joint pdf equals:
P ((Tt+j78t+j) = (:I;jasj)a 1 < j < k|(?”t,8t) = (pO; SO)) =

H§:1if (x]) 3(sj —p(xj_1,55-1)), (18)

Sj Sj

d(s — v) being the Dirac delta measure and sy = ¢(po, So); the occurence of these
Dirac measures is natural, since (3) is deterministic in the second component. Note
that this would be different for a stochastic volatility type of model, which can in
principle be treated in the same way.

The conditional pdf of riyr; = x now is found by integrating (18) against
d(x—(x1+---+x)). We can evaluate the sy, - - -, i - integrals involving the delta
-functions and then obtain the following result:

Theorem 3.1 Inductively define functions s; = sj(x1,---,xj-1) by:
$51 = ¢(po,so)
8 = wlj-1,55)

Then

P(Tt+k,t = $|7"t = 0,0t = 80) =

1 r— (x4 +Tr-1)\ 1 1 T;
[ fr (et (2o oo

Remark 3.2 It is possible to rederive theorem 2.1 along these lines, by integrating
(18) over everything except xj and making suitable changes of variables.

Note that formula (19) is not a simple operator product anymore. This com-
plicates both the analysis of it’s asymptotics for large |z| in section 6 below, as
well as it’s numerical implementation, since multi-dimensional integrals are in gen-
eral difficult to handle numerically. It would be interesting to see to what extend
modern (non-Monte Carlo) methods of numerical integration like those in Sloan
and Joe [23] can handle integrals of the form (17) up to the k£ = 10 which is
relevant for risk management practice and for the different probability densities
f of interest (Gaussian, Student, Generalized Pareto). Evaluating (17) by simple
Monte Carlo would not be very efficient, and would also unnecessarily complicate
matters, since one then might just as well directly simulate the process (r,,), and
read of the desired quantile of r;;; from the empirical distribution.
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4 Asymptotics of Laplace Transforms

In this section we prove the following technical lemma on asymptotics of Laplace
integrals which will be the basis of the asymptotic results proved in section 5 and
6.

Lemma 4.1 Let a > 0, s > 0,c > 0 and 8 € R. Then the following asymptotic
development holds as s — oc:

JolaPe ety ~ (20)
B=(a/2)—1

s\ arr— —(at1)ct/ (et (sya/atl oo o—Jo/(a+1
(2) 88 (o) (2) | CysTollot]),

with Cy = /27 /a(a + 1)c1=28)/2(e+1),

Remarks 4.2 (i) The meaning of the sign =~ is the usual one: if we cut the sum
after N —1 terms, then there exist for each R > 0 a constant Cy r = Cn.r(c, o, )
such that the error we make can, for s > R, be estimated by:

B—(N+1/2)a—1

CnN,RrS a+1 o—(at et/ (@t (2)a/atl (1)

We will in the following, for simplicity, only record the main term of the various
asymptotic series we will encounter in the various proofs below, and write (20) as:

JoeaPemsemdy ~ (22)
sya/o B—(a/2)—1 B—(3a/2)—1
@ ([ F ()T o (7)),

often even leaving out the O-term altogether. This should cause no confusion.

(ii)A closely related result is (the abelian part of) de Bruijn’s Tauberian theo-
rem, theorem 4.12.9 in Bingham, Goldey and Teugels [4], in which for example the
function ™% in the exponent in (20) can be, much more generally, replaced by any
function having such an asymptotic behavior (in the sense of regular variation) as
x — 0, but in which the statement is weakened to asymptotic equivalence of the
logarithms. We would like to thank Paul Embrechts for calling our attention to
this reference.

Proof of lemma 4.1: Tt suffices to prove (20) for ¢ = 1, by a simple scaling argument.
Note that we cannot directly apply Watson’s lemma, since all the derivatives of
r P exp(—sz — ™) are 0 in 0. We will first split the integral in two, as follows:

00 a oo
/ x Be™5 7 gy = / + / (23)
0 0 s—1/(+a)

= I + II,

s—1/(1+a)

14



noting that sz = 2~ precisely when z = s~ /(@D and then analyze the two
parts separately, using Laplace’s method (or complex stationary phase). We start
with the second integral, I1. Making the change of variables z = s~ /(1) we
get,
I1=sat [ ety =By
1

which, apart from the factor in front, is a classical Laplace integral of the form
oo
/ e—/\eo(y)a(y)dy_
1

The main contribution to the asymptotics will come from the absolute minimum of
the phase function ¢(y) = y+y~* on [1, 00) and/or from the boundary point y = 1.
It is easily seen that p(y) has an absolute minimum on R~ at y = y. = al/(etl),
We distinguish three cases:

(i) @ > 1. In this case, y. € (1,00) and we get a contribution

—Ao(ye 27\ 1/2 a(yC) -3/2
e w(y)((A 7@”(yc)1/2+0()\ 2)

where the O-term stands for a complete asymptotic series in powers A\~(1/2)=7,
Computing ¢(y.) = o/ 4 q=2/(+) = (¢ 4+ 1)a~/ (@) and ¢"(y.) = (o +
1)/al@*2)/(e+1) and remembering the factor in front and the fact that A = s®/(@+1)
we find the following contribution to I1:

exp <(a +1) (Z)a/(w) (\/m (Z)W b ) o

the dots indicating lower order terms. We have to compare this with the contri-
bution from the boundary point y. = 1, which is

a/(a B-a—1
o250/ (o1 <(1 ) lsTed 4 ) (25)

However, these will all be dominated by (24), as follows from the following ele-
mentary observation:

For all o > 0:
(a+1)a~/ (@) < 9 (26)

with equality iff o = 1.
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To prove (26) we have to show that

log(aw + 1) — <a:¥—1> log o < log 2

for « > 0. Now the derivative of the left hand side equals —((ﬁ% which is 0 iff
a =1 and which is > 0 (< 0) if @« < 1 (o > 1). Hence the right hand side has an

absolute maximum in a = 1, which equals log2. QED

We continue with the proof of lemma 4.1. We consider the two remaining cases
for I1:

(i) @ = 1: The minimum vy, coincides with the boundary point, and we obtain
1/2 times (24).

(iii) a < 1: In this case y. < 1 and the asymptotics of IT will be given by (25),
since only y = 1 will contribute.

We will now repeat the analysis for the first integral in (23), I. We make the
substitutions z = s~/(®*1y~1 and find that

I — (B-D/(a+1) /°° o—s®/ @D (ot B2
1

Now the phase function ¢(u) = u® + u~! will have an absolute minimum in u =
u. = a~ /(@) and we compute, as before, that ¢(u.) = (a + 1)o@+ and
that
SOH(UC) — Oz(Oé _ l)af(ﬁ) + QQ%H
o @) (o + 1)) o=/ (@),

We now consider the same three cases as for I1:

(i’) @ > 1: Since u, < 1, the only contribution to the asymptotics will come from
the boundary point v = 1, which will give (25).
(ii’) a = 1: u. = 1 and we get 1/2 times (24), as before.

(iii’) @ < 1. Now u. > 1 will give a contribution to the asymptotics of I, which
turns out to be the same as (24) (but with « < 1, of course). By lemma (26) this
contribution will win again from that coming from the boundary point.

It now suffices to add up the asymptotics of I and I1 and observe that, once more,
by (26), in cases (7)+ (i) and (7i¢)+ (i7i") the contribution of the interior minimum
will dominate that of the boundary point. QED
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5 Precise large deviation asymptotics for r; |r
For the remainder of this paper (r;); will be a classical GARCH(1, 1), with
o(r,0) = (ap + a1r? + byo?)/? (27)

and normally distributed iid ;. Fix an (pg, s9) € R x R~. Our aim is to analyze
the asymptotic behavior,as |z| — oo, of the conditional pdf’s

pr(x) == pr(x;t, po, s0) = P(ripp = |y = po, 0y = s0).

We stress that we will study this asymptotics for arbitrary but fized k. Our
strategy is to deduce this asymptotics inductively from theorem 2.1, via a chain of
lemma’s which determine how the asymptotic behavior of a function v is affected
by application of the operators F' and H introduced in section 2. Recall formula
(15) for the kernel of H for a classical GARCH(1,1), where we take for f the
standard normal density: f(z) = (2m)"1/2e=%"/2.

Lemma 5.1 Suppose that v(s) ~ Cs%e™%" for 0 < s — oo, where # € R, ¢ > 0
and o > 0, suppose that ¢ is given by (27). Then:

Ho(s) ~ C/S(2ﬁ_a)/(a+2)e_clsm/(aH), 5 — 00,

where
2

1 a2
d = 5(04—1—2)(0(@1) at2 cat?

and

Proof. We first treat the case of an ARCH(1): by = 0, which is computationally
somewhat easier. In this case
1]

Ho(s) =(s) [ e 0z uar,
0

where
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for s2 > ag, while Ho(s) = 0 for s < ag. Making the change of variables z = 1/t2,

: 2 sz s2—ag.
we obtain for s* > ag, putting § = 2a10.

Ho(s) = %’y(s) /Ooo e_gzlv (k) dz.

The integral on the right hand side is the Laplace transform of z~'v(z~1/2) eval-
uated in (s%2 — ag)/2a1, whose large s-behavior is completely determined by the
small z-behavior of

1v (\}) ~ Cz_(ﬁ/Q)_le_Cziam, z— 0,
z z

where we used the hypothesis on v. Part (i) of the lemma now follows from lemma
4.1 and straightforward calculations. We use here that exp(—c(s? — ag)®/*+?) ~
exp(—cs?*/*t2) (143, ¢,5 %) as s — 00, since a/a+2 < 1; note that this would

in fact be false if this exponent were bigger than 1.

The argument for a GARCH(1,1) (b1 # 0 ) is slightly more involved. First, in
that case,

28€b1/2a1 v/ (82—ap) /b1 1 —(8?—a0)/2a1t?
—_— e

V2rar Jo V12(s2 — ag — b1t2)
if s2 > ap and Hv(s) = 0 otherwise. Note that the integral no longer extends
over the whole of the positive reals, as it did for an ARCH(1). Making the same

change of variables z = 1/t as before, and putting v (s) = 2se?/2% /\/27a;, we
obtain that

1 00 z 7(5 —0y, 1 1
H = = 201 " —y(—=)d
v(®) 271(8) /bl/ 2_ag) \/82—a0—512 ! 1 ZU(\/E) :

N ; \fsl\/sz—l (;E)dz’

where we have put § = (s? — ag)/b1, for notational convenience. One easily sees
that the main contribution to the 5 — oco-behavior of this integral will again
come from the asymptotics of z 1v(z~1/2) as z — 0, which, as before, is given by
Cr~(6/2)-1 exp(—cz*a/ 2). We therefore have reduced the problem to the asymp-
totics of the following integral:

/oo \/je_blgz/galz_(ﬁﬂ—l)e—cza/2dz (28)
-1 sz—1

18

Hu(s) =

u(t)dt,




— /2/ \/7 —blw/2a1 —(B/2)—1 —cso‘/2 _a/2d
—1

_ 2«( B—1)/2 / 12 e b1y 2/e J2aq (6/a) 1 fcsa/2 Ydy
0 1— 2/a ’

(0%

where we have made the changes of variables w = 3z and y = w~*/2. The final
integral is again a Laplace transform, whose main order asymptotic behavior is
the same as that of

1 ~
/ y(Ble)—tgbry ™/ 201 =es* Py gy, (29)
0

We can replace the interval of integration by [0, c0), thereby making an error of the
form O (sP°"" exp(—(const)s®) which will be of lower order, since 2a/(a+2) < «
for a« > 0. The resulting integral is a Laplace transform of the kind studied in
lemma 4.1, with ¢ equal to by /2a;, [ replaced by —(5/a) + 1, a by 2/« and s by
¢3*/2. After some calculations we find the asymptotics. QED

Lemma 5.2 Suppose that v(s) ~ CsPe=%" for 0 < s — oo, where 3E€ R, ¢ >0
and o > 0. Then:

FU(.%) ~ C«/‘l_|(Zﬁfoz)/(onrQ)efc’x%‘/(avﬂ)7 £ — o0,

where
/

1 a
d = 5(0[ + 2)0%"'2 () a2,

and

Proof. By the definition of F', we have that

22
OOe 25:

Fov(z) = v(s)ds

o
- 277/ \fe = U(f);/Q

v S L
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making the change of variables u = 1/s%. The integral on the right hand side is

the Laplace transform of v~ 'v(u~1/?) evaluated in %2, whose large u-behavior is

completely determined by the small u-behavior of

1 1 —a
Y (ﬂ) ~ Oy~ (B/2)—1g—cu /2, u— 0,

by the hypothesis on v. Using lemma 4.1 again, the asymptotics of Fv(z) follow
by straightforward calculations. QED

We next derive the asymptotic behavior of H* (0 (p0,50)):

Lemma 5.3 Let g := ¢(po, s0) = (ag + a1p? + bls%)1/2. Then for any k > 1, if

s — 00,
2/k

k
27k S

H* (550(/10,80)) () =~ Ck:S_(l_l/k)e_ Zareg , (30)
where .
Ko7
Cy e 2kt —1/k

- V2maq k Yo

Proof. Let us write gi(s) = H*(Sy,) and B = —(1 — 1/k), , ¢ = k:/2a1903/k,
aj = 2/k. Finally, let Cj be as in the statement of this lemma. Then we will show
by induction that g ~ Cs% exp(—cps®*), for s — oo. First of all, for k = 1:

Q1(3) = H(ésﬁ(ﬁ’o,so))(s)y

1 2s _pfaobidg
= e 2 al‘pg

V2 fa163(s2 — ap — biigd)
1 1 b

-— 2
—e2ue 1% 5 — 00,

V2may o

12

as was to be shown.
We now assume that the lemma is true for £ — 1. Since gi(s) = H(gqx—1)(s),
we have, by lemma 5.1, that

20%k—1_
Qk(S) ~ 61/3(2616—1_O‘k—l)/((Olk—l-i-Q))e—c’sC“’C*IJFQ7 s — 50 (31)
Now a2koikf+12 = 2/k = oy, and, similary,
2Bk—1 — ov—

a1+ 2
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using the expressions for G;_1 and ag_1. From lemma 5.1 we get:

/ 1 ak—21+2 _aak712
c = 5(0%_1 +2)c,. 51 (agp—rar) Rt
k
= — % = Ck
2a1<P(2)/k
after a short computation. Finally, by lemma 5.1 again,
, 262%11 Pkt
C' = ————(cp_1ap_1a1) “k-172
\/m( k—10k—101)
= 2\ (=) 7 Gk
%o
b J2(k—1 _
= ent [2EZ Dyt
k
with L1 1
21
Cl = ———e?xn
V21 ar po

and a simple induction allows us to verify the formula for Cx. QED

We can now state the main results of this section:

Theorem 5.4 Let (r;): be a GARCH(1, 1) process, with ¢ given by (27) and
independent, normally distributed e, with mean 0 and variance 1. Fix a time t
and a time-horizon t + k and suppose that ry = pg and oy = sg are given. Let
w0 = ¢(po,s0) = (ao + a1pg + b152)'/2, as before, and define constants ¢ and Cj

by
and oy 1 -
a1 1 -
Ck = eﬁ% 30 Uk)\/?%% vk
Then

efck‘m|2/k
Pk (3 pos S0) =~ Ck‘ma xr — Fo0

21
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Proof. The proof follows easily from the previous two lemmas. Using the notations
introduced in the proof of lemma 5.3, we have that

Pe(@; po, s0) = F(H " (64,)) = Flqu(x)).

For k =1, we immediately get:
F(bgy)(x) = —==¢€ *0.

For k£ > 1 we have, by the previous lemma,
Qe—1(5) = Cp_ysP-1e70-18™ 70,
where Cj_; and &,_1 are the constants introduced in lemma 5.3. Therefore, by

lemma 5.2,

20,1
/O _1—2

pr(@) = F(v)(z) ~ C'|x|F——ak-1)/(ak142) g —c'z ,

where C’ and ¢ are the constants given by that lemma, with ¢ = ¢x_1 and C =
Cj_1. After some computations we get that

g k1 1
— % T 9 k-D/k 2/k’
Y

(kgl)bl 2k 1
e 2n —-1a-1/k)  1/k
Cl:CkZﬁ%Q \/T@o/,

Remarks 5.5 (i) It is surprising that the only difference between an ARCH(1)
and a GARCH(1,1), as concerns the asymptotic behavior of their pdf, is the factor
of exp((k — 1)b1/2a;1) in front.

and

as stated. QED

(ii) The proof of theorem 5.4 will in fact give a complete asymptotic expansion,
since lemma 4.1 does. A straightforward but somewhat tedious analysis, of which
we will skip the details, shows that

efcklz|2/k

pt,k(x§POa30)W > Cola| ™%, Ja| - oo
v>0

where Cp ;, = Cj; a certain number of these coefficients (which can in principle all
be computed explicitly, given sufficiently hard work) will vanish automatically.
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6 Asymptotics of multi-period returns

If r; represents a one-period logarithmic return, looking at 7.y all by itself does
not make much financial sense. A more relevant quantity would be the k-period
return (17): 741kt = 1441 + 742 + -+ + 744, The main result of this section is
that , qualitatively, the tails of the conditional pdf of 7,11, behaves like that of
Tt+k -

Theorem 6.1 Let (1), be a classical GARCH(1, 1 ), with ¢(r,0) = (ag + a1 +
bio®)'/? and standard normally distributed (e;);, where we moreover suppose that
by > 0. Let ryy; be the k-period return defined above. Fiz a k and let pg € R, 59 >
0. Then there exist constants cg, ¢}, Ci, Cp, > 0, depending on k, ag,a1,b1, po and
so such that for |z| > 1, say,

Clz|~O=/R) Jemerlel’ < P(ri1xt = x|re = po,0r = s0) < Ck\$|_(1_1/k)e_cklx‘2/k
(33)

Explicit values for the constants can be extracted from the proof below: we won’t
do that here. Note that we restricted ourselves to genuine GARCH(1, 1) pro-
cesses. The proof, as it stands, would give a slightly worse result for an ARCH(1),
in terms of the power of |z| in front of the exponential in (33), but this is probably
a technical problem.

Proof. The proof is based on formula (19) from section 3, which in our situation
reads:

P(riyrs = 2|re = po, 0 = 80) = (34)
k—1)/2
(i)( )/ fR o fR Hé{: 1181 —1'2/25 1 (x—(xl_l,-...—&-xk,l)) /QSkdxl d-xk—l,
where the standard deviations §; = §;(z1,---,xj-1) are defined inductively by

.§% =ag +a1p0 + b150

§2 =aqg —i—alx] 1 + by 82

J Jj—1

It easily follows that
j—1
§32 = Zalb” ! 2 L+ e,
v=1

where e; = §% and e = ag + bieg_1. We will in fact establish a slightly more
general result, replacing the §§ in (34) by functions L;_1 = Lj_1(z1,--,xj-1)
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which are affine in in 22, - '37?—1 (note the shift of the index by 1 in the notation
here w.r.t. that used for §;). Here

g
Li(wy, - x5) =70 + 3 APa? (35)
v=1

For our proof to work we will have to impose the condition:
A9 >0, 0<v<j (36)

Note that Ly is thus just a strictly positive constant. The §j2 coming from a
GARCH(1, 1 ) with by > 0 fall into this class; those coming from an ARCH do
not.

We will also put an adjustable multiplicative constant 1 > 0 in the exponent of
the final factor of (34) and estimate the functions g (z) defined by

ax(x) = qr(x;n, Lo, - -+, Lp—1) = (37)

e_x?/m:j_l 1 2
/ / k! e N M@t )/ 2Lemr g
R R TLj—1 mTLg—1

More precisely, we will prove the following inequalities, from which theorem 6.1
will be an immediate consequence:

Claim 6.2 For given k, affine forms Lo, -+ Li_1 as in (35), satisfying (36) and
given n > 0, there exist strictly positive constants c,c’,C and C' such that

C|x‘*(1*1/k)efc|m|2/k < qu(z) < C’|x\*(1*1/’“)e*6/|1|2/k (38)

The constants c¢,c’,C and C' can be chosen locally uniformly in 1 and in (the
coefficients of ) the Lj.

We turn to the proof of the claim, which will be by induction on k. The idea is
to estimate gi(x) from above and from below by a Laplace transform of a g;_1
with slightly modified n and L ’s, modulo a negligible error, and then use lemma
4.1 again. To accomplish this, we will eliminate the x; from all factors under the
integral sign of (37), except the first one. For this we use the following elementary
inequality:

24



Lemma 6.3 For all e with 0 <e <1 and all a,b € R one has that

i~ < @49 < G o191, 39
where C, . = exp(—(e71 + 1)b?) and bea =exp((e~! — 1)b?)

Proof. To prove for example the upper bound, write exp((1—¢)a?) exp(—(a+b)?) =
exp —(ga? 4+ 2ab+b?) and maximize over a. The lower bound is proven in the same
way.

It is clear that (38) holds for k = 1. Now suppose that it holds for £k — 1. We
then have to prove it for k. We first establish the upper bound in (38). Apply
the second inequality in (39) with a = \/n(x — (22 + -+ + 2))//2Lr—1 and
b= —\/ﬁxl/\/ZLk,l. The constant C’g; then becomes

— — k—
Cff. = el =Dmd/2Liy < e L-1)na? /gt

)

and we see that it can be absorbed in the first factor in the integrant of (37),
exp(—22/2Ly), provided ¢ is sufficiently close to 1. In fact, Cy. < expz?/4Lg if

1+~ oLt <e < 1.

With this choice of € we then have that

e~o1/4Lo e/
< - R | {1 e 40
) 1 6—(1—E)T]($—(ZB2+"'$I@—1))2/2Lk—1d:rl o day .

\ 27TLk_1

We now split this integral as

e—%3/4Lo o—3/4Lo
do & +/ do & 41
/x1<1 ot ST o T oy S

=I+1I

and estimate the two pieces separately. We first show that I is of the same order
as a qg—1(x;n*, LY, -+, L;_,) for some suitable choice of * and L}. In fact, if
|x1] <1, then for v > 1,

(6" + 1"+ a3 4+

= L;($2, s ,.’Ej),

IN

Lj(zy, - xj)
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where L] will just be a constant, independent of xa,---,z;_1. We also have that
7 < max(l, (& + )/,

J

this without any restriction on (z1,---,x;). It follows that, for a suitable constant
C >0,

I R e
|21 ]<1 R V2mLg Hi= \/@
76 —(1—e)n(z—(zo+zK—1))?/2L; _ 1dxy - -

We recognize the integral over dzg---drp_1 as a constant times gx_1(z; (1 —
e)n; Ls, -+, Li_y), and therefore, by the induction hypothesis, for suitable con-

stants ¢, C,

T—1-

|I‘ < C‘LL’| (1-1/(k-1)) 7c|z|2/(1€—1)’ (42)
which for |z| — oo is of strictly lower order than the inequality we're trying to
establish for g (z).

We next turn to the integral I7. If |z1| > 1, then

()

Lj(zy,---,25) < (véj)+'v§"))x1+7§”x2+ -+ ;1
X

2
_ w?( G) | ) 4 A7 3+ (g)mg>
1

21 Ly
= z1L; ( e ) ,
$1 x1

the last equation defining Ej. Similarly, for |z1] > 1 we can estimate

Li(xy,---,x5) > 79)%4—7&)@4— +7](j) 3
2
) ( SR )
1
T
> L A 4
(44)
provided that
(J’)
c< ————r
’y( ) + ,Y(J)
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Note that to have (43) with a ¢ > 0 we need here that ’yy ) > 0, which is assured
by condition (36). Substituting these inequalities in (37), we find that for suitable
C >0,

7135/4110 —1‘?/2(1:%3]'_1
II < C/ / S H?;Qle—N .
A e =
1 e—(1—6)77(96—($2+"'Ik—1))2/23»‘?Zk—1 dzy - - deg_y

|.C61|\/27Tzk_1

- - 5o\ —(k—1)/2
(we can in fact take C' = (minj 753)/(’781) + ’y@)) — ). If we now change

variables to y; := x;/|z1], 2 < j < k — 1 we see that the previous inequality can
be written as:

c 1 efx%/4L0 T _ _
I < — 1 | —; (1—¢ ,L,---,L_)dx.
S a[>1 \961\ 9Ly qk—1 <‘x1’ ( )"7 1 k—1 1

By the induction-hypothesis, the gx_1(z/z1) under the integrant is less than or

equal to
2] \* a
C() o—cllzl/lz1)
|21

a=2/(k—1), B=-1+1/(k-1) (45)

and thus, after a rescaling, and with different constant ¢ and C,

with

7 < |$|ﬂc/ g | temellel/ 12D =23 g
|

:I:1|>1

We now assume that x > 0 and we write the integral as twice the integral over
[1,00). We again want to use lemma 4.1 and for this we rewrite our integral as a
Laplace transform with big parameter, by introducing the new variable z = z1 .
Then the right hand side of (46) is less or equal a constant times

1 1 —2/a a
xﬁ/ Z(B/)=1o—z e Az
0

and by lemma 4.1, with s = cz® and «, 3 replaced by, respectively, 2/a and
1 — (B/a), we find that (again with a different ¢ and C),

II< C«x(2ﬂ—a)/(a+2) eXp(*Cx2a/(a+2)).
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Since, using (45), the exponents of x in this formula turn out to be, respectively,
—(1—1/k) and 2/k, this proves the desired upper bound for /I and thus for g (x).

We next turn to the lower bound for g;. By the first inequality of lemma (39),
we see in the same way as before that

e~ N@— (@1t trp1))?/2Lk -1 > Cy e~ (te)n(a—(za++wp-1))?/2L1k—1
= “be

where -
Oy = e M4 el /2Limy > gmnliead /2o
€ =
We can combine C . with the first factor of the integrand of the defining equation
(37) of qi() into a factor e #*i. Doing so, and limiting the z;-integration in (37)

to |z1| > 1, we find that

7/{1 —1‘2-/2L]'_1
02 i () w
|z1|>1 V2rLg =2 2L
n(14e)(z—(z2+wK—1))%/2L)— Ldzy -

Jwﬁe e

As before, we next get rid of the x1 in the Ly, .-, Lg_q; first, if j > 1, then

2
] T X
Li(ay,z5) > <7§a>+ D ) ;2>
:El 1’1
93 To T
= it (53

Next, if |z1] > 1, then

Lj(x1,---,x5) < (’y(()j)+fy§]))m%+~--+fy§] 22

(47)

provided that ¢ > (v, ) 4 ’yl Y fyl ; there exists such a (finite) ¢ since ’yy )0
by (36). Substitutlng these 1nequahties in (46) and making the same change of
variables y; = x;/z1 as before (j > 2) one finds that, for a suitable constant C' > 0,

2
6—#1]331

i A ~
qr(z) > C k-1 (901; (1+e)n,La, -+, Lp—1,n(1 ‘1‘5)) .

|z1]>1 ‘.731|

Using the induction hypothesis and lemma 4.1, we find the required lower bound
for qx(z). QED
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7 Application to quantile estimation and VaR

The asymptotic estimates from the previous two sections are, in principle, relevant
for the analysis and forecasting of financial risk. We will give an illustration of this
in the present section, by applying them to the estimation of multi-period Value
at Risk in GARCH(1, 1) models, and, in particular, by comparing the latter with
the well-known heuristical “y/period-rule” mentioned in the introduction.

From a mathematical point of view, VaR is of course just a lower quantile of the
probability distribution for the Profit & Loss function over the period in which one
is interested, where it is a matter of some discussion whether this probability should
be taken unconditionally or conditionally to, e.g., price information available up
to time ¢ (cf. for example [15]). We will take here the conditional point of view.
Recall that if Fx = P(X < ) is the cumulative distribution function of some
random variable X, then its quantile function F§~ can be defined as:

F~(a) :==inf{z: F(z) =a}, ac]0,1]; (48)

cf. for example Embrechts et al. [12], definitions 3.3.4 and 3.3.5. We observe
that if F'x is continuous, than F'(F“ (a)) = «, but not necessarily so at points
of discontinuity. Thus for continuous Fx, P(X < F“ (a)) = «, or, equivalently:
with probability 1 — «, X > F (a). We recognize the financial interpretation of
VaR.

If the probability P(-) is taken conditionally with respect to (some value y of)
some other (vector-) random variable Y, we denote the conditional cdf of X by
Fxiy (Fxjy—y). Now Let (P;);en be some discrete parameter stochastic process
of non-negative random variables, to be interpreted as the time series of prices of
some financial asset. The (conditional) Value at Risk at time t, with confidence
1 — « over the time window [t,t + k] of the asset then is simply defined as:

Note that this is equivalent to the informal definition in words given in the intro-
duction, at least if the distribution function Fp, | p, is continuous, as it will be
in our case. Also note that a loss is recorded here as a negative number. To fix
ideas, we have conditioned here on the price at ¢, but one might add other random
variables, as we will do below by in the context of GARCH-processes by including
the volatility.

Usually prices are modeled through the process of daily log-returns: r; =
log(P;/P,—1), and we consequently condition on r; instead of P;. A short compu-
tation shows that

VaRi_o(t,t + k) = (exp(Fy_, |, (@) — 1) (50)

29



Note that the maximum loss over [t,t + k| is necessarily bounded from below by
(minus) once’s fortune at ¢. If F;;k,t\n is small, as in practice it usually is (or
should be!), one simply approximates this by ;;k’”rt’ot (@))Py.

We will suppose from now on that (r:); is given by a (classical) GARCH(1,
1), as in the previous two sections. As announced, we now also condition on the
volatility oy at time ¢, which is known in this model. Recall that the complementary
error function Erfc can be defined as:

Erfc (z) = \/127/ e V2,
™ Jx

Theorem 6.1 then easily implies, upon integration and using symmetry, that for
z <0,
—-1/2
Py (@) < k26120 - Erfe (V2o /), (51)

and a similar lower bound valid for z < —1, say, with the constants replaced
by the primed ones. We now use these estimates, together with the well-known
asymptotics of the complementary error function,

1 €7$2/2

T Vor oz

Erfc (x)

T — 00,

Tt+k,t\7“t,0t
replace Erfc (-) by it’s asymptotic expression above; however, all of the following

can done quite rigorously. Making this approximation, the sought-for quantile can
then be bounded, asymptotically for a« — 0, by:

to give asymptotic bounds (o). We will proceed informally and simply

p/(a) S F;'t_«rk,tlrt:poﬂ't:so (Oé) S p(a)7 (52)

where p(«) is the solution of

exp(—cpp(@)*/F)

(Constant) ep(a)2/F)ir2

:a’

with some constant in front which we won’t need to know; p/(«) will be the solution
of a similar equation, with different constants, and in particular with ¢, replaced by
¢, Taking logarithms, we see that we have to study the transcendental equation

1
z—{—ilogz:w, (53)
with
z = epp(a)’/,
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and
w = log ™! + Constant/,

with some different constant. Now if « is sufficiently close to 0, the solution
z = z(w) will be bigger than 1, and therefore log z > 0. It then follows that z < w,
and therefore log z < logw. Hence z = w— (logz)/2 > w — (log w)/2. This showes
that

w— (logw)/2 < z < w. (54)

(This elementary argument, which we learned from Pierre Duclos, can be iterated
to obtain an expansion of z in terms of w.) It easily follows from this that

o)

(oga 1z =% @0

If we repeat the same argument for p/(«), we arrive at the following result:

Proposition 7.1 Suppose that (r¢); is a classical GARCH(1, 1) as in example
2.3(1), with normal innovations, and let F;~ = re|re= o, =50
quantile function. Then we have that for each fixed k > 1,

Fi () Fi (@) —k/2

n—k/2 .. .
(), '~ < llgliélf (log a—1)i72 < llrgjgp (log a—1)k72 <c¢, ',

be the conditional

where ¢y, ¢}, are the constants from theorem 6.1.

Note that in particular for & = 1 we have that F}~ (o) behaves roughly like
(loga~1)/2 (in this case one can of course easily prove much more precise esti-
mates, since the conditional distribution of 7,41 is just a normal one). Hence we
have the following

Corollary 7.2 (comparaison with the V/k-rule). For each k > 2,

Fy (@)

lim
a—0 \/EFI (Oé)

So we see that for small a the v/k-rule may fail spectacularly, even for a k as small
as 2.

It is natural to ask for the best values of the constants in proposition 7.1.
For the constant ¢ in the upper bound we can easily find an explicit value from

31



theorem 5.4. To see this, first note that if \y +---+ Xy =1, \; > 0(1 < j < k),
then for any =z € R,

{reony <} CUS_ {rey < Mo},
and therefore

k
P(TtJrk,t < (IZ) < ZP(TH-]' < Ajl') (55)
=1

Now, by the same computation as the one leading to (53), we find using theorem
5.4 that
~ - —(1-1/4) —1/j j
P(riy; < x) ~ CjErfc (\/jal( /J)gpo /]]:L“|1/]) , (56)

where the constant can be evaluated as éj =exp((j—1)(log2+b1/a1)/2) (although
we won’t use the exact value here, except to note that it is non-zero). Inserting
this into the right hand side of (55) and taking the infimum over all allowed choices
for Ay, -+, A\r will give an upper bound for F\\vilri,0.- Here we will simply choses
M=1—¢,Aj=¢/(k—1)for1<j<k—1,for some 0 < e <1 which will tend
to 0 at the end. A moment’s thought then shows that for all n > 0 there exists an
R = R(n,e,k) > 0 such that for all x < —R,

F, () < (14 n)CiBrfe ((1—e)Vhay TP M k).

t4k,t|Tt=P0,0t=50
(We note in passing that this gives another proof of (51), one which does not
depend on theorem 6.1; however, the latter is a result on the probability density,
which cannot be derived from estimates on the cumulative distribution function.)

Using this inequality as before to bound the a-th quantile of the left hand side
from above, one finds that

;k,t\rt:poﬂt:So (Oz)

lim sup <(1- 8)_kk_k/2a1_(k_1)<pg. (57)

a—0 (10g 0472)16/2
Letting ¢ — 0, we conclude that:

Proposition 7.3 Using the same notations as in proposition 7.1 we have that

lim sup Fi (@) < k27 (D)

an0  (loga=2)k/2 = 1 ¥o; (58)

where we recall that po = (ag + a1pg + b18%)1/2 = 041, the volatility over [t,t + 1]
in our GARCH(1, 1) model.
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We conjecture that the limsup in (58) is actually a limit, and equal to the right
hand side of this inequality.

Note that, somewhat counter-intuitively, the constant on the right of inequality
(58) decreases quite rapidly for increasing k. This should be taken as an indication
that one should be carefull with using (58) to draw conclusions about numerical
values of VaR,(t+k,t) for a given a and k: (58) is an asymptotic inequality which
will only become valid for sufficiently small values of a;, where the precise meaning
of “sufficiently small” will depend on k. We believe that the asymptotic results
on GARCH(1, 1) models and their implications for VaR are in the first place of
theoretical interest. For the ranges of & = 00.1 — 0.05 and k& = 1 — 10 which are
relevant for the practice of risk management, one will probably be better advised
using numerical implementation of the semi-explicit formulas from sections 2 and
3. In particular, for finding a quick upper bound for one’s VaR, one could use the
numerically very efficient formula (9) in conjunction with (55) above; finding an
optimal (in general z-dependent) choice of the A; will of course be an issue here.
We refer to [6] for a further discussion of these and other numerical issues.
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