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A prospective study of the k - factor Gegenbauer Rrcesses
with heteroscedastic errors and an application tonflation
rates

Guégan Dominique!

Abstract

In this paper we investigate some statistical prigee of the k -factor Gegenbauer
process with particular noises. We make an extensidy concerning the behavior
of these models in the stationary and non statiortases using Monte Carlo
simulations. We apply some of the results on a ds#t of inflation rates.

Introduction

Since the sixties’, a fairly large number of poweectra have been estimated using
economic data and, as observed by Granger (196&)dtance, these spectra exhibit
a spike at the very low frequencies. At this tinie spectral methods are based upon
the idea of decomposition of a stochastic procesa (possible non finite) number
of orthogonal components, each of which being astet with a "frequency”. It is
well known that such a decomposition is always ibssfor processes that are
covariance stationary, i.e., have variances ana@rvces independent of real time,
and that the power spectrum records the contribudfathe components belonging to
a given frequency band to the total variance of ghecess. Thus the existence of
peaks at low frequencies suggests that there gfostdese economic data, long term
fluctuations associated with the frequency comptseaenerally the spectrum does
not consist of a series of peaks of decreasing@eesponding to different cycles,
but is rather a smooth, decreasing curve with ignificant) peaks corresponding to
periods longer than the one of the lowest frequesmyponent ( see for examples
Granger and Hatanaka, 1964). It has, of course bmen realized that these cycles
are not strictly periodic fluctuations and do natrespond to a specific seasonal
component.

The idea of persistence and long memory behav&dénthese kinds of data become
more precise in the eighties’ and at this time @ean(1980), Granger and Joyeux
(1980) and Hosking (1981) propose a parsimonougseptation of the long memory
effect with the FARMA process. A possible trendnieans within the data can be also
the subject of certain confusion: the definitiorsath a notion is not obvious. It is not
sufficient to think that a trend in mean can berappnated by a simple polynomial

or exponential expression, and a trend in a stoits would not be so considered if
the series were longer. Indeed, in order to undedsbetter the problem of existence
of trend in mean in data, which is close to detbetexistence of non stationarity, a

! Professor, E.N.S. Cachan, Department of Economy andlanagment, 61 Avenue du President
Wilson, 94235, Cachan Cedex, France, e-mail : guag@ecogest.ens-cachan.fr



lot of unit-root tests has been developed by Diekaljer (1981), Tiao and Tsay
(1983), Phillips-Perron (1988) and Kwiakowski, Bp8, Schmidt and Shin (1992).
Thus, when some non stationarity or long memoryales are observed within real
data, it is classical for practicians to use bgipraaches to try to detect effectively
the existence of persistence within the data. limportant to think that a non
stationary behavior is often associated with adirepproach, whereas the research of
a long memory behavior is associated with a noalingoint of view.

In that way, in economic policy, the developmenttbé inflation rate plays a
prominent role, and from the Maastricht treaty tdo@vergence of inflation rates of
prospective members of the European Monetary Uisianvery important criterion.
The inflation rates have been extensively studredhe literature and most of the
authors detect non stationarity using unit rootstefor particular periods, see for
instance Barsky (1987), Rose (1988), McDonald anap¥y (1989), Kirchgasser and
Wolters (1993). These results are very sensitivd vaspect to the different sample
periods. Because of the contracdictory resultsiguiese different unit root tests, the
choice of modelling long memory behavior upon thksels of data seem a more
appropriate approach. Concerning inflation rates, has been done in particular by
Chung and Baillie (1993), Baillie, Chung and Ties(d996a), Hassler and Wolters
(1995) and Franses and Ooms (1997). Other finadaial sets have been also studied
with this approach, see for instance, for stock ket@; Smith and Yadov (1994),
Bollerslev and Mikkelsen (1996), Breidt and Davi998) and Willinger, Tagqu and
Teverovski (1999), for stock market trading volurBe)lerslev and Jubinski (1999)
and Lobato and Velasco (2000) and for exchanges,r8eran and Ocker (1999) and
Ferrara and Guégan (2000, 2001b, 2002).

Among all the studies, some suggest that the loaghony coefficient, called here,
can take some values greater than or equal 2o This magnitude of long memory
has been reported in some of the previous papelsding Bollerslev and Mikkelsen
(1996), Hassler and Wolters (1995), Ferrara andg&ug2000) and Lobato and
Velasco (2000).

On the other side, the study of most of these de#d prevails on the existence of
more complex behavior including both persistenceé heteroscedasticity. Thus, it

appears pertinent to associate the possibility oflehng long term persistence with

guasi periodic behavior and heteroscedasticitysélthfferent phenomena have been
already detected in a lot of financial data, sedrfstance, Avouyi-Dovi, Guégan and

Ladoucette (2002), Campbell and Shiller (2001),r&er and Guégan (2001a),

Bollerslev, Cai and Song (2000), Bollerslev and §hiti(2000), Lobato and Velasco

(2000), Chambers (1998), Hassler and Wolters (1888)Ding, Granger and Engle

(1993).

Guégan (2000) in a recent article proposed a nedeimehich permits to model long
memory behavior with quasi periodic behavior in ttenditional variance of the
observed data. This model is an extension of t@ARCH, FIEGARCH and the
FARMA-GARCH models introduced respectively by Biaill Bollerslev and
Mikkelsen (1996b), Bollerslev and Mikkelsen (199)d Ling and Li (1997). A
general representation of the model proposed byg&ud&2000) is given by the
following expression:
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with L(7 |1 )UN(0,0%) and o,,=¢(7,0,), where B denotes the backshift

operator: BX, = X_,, and the functiong:R*> -~ R, will be some measurable
function, which will have to be specified in the lldoving.
A2)=1-@z-0F ¢, Zand 6(z)=1-6,z-[+¢,Z are p-th and g-th degree

polynomials, (I —2uB+ B?)*, i=1, ..., k is a difference operator defined bgams of

Gegenbauer polynomials, that we present with metaild below. This operator has a
finite number of zeros or singularities of orddy; Id, , (|d,|<1/2, i =1, ...,k) on the

unit circle which allows the modelling of long-shonemory data containing seasonal
periodicities,m is some constant. As for the random shocks, anations,(7,),, we

will make the usual hypothesis that they are inddpat and have a conditional
Gaussian law, with mead and variancel.. The setl, is the o -field generated by the

past values #,_,,n,_,,[I). This model can provide a useful way of analysthg

relationship between the conditional mean and wagaof a process exhibiting long
memory and show decay in its level, yet with timerywng volatility.

In this paper we are interested by the statispoaperties of the model (1), in order to
use it on real data. This long memory process whamsariance function is not
absolutely summable is characterized by an exptosehavior of its spectral density
in frequency/;, 0< A, <7, 1< j<k. We will present these properties for a specific

class of functiong in (1), which corresponds to the GARCH modelsiodticed by

Bollerslev (1986). All the results can be extended lot of cases that we precise
latter. Apart from a theoretical discussion we preghe models fitted on consumer
price index and inflation rates. We apply fractibynantegrated models to describe
the behaviors of these series. We find that thierdihce parameters are significantly
different from 1 as well as from 0, and we do reject a priori the hypothesis of non
stationarity. The same kind of assumption has lukere for instance by Hassler and
Wolters  (1995) and Baillie, Bollerslev and Mikkeabse (1996b).

As we have specified in the title, this work is r@lpninary study on thek -factor
Gegenbauer processes. We prove certain results lmtitare still opened problems.

In a first step (Section 1) we present the modelvbith we work and we give some
properties (existence of a stationary solution, nggptic behavior of the

autocovariance function and spectral density, aojgd mixing, asymptotic

distribution for the k-factor GIGARCH process). 8ec 2 reports the results of
several simulations experiments for different agssf GIGARCH processes defined
in (1), showing trajectories, autocorrelation fuoet spectral densities and empirical
distributions. Until now it does not exist an idéoation theory which permits to

decide between the different classes of non lineadels, thus the knowledge of the
second order properties empirically and graphically such a model can be
fundamental to go through the choice of a modelnwve observe real data. We
discuss, in Section 3, empirical results which exphow non stationary fractional
integration may arise through specific series. éadthis work is important because a
lot of data sets can produce long memory behawiodr rfon stationarity. Section 4



applies the GIGARCH model to different data setsconsumer price index and
inflation rates. The Section 5 gives a summaryhef approach developped in this
paper and some possible extensions. We postporegrdofs of main results of
section 1 in an appendix based in Section 6.

| - Properties of the stationary k -factor GIGARCH model.

In this section we precise the functignin (1) and using the same notations as above,

we consider thek -factor GIGARCH model introduced first in Guégar0@R) and
defined by the following expression (heps= =0 in (1)):

ﬂ(l ~uB+B) X = @
whereL(7, |1 )UN (O,af)l;lnd where:
af:ao+izr_1:a/7f_i +2lqaf_j :
We assume that, >0, a OR i=1, _r b, O Rj’_j =1,..,s,(d,y)0R,i=1, ..,k

In this paper, the conditional law of the proc€gs, is Gaussian, nevertheless this

assumption can be relaxed (the theoretical regiven above can be extended, but
the computations are not straightforward and wenaogive them in this paper). In
the next section we examine some simulations mektended context. We give now
some statistical properties of the process (2) undmooth assumptions.

The k -factor Gegenbauer process defined by:
k
I‘J A-2uB+B) X =r, ©

where (77,), is a Gaussian noise has been extensively studitekiliterature, see for

instance Giraitis and Leipus (1995), Wayne, WoodWwa&heng and Gray (1998)
Ferrara (2000), Collet and Guégan (2001) and GoBetégan and Valdés (2002).
This model exhibits both long term persistence qumaki periodic behaviour, Hosking
(1981) was the first to mention this phenomena.eHere consider an extension of
this model when the noisgy,), is dependent and follows a GARCH(r,s) model. In
order to give the properties of the process (2), meoduce the Gegenbauer
polynomials((*"),, defined by:

@-2uz+ Z)'=> ¢ 2, (4

i=0

where|z|<1 and |ulc1. They can be easily computed by the following rsitn
formula:

(d,u)y —
o =1

(4 = 2du (5).

wj(d,u) =2u (#4. 1)//(fu) — (2%+ 1)/lj(_(j'2u)

j-1



An explicit expression of(** is the following:
Yo = [f (=1 (2u)™*T (d - k+ )
. = KI(j—2K)IT (K)
with () the Gamma function. See for instance Magnus, @@niger and Soni
(1966) or Rainville (1960) for further details one@&nbauer polynomials.

,» (6)

Now, we recall some well known properties of thegass(#7,), which appears in (1).
Because(r,), is conditionally Gaussian, we can write:

nt=a,2’+> . azZn%+> b7g’, (7
i=1 j=1

where Z, is a standard normal random variable independemt.o In a vector form,
the expression (7) becomes:

§=ASL . ®

where

ft = (,7’(2’ Dm]tz—rﬂ' O-I ! Dm:la—t—sﬂ)’l
and

¢, =(a,Z,0, )0, &, Q IO},
(the first component i®,Z? and the(r +1)th component isa, and &' denotes the
transpose of the matrix and A is given by:

az’ D gz hz OO0 b7
IU—DU—l) (] O«—1x1 (I O(—1x1 (I
Y & b (I h
(I O(r -1)x1 (1] | (r-1)6E-1) (I 0(3— 1)x1

where | denotes the xr identity matrix.

(rxr)

In (8), we got a relationship which is a stochadtfterential equation. The existence
of a solution for such an equation has been stubje&esten (1973) for instance.
Mikosch and Starica (2000) apply his result to gesolution for a GARCH(1,1)

model and Starica (1999) for the GARCH(r,s) modeien, under the previous
assumptions, a solution for (7) can easily be e@erivand it has the following

expression:

no=Zla+) d(MLAN 1" O
j=1
where d = (a,,[IJa , b, dIIR)". A solution for the proceséX,), defined by (2) is
given in the following proposition:
Proposition 1: Assume thata, >0, 3 >0, i =1, .., r andb, >0, j =1, ..., s,
gty B<l,d<V2/i=1, ., kandy<li=1, ..,k then the process

defined by (2) has a unique second order statiog@ltion (X,,7,) . The solution has
a causal representation given by



Xt :Zl//rgd'U)”t—n
n=0 . (10)

. =Z(& +Z5(|_l AN
j=1 =

where

d,u) — d;, (dy,uy)
‘//J( u — z [//l(llul)“l//lkkuk' (11)

0l S g+ =

with @), the Gegenbauer polynomials defined in  (6).

Proof: See the Appendix.

Now we precise the asymptotic behavior of the awrt@tation function and of the
spectral density of the model (2). Their autocatieh function resembles a
superposition of hyperbolically damped sin wavesaBgo mentioned and illustrated
in Guégan (2000).

Proposition 2: Assume that the hypotheses of proposition 1 ardied then the
autocorrelation functiory, (h) = E X, X,] of the process defined by (2), in the case

max;_, , d; > 0 has the asymptotics:

ye= Y @;h*(coshhj+o(1)) (12)

j=L.k,d;>0
ash - oo, with :
-y =y if A, =0 or m;
-y, =2, if0<A <,
and
g =f,ANra- 2d/’)sin@d;77)D’ (j )
where f,_(A) is the spectral density of the procggg, . Moreover,
-d'=d, if 0<A <m;
-d;/'=2d if A, =0 or m,
and finally:
D(j) =| 2sinA, [* [112(cos - cok Y| it 0<A <m (13)
i

= |‘l|2(cosaj - cog )I',if A, =0 orm
Ik

The spectral density, (A) of the procesgX,), is equal to:
k
f. ()= f,](/l)rl|2(cosl— cod, )f", @4
j:

and has the asymptotics



f (A)0 f,](/])D(j)2|/]—/1j [’ as A - A i=1., ko (19)
Proof: See the Appendix.

We remark that, ad - A, for i =1... k, the spectral density, (1) defined in (14)

becomes unbounded when<0d < 1/2. Thus, the spectral density of a k-factor
Gegenbauer process with heteroscedastic noiselyclpassesses k peaks on the
interval [0m.

We denote nowA™" the Kronecker product of n matricés and we use it to study
the moments of the process (2).

Proposotion 3: Assume that the hypotheses of proposition 1 anfiec and that the
process(X,), is defined by (2), then,

- If p(E(A™®))< 1, then the fourth-order moments ©X,), and (,), are finite,
- If p(E(A™)) <1, then the eighth-order moments(ef,), and (17,), are finite,
with A defined previously.

Proof: See the Appendix.

One of the goal of this paper is to give tools whpermit to use this model to explain
the behavior of certain data sets in finance orroemmnomics. If the notion of
stationarity is important, in order to apply sonesults concerning the extreme value
theory, it is important to know if this class of deds is ergodic and mixing and on
which conditions. The ergodicity and mixing propest of different classes of
GARCH models is now established, for instance ierEARCH(1,1) model, we refer
to Lu (1996), for theB-ARCH model to Guégan and Diebolt (1994) and fag th
general GARCH(p,q) model to Carrasco and Chen (L1888 references therein. If

|0, | <o, E|n?| < and(n,,0,) are initialized from the invariant measure, thies t
process(X,,7,) is ergodic and mixing with exponential decay. Ehesnditions are
clearly verified for the procesgy,), which appears in the model (2). On the other

hand the mixing properties of the long memory psscare not so documented. In a
recent article Guégan and Ladoucette (2001) estaltie non mixing property of a
Gegenbauer process defined by (3). We can estathisshrsame property for the
process (2) using the same way.

First of all, we recall some definitions concernitige notion of dependence for
stationary processes. L€X,), be a second order stationary process mnd F," the
o-algebra generated b, X .,,...., X and letL" denote the closure ib* of the
vector space spanned b, X..,,....,X,,. We say that the proce$¥,), satisfies :
- the strong mixing condition ilim, ., a(k) =0, where :
a(k):supADEnWBDF;ik |P (An B P(A)P(B)
- the completely regular condition lim r(k) =0, where :

ka+00



r(k) =sup,, lcorr € ¢, ),
when the random variables and ¢, are respectively measurable with respect to

00

thec-algebrasF” andF

n+k *

- the completely linearly regular conditionlim, .. o(k) =0, where :
P(K) =SUR o e, lcorr €, £, ).

We have the following relationships between thesfficients :a(k) < r(k) andp(k)
< r(k); and for the Gaussian processg%) = r(k) anda(k) < r(k) < 2rm(k), see for
instance Ibrajimov and Rozanov (1974). Here we get following result:

Proposition 4: Assume that the hypotheses of proposition 1 anéed then the
process defined by (2), is not completely lineaegular.

Proof: See the Appendix.
All the previous results are still true for the gead process (2) with any finite p and g

degrees in the polynomialgB) and 6(B). Using the same notations as before, we
consider the following model:

(O(B)L[(l —2uB+B)" X = m-(1-6(B)y,

L(7 11 )IN(0.07) (16)

ol =a,+Y an’ +>.ho?
i=1 j=1

The next lemma summarizes some properties of thesergl model (16):

Lemma 1: Let the proces¢X,), defined by the equations (16). We assume that all
roots of@(B) and6(B) lie outside the unit circleg, >0, g >0,i=1, ..., randy, >0,

j=1,...,sandd_a +> b <1. Now, if we assume that k=1 (for simplicityhen,
i=1 =1

- If d <% and|u| < 1,the process defined by (16) has a unique seoctel
stationary ergodic solutio(X,,7,) . The solution has a causal representation

given by

X, = AB)6(8)> ¢, ,
] nzoj (17)
1,=2, @+ 2O ([] A"

wherey " is given by (6).
- Ifd>-% andu| <1, the process defined by (16) is invertiblet tsa(s, ),



can be written as a function(f,), in the following way:

X =B 0(B> 7YX, (18)

where

ﬂ.J(d,u) - z wl(l—di,ul) __wli—dk,uk), (19)

0y, ol g+ =]

wherey/"" are the Gegenbauer polynomials defined in (11).
- The autocovarance function of (16) has the sammpi®yfics as in Proposition

=il
2: the weightsy,; are multiplied by ZEZM; F and the spectral density is equal
to
9 e—i/l
F Ao F 1) (20)

where f, (1) is given by (14).
- If p(E(A’™) <1, then the 2mth-order moments of the proce¢Xel and

(n,), are finite.
- The process (16) is not completely linearly regular

All the properties given in this lemma are straighward generalizations of the
previous propositions.

Another kind of property which is important concethe asymptotic distribution of
the procesgX,), or of the maxima of the process definedMy = max(X,,....X, ), n

> 2. This property is fundamental, in particular,arder to use these models in a
context of risk management. Indeed, the computatairmeasures of risks are more
and more important and these measures are bastw dmowledge of the limiting

distributions associated to a given model.

Here the proces4s,), which appears in (2) is a conditionally GaussiahRGH
model. If (7,), follows a GARCH(1,1) process, (this means, r = ¥)then Mikosch
and Starica (2000) proves that :

P(7 > X) [0 cX* wherek satifiesE(g 2>+ B)“ =1. (21)

This indicates that the GARCH(1,1) model have ewtly heavy tails. Now, we have
seen, in proposition 1 that the procgs§), defined by (2) can be expressed like an
infinite moving average of the procegg), which is regularly varying ab and -
with indexk/2. Then we can say thg,), in (21) is an extremal process generated by

an extreme value distribution that we denote G BHAA(G) the corresponding
domain of attraction. Then the extremal distribatfanction F of the proceséX,),

belongs to MDA(G). This can derive for instancenfr&kesnick (1987, chapter 4).



On the other side, the extreme value theory forsSian processes cannot be used
here directly. Previously we have proven that threcess (2) is not linearly
completely regular, thus it does not verify thesslaal dependence conditions (see for
instance Leadbetter, Lindgren and Rootzen (1983) condition is very important
to establish the limit distribution of the maximisi () of stationary procesgX,),. On

the other side, it is easy to verify that for thegess (X,), defined in (2) the
Berman’s (1964) conditiony, (n)Inn -~ 0 when n- oo, holds. But the process (2) is
not Gaussian and we cannot derive directly thdtihign distribution of the maxima
(M,) of the process using this result. Thus, the kedgé of the asymptotic
distribution and the norming constants of the max{(iM ) of the procesgX,), is an

opened problem. Nevertheless, empirically it appehat this limiting distribution
belongs to Gumbel domain, see the simulations heliois also important to remark
that, if the Berman’s condition is theoreticallyriied for most of the classical time
series models, nevertheless it can be difficuttiserve its convergence towards zero
for finite samples,. This has been illustratedifmtance in Diop and Guégan (2001)
for SVM models with GED distributions.

[l - Simulations

Using the package S-PLUS, see Ferrara and Gué@#i2)(2we have made some
simulations to illustrate the properties of thefa&etor GIGARCH model investigated
in the previous section. To simplify, we have siatetl, in this Section, the
GIGARCH model defined in (1) with k=1, p = g= 0 adifferent noiseqr,), that we

precise later. All along this section, the valuéthe long memory parameters are d =
0.4 and u = 0.45. On each figure, we present azeg@mn of length n = 1000, the
autocorrelation function, the spectral density #relhistogram of the proce¢X,), .

The simulated realizations shown in this sectioa lhased on m = 0. Thus, the
expression of the Gegenbauer process which hasuseenn the following is:

(1 —2(0.45B+B* Y*X =1, . (22)

400 600 800 1000 o 100 200 300 00

" - z M

Figure 1: Realization, Autocorrelation function, spectral siéyy histogram of
(1 -0.9@ + B* P*X. =1, with (1), a Gaussian noise.
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The figure (1) shows a realization from the Geger process (22) simulated with a
sequence of i.i.d. Gaussian noigg),, mean 0 and variance 1.

o 200 400 600 800 1000
10 1s

Figure 2: Realization, Autocorrelation function, spectral siéyy histogram of
(1 -0.9@ + B* *X. =1, with (1), a Student (4) noise.
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The figure (2) is obtained using a sequence ad.ibtudent(4) noisgr,), (the
distribution of the proces§y,), is a Student distribution with 4 degrees of freajlo

< wn
=
: s WMMMWWWWWMM
o 200 400 600 800 1000 o 100 200 300 400 500

00 -50 o 50

Figure 3: Realization, Autocorrelation function, spectral siéyy histogram of
(1 -0.9B + B* Y* X, =1, with (1), a Weibull noise.
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The figure (3) is obtained using a sequence ofl.i.Weibull noise (7,), (the
distribution of the proces$;,), is a Weibull distribution with parameters (1, 0.5)

We observe on these three trajectories and on éhesponding autocorrelation
functions, the existence of periodic behaviors.wes expected the spectral density

explodes in the G-frequenagos™ (0.90, and the autocorrelation function decreases
very slowly. The influence of the distribution laf the noise(,), on the one of the
process(X,), appears mainly in figure (3) as soon as we udéeoull distribution

for (17,),. In that last case the distribution law of the gass (X,), is far from a

Gaussian law. This will be very important for esttion theory as soon as actually
most of the results concerning the properties efatimated long memory parameter

11



are based on Gaussian Gegenbauer processes. Hmotess whose illustration is
given in figure (3), we can also observe that thgttory displays a behavior which
presents intermittencies or explosions. On the rothide, the use of Student
distribution for the noise (figure (2)), even withsmall degree of freedom, here 4,
does not provide behaviors far from the one obskwigh Gaussian noise, figure (1).

The presence of long memory behavior inside ret deaven by non Gaussian law
arises very often. This is well known in hydrologgge for instance Collet and Guégan
(2001) and references therein, and in finance, Aesuyi — Dovi, Guégan and
Ladoucette (2002). The estimation of the long mgnparameter in that case is more
difficult. In Avouyi — Dovi, Guégan and Ladoucett2002), we investigate
empirically the importance of the law of the noise¢he estimation procedures for the
parameters. If we do not use Gaussian law, theabitity of the estimates is great
with respect to the method used.

WMWWAW'W'
o 100 200 300 400 500

-10 o 10 20

0 0 10 20

04 00 04 08

-30

0 100 200 300
00 004 008 012

Figure 4: Realization, Autocorrelation function, spectral sigyy histogram of
(1 -0.9B +B*f*X =7, with (1), an ARCH(1) noise (23) with a,=1 and
a =0.8.

We present now some trajectories of the Gegenlfgoeesses (22) simulated from a
sequence of conditionally Gaussian noi¢gg,, mean zero and conditional variance

o?, defined by:
ol =3, +ay’, (23)
for the ARCH(1) noise (figure (4)), and
ol =g, +ay’,+bo?, (24)

for the GARCH(1,1) noise (figure 5)).
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Figure 5: Realization, Autocorrelation function, spectrahsi¢y, histogram of
(1 -0.9@ + B* f*X. =1, with (1,), an GARCH(1,1) noise (24) witta, =1 and
a=0.2 and b =0.7.

It is interesting to note - on these two figure} é4d (5) - the presence of a strong
volatility on the trajectories. The spectral deesitpresent an explosion always in the

frequencycos™ (0.90 and the autocorrelation functions decrease sldwityno so
slowly than on the previous graphs. The histografithe procesgX,), are similar

to those of a Gaussian law, in both cases, andanhdases, it seems possible to use
the classical estimation theory to estimate theglomemory parameters.
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Figure 6: Distribution of 1000 maxima of the proces-0.9(B + B? Y* X, =7, with
(), driven by an ARCH(1) noise (23) witla, =1 anda, =0.8 (a), and with
(7). driven by an GARCH(1,1) noise (24) wita, =1 anda, =0.2 and b =0.7
(b).

In figure (6) we present the distribution of theximaa of 1000 points generated with
the recursive scheme (2), respectively withr sA0 and r = 1, s = 1. It appears that
the distributions of these maxima belong to donddiftxtreme value distributions,
using QQ-PLOT method. Precisely, we get a Fréclsttiloution for the maxima of
1000 points generated with the recursive schem@, (@8h an ARCH(1). The
estimation that we got for the paramegeis, ¢ = 0.2234, (0.0385). The estimated
values of the location parametenis 6.3257, (0.0385) and of the scale parameter
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is,0 = 2.9021 (0.1197). We get a Gumbel distributiontfe maxima of 1000 points
generated with the recursive scheme (24), with ARGH(1,1). Here the parametér

= 0.0651, (0.0237) is not significant. The valudstiee location parameter ig =
14.4786, (0.2499) and the scale parameter6.9994 (0.1864). A complete study on
the distributions of the maxima for more generaksks of heteroscedatic models can
be found in Avouyi - Dovi and Guégan (2000).

lIl - The non stationary Gegenbauer Processes

Very often, when we investigate real data and whenstudy the long memory
behavior of these data, the long memory parametgsrgdeater than ¥2 . This means
that we are in presence of a non stationary longpong process. This class of models
has not yet been really studied, neverthelessnip@itance of this kind of behavior
requires that we look at it in more details. A matapproach when g%z is to make

a transformation on the real data set to make ttationary. This approach has been
a lot studied using unit roots tests. A competitway consists to keep this "non
stationarity " and to use it to adjust a model loa data including this "kind of non
stationarity”. This means that we need to develep rtlasses of non stationary
processes. Here we are going to investigate, witkrapirical approach, the second
order properties of the non stationary long menmocesses with independent noises
and dependent noises. We are going to considercages, ¥< d < 1 and d> 1.

To make our study complete, we begin to presentessimulations concerning the
stationary FARMA processes (which are particularsesa of non stationary
Gegenbauer processes) defined by

(1-B)*X,=n,  (25)
where (77,), can be either a sequence of independant identicatidom variables or

an heteroscedastic noise driven by (23) or by (34condly we present some non
stationary FARMA and Gegenbauer processes defige@)with the same kind of
noises used before.

- 1. Stationary FARMA processesdefined by (25).

o 200 400 600 800 1000
0.0 o5

42 0 2 4

T W ™ TN
o 100 200 300 400 500

» - . z B

02 02 06 10

05101520253

00 0l 02 03
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Figure 7 : Realization, Autocorrelation function, spectral siéyy histogram of
(1 -B)**X, =1, , with (1,), a Gaussian noise.

On figures (7), (8), (9), respectively we presenGaussian FARMA(O, 0.4, 0)
process, a Weibull FARMA(O, 0.4, 0) and a FARMA@4, 0) process with an

ARCH noise.
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Figure 8 : Realization, Autocorrelation function, spectral siéyy histogram of
(1 -B)** X, =1, , with (1,), @ Weibull noise.
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The trajectories are very different from each ahd@hese processes are by definition
stationary and simulated with specific noises.
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Figure 9 : Realization, Autocorrelation function, spectral siéyy histogram of
(1 -B)**X, =1, , with (17,), an ARCH(1) noise witha, =0.8.
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The autocorrelation function decreases slowly dred dpectral density explodes in
zero in all cases. We do not observe a great diifa in the behavior of the empirical
distribution in figures (7) and (9). It is not stear that we are close to the Normal
distribution in figure (8).
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Figure 10 : Realization, Autocorrelation function, spectral siéyy histogram of
(1 -B)°' X, =1, with (77,), a Gaussian noise.

- 2. Non stationary FARMA processes: ¥< d < 1. We use d = 0.7 in all

simulations.
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Figure 11: Realization, Autocorrelation function, spectral sigéyy histogram of
(1 -B)*" X, =7, with (17,), a Weibull noise.

In figures (10), (11) and (12), the slow decreasaig of the autocorrelation function
is amplified when we compare these figures withttitee previous ones.
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Figure 12 : : Realization, Autocorrelation function, spectral siéyy histogram of
(1 -B)*" X, =1, with (17,), an ARCH(1) noise witha, =0.8.
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In figure (11), the empirical distribution is faom the Gaussian one.

- 3. Non stationary Gegenbauer processes: ¥d < 1. We use d= 0.7 and u = 0.45
in all simulations. First of all, we use independanises. We get the figures (13),
(Gaussian noise) and the figure (14), (Weibulkepi

o 200 400 600 800 1000 o 100 200 300 400 s00

s o s

Figure 13 : : Realization, Autocorrelation function, spectral siéy histogram of
(1 -0.9@8 +B* "X, =17, with (17,), a Gaussian noise.
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The trajectories appear very noisy and preseneat gnstability. The autocorrelation
functions do not decrease towards zero and showaies.
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Figure 14 : : Realization, Autocorrelation function, spectral siéyy histogram of
(1 =0.9@ + B* "X, =n,with (1,), a Weibull noise.

In figure (15), we use a conditionally Gaussian AR@oise and in figure (16), a
conditionally Gaussian GARCH noise.
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Figure 15: : Realization, Autocorrelation function, spectral siéyy histogram of
(1 -0.9@ + B* ' X, =n,with (1,), an ARCH(1) noise witha, =0.8.

The variability of the trajectories seem
before for the autocorrelation function.
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Figure 16: : Realization, Autocorrelation function, spectral siéyy histogram of
(1 -0.9@ + B* "X, =7, with (17,), an GARCH(1,1) noise witla, =0.2, b =0.7.

For all the graphs the spectral density explodes frequency far from zero and the
histogram is generally difficult to interpret.

- 4. Non stationary FARMA and Gegenbauer processed:>1.We used =1.2 in

all simulations.
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Figure 17: Realization, Autocorrelation function, spectrahdity, histogram of
(1 =B)**X, =n,, with (17,), a Weibull noise.
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In figures (17) and (18) we present non statio&RMA processes with different
noises and in figures (19) and (20) non statiofz@genbauer processes (u = 0.45)
with the same noises as in the previous items. d@/eot present here all the graphs,
because they are very close to each other andenpinformative).
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Figure 18 : Realization, Autocorrelation function, spectral siéyy histogram of
(I =B)**X, =1, , with (17,), an ARCH(1) noise witha, =0.8.

If in the case of the non stationary FARMA processteseems possible to identify
directly a model on the series, this appears impleswith the non stationary
Gegenbauer processes. The series are too noisy.
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Figure 19 : Realization, Autocorrelation function, spectral siéyy histogram of
(1 -0.9@8 +B*}* X, =7, with (1,), a Weibull noise (1, 0.5).

In that latter case, a preliminary transformatiortloe series will be necessary before
investigate them.
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Figure 20 : Realization, Autocorrelation function, spectral sigéyy histogram of
(1 -0.9(B + B* }*X, =7,, with (1,), an ARCH(1) noise witha, =0.8.

These different graphs show that, when the long angmarameter is greater than 1,
it will be necessary to transform the series fiostfore considering any identification
procedure. It could be interesting, in the othesesa ¥< d< 1, to detect directly the
values of the parameter d without transformationhendata. In that last case, even if
the series are non stationary, keeping the realskdtcan be strongly informative in
order to rebuild the series or to make predictidins, a theory in that context seems
really important. Let us discuss now this point.

While there are many methods in the time seriesditire that deal with certain type
of trends and seasonnalities, the large variepgoskible models is often confusing to
the applied data analysis. Finding an appropriabelehy and in particular, defining
realistic forecasts, is therefore a challengindk taspractice. A possibility to solve

this problem is to set up a unified framework iniebh flexible modelling of

deterministic and stochastic components is possiatel objective data driven
inference can be made to decide which of the commisn(deterministic trends or
seasonnalities, stochastic trends or seasonnalgmsious effects, stationary and
nonstationary components) may be present, see Gu2g@dl, 2003). The model
described here combine parametric modelling of h&tstic components using
stationary and non stationary fractional Gegenbdaetors with in addition non

stationary conditional variance. Thus the nonstaip GIGARCH models can be a
challenge for the problem discussed previously. &bgmation theory needs to be
done and it is in preparation.

Nevertheless because many time series appear tooiestationary in different
degrees in the reality, the interest to extend dbecept of long memory to non
stationary processes has been already addressbd Iiterature from the Gaussian
FARMA process (25). Most of the works concern resubn the functional
convergence of the partial sums of such modelRsg®nson (1995), Marinucci and
Robinson (1998), Lu (1998) and Velasco (1999). €hesults are very important in
estimation theory and for aplications, see foranse Ling and li (1997), Beran and
Ocker (1999) and Beran and Ghosh (2000).
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Figure 21 : Distribution of 2000 maxima of the procefis-0.9@B + B* ' X, =1,

with (7,), driven by an ARCH(1) noise (23) witla, =1 anda, =0.8 (a), and with

(17,),driven by an GARCH(1,1) noise (24) with, =1 anda, =0.2 and b =0.7
(b).

In figure (21) we give the distribution of the 10@@xima obtained from a non
stationary Gegenbauer process with d = 0.7 and45 and driven respectively with
an ARCH(1) process and a GARCH(1,1) process. Iseth@o cases it has not been
possible to find precisely the distribution functiof the maxima. The non stationarity
of the process can affect the possibility of estiomaof the limiting distribution of the
maxima.

IV - An illustrative example: are inflation rates non stationary and long
memory?

In this section we are interested by the evolutibthe Consumer price index (CPI)
and inflation rate. Let denote the CPI f¥), and the inflation rate bpW,), , with

V. -V, . L

——t1 For all the models that we propose in the follayyiwe first compute
t-1

the empirical mean and we work with the centeredgss.

W =

t

Thus, we consider the series of CPI monthly dataFiance during the period
01/01/70 to 01/12/98. This represents 348 pointe Mmean of the series in m =

72.544, the variance?® = 1092.793, the skewnegs = 0.225 and the kurtosis, =
1.505. We present in figure (22) the trajectohy tautocorrelation function, the
spectral density and the histogram(df), .
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Figure 22: : Realization, Autocorrelation function, spectral siéyy histogram of the
CPI (V,), from 01/01/70 to 01/12/98.

We observe that the series seem not stationary. iNewe compare the figure (22)
with some previous figures, we can try first tousmja FARMA model (probably with

d > 1, when we observe the autocorrelation functiam), (V;), before any
transformation. We get different models:

- a. First we adjust EARMA process:

(1-B)'™V, =¢ (26
with &, =0.024 and &, =0.197. The value obtained fod confirms that the CPI is
non stationary. Thus, we do not go on with thisrapph.

- b. We decide to adjust @egenbauer proces®n the centered proce$s ), using

the frequency\ = 0.05 (we choose a frequency which is close to)z&Ve get the
following model:

(1 -2cos(0.083 + B >V, =¢  (27)
with &, =0.022 and &, =2.237. The value of the estimatd is significantly

different of 0.5, thus this adjustment seems isténg. It confirms that if we do not

consider that the explosion of the spectral densitpot exactly in zero, then the
Gegenbauer estimation can be considered. Here iva igen stationary Gegenbauer
process. The variance of the residual seems imuofaus, we estimate the series of

the residual using the recursive scheme (27) anddjest on these residudls ), , an
ARCH(1) process (23). The empirical mean ng =0.144, and the estimated
parameters of the ARCH(1) model agg=0.014 and & =1.055 with &, =0.00S
and g, =0.221. To get these values we work forcing the variant¢he process

(n,),, which appears in the expression of the ARCH(1)leh¢23) to be equal to one

(this corresponds to the construction of the ARQHbfbcess). Now in order to justify
this adjustment, we need to study the distributfonction of the residuals (by
construction they have to be Gaussian). We givia figure (23) using a Q-Qplot
approach.
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Figure 23: Behavior of the ACF and of the QQ-plot of the disition function of the
residuals against Gaussian law, when we use a Bagen(0.45; 1.02) with an
ARCH(1) noise for the CP(V,), .

Clearly the distribution of the residual is far fiothe Gaussian distribution.
Moreover, we observe that the estimation of theupatera, is greater than 1. This

value is not possible when we use ARCH(1) modeltlfat case the process in non
mixing for instance, see Guégan and Diebolt, 1987)s we decide to differentiate
the serieqV,), .

- ¢. Now we consider thdifferentiated process ((I —=B)V,),, its mean is m = 0.273.

The representation of this process is given inrég(24). The trajectory does not
present any feature of non stationarity. Neverggetbe autocorrelation function does
not decrease quickly towards zero and the spedeakity does not appear to be

bounded.
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Figure 24: Realization, Autocorrelation function, spectral sigyy histogram of the
differentiated CPK(I —-B)V,), from 01/01/70 to 30/11/98.

We first adjust & ARMA process. We get:
(1 -B)™*(I -B)V, =¢, (28)
with &, =0.047 and &, = 0.13€. The estimation for d is significant. We observatt

the variance of the residuals is smaller than the obtained with the previous
approach. We adjust on the residyal),, using the same way as previously, an
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ARCH(1) process. We getn, =-0.004 and a,=0.016 and a =0.118 with
g, =0.0000¢ and g, =0.071. We give in figure (25) the ACF of the residuatsla

the QQ-PLOT of the distribution of the residualshaiespect of a Gaussian law. This
last representation is completely different on tepresentation observed in figure
(23).
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Figure 25: Behavior of the ACF and of the QQ-plot of the dimition function of
the residuals against Gaussian law, when we ugdrdIA(0,0.415,0) with an
ARCH(1) noise for the differentiated CRll —B)V,), .

Here, the adjustment with a Gaussian law can bepaed.

Now, to try to take into account some "cycle" obser on the autocorrelation
function represented in figure (24), we adjasbegenbauer process the frequency
A = 0.05 (close to zero). We get the following model

(I —2cos(0.083+B* ¥ [-B VY, =¢ (29)
with &, =0.025 and &, =0.138. The estimate ofi is significant. We can keep it.
The variance of the residual is greater than the alstained for the previous model.
Thus, we adjust on the residu@),, an ARCH(1) process. We gét, =3.22x 10*,
8,=0.017 anda =0.118, with g, =0.000¢ and g, =0.070. The QQ-PLOT of

the distribution function of the residuals with pest to a Gaussian law is given in
figure (26).

The values obtained for the different parametegsvary close to those obtained with
the model (26). Nevertheless comparing the fig(28% and (26), whether we have to
decide between the models (28) and (29), we pteteadjustment obtained for the
model (29).
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Figure 26 : Behavior of the ACF and of the QQ-plot of the dimition function of
the residuals against Gaussian law, when we us&RIMA\(0.05,0.415) with an
ARCH(1) noise for the differentiated CRll —B)V,), .

Now we start the investigation for th&lation rates (W), . The mean of this process

is m=4.9x10°. Looking at the figure (27), we observe that ttegectory does not
present any trend, but the autocorrelation functioas not decrease and the spectral
density is not bounded into a frequency close to.2é&/e are going to try the same
kinds of models as before to take this kind of stationarity into account.
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Figure 27 : Realization, Autocorrelation function, spectral siéyy histogram of the
inflation rates(W,), from 01/01/70 to 30/11/98.

- d. We first adjusa FARMA process We get:
(1-B)**W =g (30)
with &, =0.052 and &, =1.99x 10°. The estimation obtained for the long memory

parameter seems close to 0.5. Thus we prefer potlséoinvestigation of these data by
this way and to try a Gegenbauer process.

- e. With the Gegenbauer approach we get the following model, using the
frequencyA = 0.05. :
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(1 —2co0s(0.083 +B* W =¢ (31)

with &, =0.027 and &, =2.057x 10°. The value obtained for the long memory
parameter d is significant. We decide to try touatjon the residualgs,), an
ARCH(1) process although the variance appears smale getm, =1.368x 10°,
then on the centered process, we @gt= 3.45< 10° and & =0.188 with 4, =10
and g, =0.049. The value ofg, gives interesting information on the volatility thfe

residuals. We compare the distribution of the nesisl with the one of a Gaussian law
using the QQ-plot method. This is given in figu28)
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Figure 28 : . Behavior of the ACF and of the QQ-plot of the dimsition function of
the residuals against Gaussian law, when we us&RIMA\(0.05,0.275) with an
ARCH(1) noise for the inflation rate@V)), .

It seems that this modelization can be useful t@en@edictions for instance. These
problems will be investigated in another paper.

In the introduction, we have recalled different wadg investigate some kinds of non
stationarity observed on the inflation rates. Hewme apply Gegenbauer models to
describe the fluctuations of the inflation rates.this sense our approach is quite
different of Hassler and Wolters (1995) for instanindeed, we do not need to make
any transformation on the process of inflations&W/), , and the model (31) permits

to take into account both the long memory behayaften assimilated to non
stationarity) and the existence of cycle (alsorofissimilated to non stationarity). We
think that this approach can be promising and camnmji to propose new set of
predictions taking into account the evolution o tifferent cycles displayed by the
model (32).

V - Summary and Conclusion

In this paper, we have investigated some probabiksd statistical properties of a k-

factor Gegenbauer process driven with dependergesoiWe have focused on an
empirical investigation of these different propestin order to detect specific features
which can permit to build an identification thediyr these processes in the non
stationary context. We have tried to adjust somi@$e models on inflation rates and
our approach here remains prospective.
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In this paper we have not studied the propertieshef empirical moments of the
process(X,), and their asymptotic behavior, nor the estimatbrihe parameters.

Some interesting problems concern the estimatioth@fparameters of the process
(16) because to get nice properties of the estBnate need to prove that the
estimates obtained from the ARMA part on one siden the long memory part on
the other side and finally from the heteroscedgsit, are robust, altough the models
are driven by dependent noises. This seems not do dbne actually.

On the other side, we have not investigated thecefif aggregated time in the data,
nor the aggregation with macro economic data, wischlso an important point of
view, to interpret any aggregated price levelse @nportant issue concerns how to
aggregate prices when they respond to shocks. Waw kthat in case of
heteroscedastic models, this has been alreadyestudee for instance Drost and
Nijman (1993), Guégan (1996) and Duan (1997). Ribcehis problem has been
studied for high frequency data sets which presamy memory behaviour, see for
instance Willinger, Tagqu and Teverovsky (1999) 8adlerslev and Wright (2000)
and for financial prices Chambers (1998) and Avddgvi, Guégan and Ladoucette
(2002 a). In the context of the k-factor GIGARCH deb it is an open way of
research.

All the properties that we have shown here for khfactor GIGARCH process
defined in (2) can be extended for more generatesgion for the volatility process
g, for instance the EGARCH model, see Nelson (198%), TARCH model, see

Zakoian (1994) or the Asymmetric power ARCH moda&te Ding, Granger and
Engle(1993).

VI - Appendix

A - Sketch of the proof of Proposition 1:For k = 1 in (2), the existence of the causal
solution (10) is obtained as soon as

Xn,t = zwk”t—k
k=0

where the coefficientgy; given by (11) satisfyZ(//jz—wo. In the following the

notation ¢, is used in place of/{** for simplicity. The uniqueness of the solution
follows from the Theorem 12.4.1, in Brockwell andvis (1987). The stationarity of
the solution is verified thanks to the conditionpimsed on the parameters, see
Bollerslev (1986) and Wayne, Woodward, Cheng andyQi1998). Moreover, as
soon as there exist finite number of zeroes or p@akhe spectrum (k 1) the proof
requires a different approach in particular to thet asymptotics for (10) (we do not
give them here), but this can be deduced direectynftheorem 1 in Giraitis and
Leipus (1995) using Darboux method, see Szeg6 (1959

B. Sketch of the proof of Proposition 2:As soon as the spectral density of the
process(s,), has bounded derivative and is slowly varying ity @oint 0< A <1t

such thatf (A1) #0, then the proof is similar to the lemma 3 in Gisaand Leipus
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(1995). The behavior of the autocovariance functalows from the Corollary 1 in
the same article.

C. Sketch of the proof of Proposition 3:For simplicity, we assume that k = 1 in (2).
It is known that the 2mth-order moments of the ps3c(8) are finite, as soon as

P(E(A’™) <1, see for instance Bougerol and Picard (1992). Utite assumptions
of the proposition 2, we know th&(1') < « , therefore,

EX; = Zl//kzll//é E(’7ik1’7tE kz) (33)

Ky Ko
<> wiwi JEnLaly)
ki ko

=Q W)EM,
k
wherey, is given by (6). The proof for the eighth-ordeoment is the same as soon
asE(n) <.

D. Sketch of the proof of Proposition 4:It has been established that if a stationary
process (with a spectral density f) is completaigarly regular, then the functiof

is summable for every positive constant r, seeirfistance Ibrajimov and Rozanov
(1974). Thus a stationary process, with spectrabkith¢ f, is not completely linearly
regular if there exists a positive constant p ghal the functionf  is not summable.
Now, from proposition 3, we know the asymptotic &@br of the spectral density of
the procesgX,), defined by (2): itis given by (15). Then,
j fP(A)dA=w o OD{L,..k}: j fP(A) dA =00

/1i

T=A .
- 004L,..k}: j A2%Pd1 =0
0

~ O0fL,..k}: 2d p=1.

For the process (2), the vectdr= (d,,[d, ), and thus the vectad = (d,,[d, ) with

0<d<1/2, i=1, .., kis fixed. Hence, there exiatsi for which we can find a
positive constant p such thad p=1, so that|A-A rz““p

summable.

, and thus f,® is not
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