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Abstract

In this paper, we show that the correspondence discovered by Koshevoy ([18]) and
Johnson and Dean ([15],[16]) between anti-exchange closure operators and path in-
dependent choice operators is a duality between two semilattices of such operators.
Then we use this duality to obtain results concerning the ”ordinal” representations
of path independent choice functions from the theory of anti-exchange closure op-
erators.
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1 Introduction

Let S be a finite! set. A closure operator k on S is an idempotent ? and
isotone® map associating to any subset A of S a subset k(A) containing
A. A choice operator ¢ on S is a map associating to any subset A of S a
subset ¢(A) contained in A. Closure operators abound in mathematics, for
instance because any Moore family on S — i.e. any family F of subsets
of S containing S and the intersection of any two members of the family
— defines a closure operator on S (conversely the family of closed sets of
a closure operator £ — i.e. the subsets K of S satisfying k(K) = K — is
a Moore family). Moreover the theory of closure operators is closely linked
to the theory of lattices : the family of the closed sets of a closure operator
is a (complete) lattice with respect to the inclusion order between subsets
and, conversely, any (complete) lattice can be represented as the lattice of
the closed sets of a closure operator. Choice operators appear in several
fields of mathematics, but they have been especially studied in the theory of
the revealed preference in microeconomics where, under the name of choice
functions, they model the choice behavior of a consumer (for surveys on this
theory see [30], [25], or [1]).

A first link between closure operators and choice operators appears in Mali-
shevski’s papers ([21], [22]), where he compares some representation proper-
ties of closure operators and of the choice operators satisfying the so-called
path independence property. This property, introduced by Plott ([26]), says
that ¢(AUB) = ¢(c(A)Ue(B)) for all A, B subsets of S. Yet a fundamental
connection between the theory of closure operators and the theory of choice
operators was found by Koshevoy ([18]) who proved the existence of a
natural correspondence between the so-called anti-exchange closure opera-
tors and the path independent choice operators. This correspondence was
also discovered with a different formulation by Johnson and Dean ([15],[16]).
The first aim of this paper is to strengthen this correspondence by showing
that it induces a duality between the semilattice of the anti-exchange clo-
sure operators and the semilattice of the path independent choice operators.
The second aim is to show how this duality allows us to obtain immediately
results in the theory of path independent choice operators from classical or
non-classical results in the theory of anti-exchange closure operators. For

'The notion of closure and choice operators defined below can be defined on arbitrary
sets, but in all this paper we consider only finite sets.

k% = k.

® A C B implies k(A) C k(B).



instance in this way we obtain the Aizerman and Malishevski ([3]) represen-
tation result of path independent choice operators by linear orders.

The paper is organized as follows. In section 2 we recall some definitions and
results on operators, closure operators and especially anti-exchange closure
operators, choice operators and especially path independent choice opera-
tors, and we give some preliminary results. In particular we prove some
general facts about a significant tool introduced by Koshevoy ([18]) and
called here the Koshevoy map, and we give several new characterizations
of anti-exchange closure operators linked to the notion of extreme elements
of a subset (with respect to an operator). In section 3 we first present the
meet-semilattice of anti-exchange closure operators and the join-semilattice
of path independent choice operators, then we prove that these two semilat-
tices are dual. Section 4 uses this duality to obtain the results on the ”or-
dinal” representations of path independent closure operators. We conclude
by putting these results in the framework of the theory of choice functions
and by mentioning some research topics.

Finally, since the theory of anti-exchange closure operators plays an impor-
tant role in this paper it is worthwhile to mention that it is the same as the
theory of convexr geometries (a convex geometry is the family of closed sets
of an anti-exchange closure operator) and that it is closely related to the
theory of the so-called lower locally (or meet) distributive lattices : a convex
geometry is such a lattice and any such lattice is isomorphic with a convex
geometry. Surveys on this theory can be found in [13], [11] and [24], and
uses of this theory in other domains of social sciences can be found in [12],

[17] and [5].

2 Closure and choice operators

This section contains definitions, recalls and preliminary results. The first
subsection gives the definitions of several properties of operators, and some
relations between these properties, especially those concerning the ”Ko-
shevoy map”. The two other subsections consider successively the closure
operators and especially the anti-exchange closure operators, and the choice
operators and especially the path independent choice operators.

N.B. The symbol + denotes the disjoint union of sets. For A C B subsets
of a set S, [A, B] denotes theset {X CS: AC X C B}.



2.1 Operators

Definition 1 Let S be a finite set. An operator f on S is a map from 2°
into 25 (where 2° denotes the set of all subsets of S ).

We denote by Fy the set { f(A), A C S} of all the images of the elements
of 25 by the operator f. For A C S, we denote by f~'[fA] the set
{X CS: f(X)= f(A)} of all inverse images of f(A).
The composition of two operators f and g on S is written fg, where fg(A) =
flg(A). If g = f, fgis written f2.

Definition 2 lLet f be an operator on S.

(1) f is extensive if A C f(A), VACS.

(2) f is contracting (or shrinking) if f(A) C A, VA C
(3) f is isotone if A C B implies f(A) C f(B), VA, B
(4) f is idempotent if f?(A) = f(A), VA C S.

(5) f is convex if f~1[fA] is convex for every A C S, i.e. if [f(A) = f(B)
and A C X C B] imply f(A) = f(X).

(7) f satisfies the property (MAX) if f~'[fA] has a mazimum element
for every A C S, i.e. if there exists M C S with f(M) = f(A), and

f(X) = f(A) imply X C M.

(8) f satisfies the outcast property (O) if AN f(A) C BC AU f(A
implies f(B) = f(A), VA, BCS.

(9) f satisfies the heritage property (H) if f(B)NAC f(A),VAC BC
S.

(10) f satisfies the path independence property (PI), if

J(AUB) = f(f(A)U f(B)), ¥A, B C S.

S.

N W”n

~—r

Remark 1 We use the term outcast property for the property (O) since
when f is contracting it becomes the classical outcast property of the theory
of choice functions : f(A) C B C A implies f(A) = f(B), VA, B C S. Such
a property has been also called the Aizerman property ([25]) and the Nash
aziom [30]. The term heritage comes also from the theory of choice functions
where one uses alternative terms like Chernoff or property o [28].

We define a map between operators, introduced by Koshevoy ([18]) and
denoted here by k.

Definition 3 Let f be an operator on S. k(f), denoted by k¢, is the
operator on S defined by : for every A C S,

Rp(A) =X C S f(X) = F(A)} =74l



Thus the Koshevoy map transforms an arbitrary operator into an exten-
sive operator.
Some relations between the above properties of operators can be formulated
with the Koshevoy map. These relations and some others are stated in the
following proposition.

Proposition 1 Let f be an operator on S.

(1) If f is path independent, f is idempotent. If f is idempotent, it satisfies
Kef =kKg.

(2) f satisfies the property MAX (i.e. f~1[fA] has a mazimum element for
every A C S) if and only if fry; = f, and then Maz(f~'[fA]) = ks(A) for
every AC S.

(3) If f is a contracting operator, then the following holds:

(a) f is idempotent if and only if f(A) = Min(f~1[fA]) for every A C S,
and if [ satisfies the heritage property it is idempotent,

(b) f is idempotent and convez if and only if f satisfies the outcast property,
(c) f satisfies the outcast property and the property (MAX) if and only if
FFA] = [F(A), m5(A)],

(d) f is path independent if and only if f(U;e1A;) = f(Uierf(A;)) for every
family {A;}icr of subsets of S, if and only if f(AUB) = f(f(A)UB) for all
A, B C S, and if and only if [ satisfies the heritage and outcast properties .

Proof (1) The first assertion is obtained by taking A = B in the defini-
tion of a path independent operator and the second assertion is an obvious
consequence of the definition of ;.

(2) Let A C S. If there exists M C S such that f(M) = f(A) and f(X) =
f(A) implies X C M, one has k¢(A) = M, and frs(A) = f(M) = f(A).
Conversely if M = k¢(A) and fry(A) = f(M) = f(A), then f(X) = f(A)
implies X C M, and M is the maximum element of f=![fA].

(3) (a) If f is contracting and idempotent, f(A) € f~![fA] and f(X) = f(A)
implies f(A) C X. The converse implication is clear, as well as the second
assertion (apply (H) to ¢(A) C A).

(b) Let f be a contracting, idempotent and convex operator. If f(A)NA =
f(A) = f2(A) C BC A= f(A)UA, then f(B) = f(A) (by convexity). If
f satisfies property (O), AN f(A) = f(A) C f(A) C AU f(A) = A implies
F2(A) = f(A), and A C X C B with f(A) = f(B) imply f(B)N B =
F(B)C X C B =(B)UBand so f(X) = f(B).

(c) If f satisfies the properties (O) and (MAX), f~'[fA] has a minimum
element (by (3a) and (3b)), a maximum element x¢(A) (by (2)) and since



J7HfA] is convex (by (3b)), f~1[fA] is equal to the interval [f(A), xs(A)].
The converse implication is obvious.

(d) These equivalent formulations of the path independence property are
classical (and easy to obtain). The last one is due to Aizerman and Mali-
shevski ([3], see also [21]). O

A significant property of the Koshevoy operator is the fact that it con-
serves the path independence property.

Theorem 1 If f is a path independent operator, k¢ is a path independent
operator satisfying fry = f.

Proof We must show that k(AU B) = k¢(kf(A) Uks(B)).

We set f=1[fA] = {X1,..,X,} and f71[fB] = {V1,...,Y,}. So ks(A)U
Kf(B) = X1U...UX,UY1U...UY, and k¢ (kf(A)Ukf(B)) = kp(X1U...UY,) =
WHZ : f(Z) = f(XqU..UY,)}. Since f is a path independent oper-
ator, this is equal to {Z : f(Z) = f(f(X1)U ..U f(Y))} = U{Z :
J(2) = (AU FB)) = U7+ 1(7) = [(AUB)} = ny(AUB).

With the above notation, fr¢(A) = f(X1U...UX,) = f?(A) = fA, (indeed
f is path independent so it is idempotent). a

Remark 2 The fact that x; is a path independent operator does not
imply that f is a path independent operator.

Example : Let S = {1,2,3}. Let f be the operator defined on S by :

f12) = f(13) = f(1) = 1, f(23) = f(2) = 2, f(3) = 3 and f(123) = 23.
One has F,., = {0,3,23,123}. One can check that s is path independent
and that f is not (take A = 12 and B = 13).

2.2 Closure operators

Definition 4 lLet S be a finite set. A closure operator k on S is an
idempotent, extensive and isotone operator on S.

Let k£ be a closure operator. A subset K of S is called a closed set (with
respect to k) if K = k(K). Remark that the family 7}, of the closed sets of
k contains S and is stable by intersection. Such a family is called a Moore
family (or a closure system) on S.

The following result appears in [29]. We give a proof for completeness.



Proposition 2 Let k be an extensive operator on S. k is a closure operator
on S if and only if k satisfies the path independence property.

Proof Let k£ be an extensive operator on S and A, B C S.
Assume that k is a closure operator. Since A, B C A U B, we have
k(A)Uk(B) C k(AUB). Then k(k(A)Uk(B)) C k(AUB) C k(k(A)Uk(B))
(since A C k(A) and B C k(B)). So, k(AU B) = k(k(A) Uk(B)).
Conversely, if k is path independent, then A C B implies k(B) = k(AUB) =
k(k(A) Uk(B)) D k(A) U k(B) O k(A), and so k is isotone. Moreover,
k(k(A)) = k(k(A)Uk(A)) = k(AU A) = k(A), i.e. kis idempotent. Hence,

k is a closure operator. a

Since ki is an extensive operator, Theorem 1, Proposition 1 (1) and
Proposition 2 give immediately the following result :

Proposition 3 Let k be an operator on S. If k satisfies the path indepen-
dence property, then k. is a closure operator on S satisfying kky, = k and
Kk = K.

We now define the anti-exchange closure operators.

Definition 5 lLet k be a closure operator on S. k is said to be anti-
exchange if k(0) = 0 and for every A C S, z, y € S, z, y &€ k(A),
y € k(A+z) implies x ¢ k(A +y).

There are many characterizations of anti-exchange closure operators, for
instance by means of the properties of their families of closed sets, the so-
called convexr geometries. Before giving the old and new characterizations
that we shall use, we need to define the following map ¢ between operators.

Definition 6 Let f be an operator on S. €(f), denoted by €y, is the operator
defined on S by : for every ACS, e;(A)={zcA:z¢g f(A-2)}.

Thus the map € transforms an arbitrary operator into a contracting
operator. When £ is a closure operator the set €;(A) C A is usually called
the set of extreme elements of A. In this case one easily sees that:

o c,(A)={z € A: k(A-2z) Ck(A)}.

o i (K)={z € K: K—x¢€F}, if Kis a closed set of k.



Also, obviously, €} = e, keg(A) C k(A) and one easily checks that e;k(A) C
ex(A). Generally the families k~1[kA] and ¢} '[ex A] are incomparable with
the family [ex(A), k(A)]. The following result shows that anti-exchange clo-
sure operators are characterized by equalities between these different sets or
families.

Theorem 2 Let k be a closure operator on S satisfying k(0) = 0. The
following properties are equivalent :

(1) k is an anti-exchange closure operator,

(2) k = ke (i.e. the closure of a subset equals the closure of its extreme
elements),

(3) k = kegk (i.e. a closed set is the closure of its extreme elements),

(4) e = exk (i.e. the extreme elements of a subset equals the extreme
elements of its closure),

(5) the restriction of the operator €y to the family Fy of closed sets of k is
a one-to-one correspondence between Fy, and e (Fy) (the family of the sets
of the extreme elements of all the closed sets of k),

(7) YA C S, egl[ekA] = [ex(A), k(A)].

Proof We first prove the equivalence of properties (1), (2), (3), (4) and
(5), and then the two equivalences (1) < (6) and (1) < (7).

(1) = (2): Let k be an anti-exchange closure operator and assume that
(2) is false, i.e. there exists A C S with keg(A) C k(A). Then A € kei(A)
(if not kex(A) = k(A)). So there exists z € A — kei(A). Then 2 ¢ ¢ (A)
what means k(A —z) = k(A). If z is the unique element of A not in kex(A),
one has A — 2 C kei(A), then kex(A) = k(A), a contradiction. So, there
exists y € A, y # x with y € kex(A), and then k(A —y) = k(A). Taking then
B=A—-{z,y},onegetsz € k(B+y) =k(A),and y € k(B+2z)=k(A), a
contradiction with the fact that & is an anti-exchange closure operator.
(2) = (3): Obvious (since k is idempotent).
(3) = (4): Assume that (4) is false, i.e., that there exists A C S such that
exk(A) C ex(A) C A, Let 2 € ¢(A) — exk(A). So, exk(A) C A — z, and
kerk(A) C k(A —z) C k(A). But (3) implies kepk(A) = k(A), a contradic-
tion.
(4) = (3): Assume that (3) is false. Then there exists a closed set K of
k such that ke (K) C K. So ¢;(K) is strictly contained in a basis of K,
(i.e. a minimal subset B such that k(B) = K). By definition of a basis,



€x(B) = B. So ¢, (K) = ¢;(kB) C ¢x(B) = B, a contradiction with (4).

(3) = (5): The restriction is surjective by definition.

Assume that there exist K, K’ € Fj with ¢;(K) = ¢;(K'). Then by (3)
kep(K) = K = ke (K') = K'.

(5) = (1): First remark that (since €;(0) = k() = 0 and e (kA) C ex(A))
(5) implies €;(A) # 0, for any A # (. Assume that k is not an anti-exchange
closure operator. Then there exists A C S, z, y € k(A) = Kj such that
k(A+2z) =k(A+y) = K. We claim that there exists a closed set K’ (differ-
ent from K') such that e, (K') = e, (K), and then we obtain a contradiction.
Indeed, if z € K — Ko, 2 € K—zory € K-z, s0 k(K —-2) = K and
2 & e (K). Sot € ¢;(K) implies t € Ky. But t € ¢;(K) means K —t € Fy,
and (K —t)N Ky = Kog—t € Fi, sot € ¢(Kp) and ¢ (K) C € (Ko).
If ex(K) = ex(Ko) we are done. If not we set Fy = e, (Ko) — ex(K), and
Ky = Ko~ FEo = Niep,(Ko—1t) € F (since Ko—t € Fi fort € Ep). By def-
inition, Ky contains e;(K). Also €;(K) C ex(K1). Indeed t € €;(K) implies
K—te€ Fyand (K—-t)NK; = Ky —t € Fi. Continuing this procedure we
obtain a decreasing chain of closed sets of k£, Ko D Ky D ... D K; ... such
that § C ex(K) C €x(K;) C K; for every i. Then by finiteness there exists
K such that e, (K;) = ex(K).

We have shown the equivalence between (1), (2), (3), (4) and (5). We now
prove the equivalence between (1), (6) and (7)

(1) & (6): It is obvious that (6) implies (2). Conversely assume that
€x(A) C X Ck(A). Then by (2), one gets k(X ) = k(A). Now assume that

X Ck(X)=Fk(A). By (4), one gets e, (X) = exk(X) = exk(A) = ex(A), so
ex(A) C X.

(1) & (7): (7) implies (4) is obvious. Conversely assume that ¢;(A) C
X C k(A). Then by (2), k(X) = ), €xk(X) = exk(A) and by (4),

C (A
€x(X) = ex(A). Now assume that ex(A) = x(X). Then € (A) C X, and by
(2), k(A) = ke (A) = kep(X) = k(X), Le. X C k(A).

a

Remark 3 1) The above condition (3) is a classical characterization of
an anti-exchange closure operator (see [13]).
2) According to our conventions F,, denotes the family {e;z(A), A C S} of
all the images of elements of 2 by the operator €. If k is an anti-exchange
closure operator, Theorem 2 (4) says that F,, is equal to the family e (F)
of the sets of the extreme elements of all the closed sets of k. Moreover
Theorem 2 (5) says that Fj, and F,, are in a one-to-one correspondence.
On the other hand, as already said in the introduction, the set F; of closed
sets of an anti-exchange closure operator k is called a convex geometry, and



the poset (Fi, C) is a lower locally distributive lattice. So using the one-to-
one correspondence between F; and F.,, one can transfer the lower locally
distributive latticial structure of (Fy, C) to F,,. To do that it suffices to
define an order on F,, by : €;(K) < ¢ (K') if and only if K C K’. Then
(Fe,, <) is also a lower locally distributive lattice isomorphic with (Fy, C).
This point of view is developed by Johnson and Dean ([15], [16]).

3) For more details on closure operators and their lattices, see [8].

2.3 Choice operators

Definition 7 Let S be a finite set. A choice operator ¢ on S is a con-
tracting operator on S satisfying c(A) # 0 for every A # (.

If ¢ is a choice operator on S, we denote by F. the set of all chosen sets

on S.

Example : Let k& be a closure operator on S. If for every non-empty
subset A of S, the set ¢ (A) of extreme elements of k(A) is non-empty, ¢
is a choice operator. The following result gives characterizations of such a
closure operator.

Proposition 4 Let k be a closure operator on S. The following conditions
are equivalent :

(1) € is a choice operator (i.e. €;(A) is non-empty for A non-empty),

(2) for any closed set K of k, there exists x € K such that K — z is a closed
set of k,

(3) there exists a chain ) = Ko C Ky C ...K; C ... C S of closed sets of k
such that |K;41| = |Ki| + 1, for i =0, ...,|S|.

Proof (1) = (2): By (1) ¢4(K) is non-empty for every non-empty closed
set K of k and, if z € ¢;(K), K — 2 is a closed set of k.
(2) = (3): Obvious (begin with 5).
(3) = (1): Since exk(A) C ¢x(A) for every A C S, it suffices to prove that
€;(K) is non-empty for every closed set K of k. Let K be a closed set of k,
and K’ the minimal closed set of the chain such that K C K’, and = € K’
such that K’ — z belongs to the chain. Then, K ¢ K' —z, x € K and
KNK'—z=K — zis a closed set of k. Thus 2 belongs to ¢ (K). O

Remark 4 A family of subsets of S satisfying the above condition (2)
is called an accessible system in [19].

10



An interesting fact is that the choice operator ¢ associated with a closure
operator k satisfies the heritage property. Indeed, this property is true even
if ¢z is not a choice operator.

Proposition 5 Let k be a closure operator on S. The associated contracting
operator ¢j, satisfies the heritage property.

Proof Let A C B C S. We show that ¢;(B) N A C ¢;(A). Assume
that z € ex(B)N A, i.e. 2 ¢ k(B —=z) and 2 € A. Then, A—2 C B —z,
z € k(A—=z)andsoz € ¢(A). ]

Remark 5 The classical result recalled in Proposition 1 (3d) says that
a choice operator is path independent if and only if it satisfies the heritage
(H) and outcast (O) properties. Another interesting characterization of path
independence has been given by Johnson and Dean ([15]) : a choice oper-
ator ¢ is path independent if and only if it satisfies the heritage property
and the property ¢ 1[c(A)] = [¢(A), k.(A)] for every A C S (called the quo-
tient property (QP)in [15]). Indeed by Proposition 1 (3¢), (QP) < [(O) +
(MAX)]. So [(H) + (QP)] < [(H) + (0) + (MAX)] & [(PT) + (MAX)] &
(PI) (Theorem 1 and Proposition 1 (2)).

3 The duality between the anti-exchange closure
operators and the path independent choice op-
erators

In this section we first present the semilattice structure of the sets of all
anti-exchange closure operators and of all path independent choice opera-
tors. We then show that these two semilattices are dual.

Recall that a meet-semilattice (respectively join-semilattice) L is a poset
(L, <) such that for all z, y in L, the meet (respectively the join) of z
and y exists, i.e. such that z and y have a greatest lower bound (respec-
tively least upper bound) denoted by z Ay (respectively z V y). In a (finite)
meet (respectively join) semilattice L, any subset X of L has a meet (re-
spectively a join) denoted by A X (respectively \ X). Also if (L, <,A) is a
meet-semilattice and (L', </, V') a join-semilattice, L and L’ are dual if there
exists a bijection map f from L onto L’ such that f(z A y) = f(z) V' f(y)

11



(or equivalently, if [z < y if and only if f(y) <’ f(z)]). Such a map is called
an anti-isomorphism between L and L’. For definitions of lattice theory not
given here, see for instance [7] or [9].

We denote by (A, <) the poset of all anti-exchange closure operators on
S, where A denotes the set of all anti-exchange closure operators on S and
< the pointwise order between operators : k < k' if and only if £(A) C k'(A)
for every A C S. The following lemma appears in [10] (Theorem 2.2). We
give a short proof for completeness.

Lemma 1 The poset (B, <) of all anti-exchange closure operators is a meet-
semilattice where the meet of two anti-exchange closure operators k and k'

is their intersection k N k' (with (kNk')(A) = k(A)Nk'(A),VACS).
(

Proof Let k, k' € A. Tt is easy to check that k£ Nk’ is an extensive and
isotone operator. Since k(A)Nk'(A) C k(k(A)Nk'(A))NE (k(A)Nk'(A)) C
E2(A)NE2(A) = k(A)NE (A), then (kNE)2(A) = (kNE')(A) and so kN
is a closure operator.

Now if A C S, we have z, y € k(A) Nk (A) and y € k(A + 2) N K (A + z).
Since z ¢ k(A) or ¢ k'(A), then 2 € k(A+y) or z ¢ K'(A+ y), and so
z ¢ k(A+y)Nk'(A+y). Finally kNk’is an anti-exchange closure operator. O

We denote by (IP, <) the poset of all path independent choice operators,
where IP denotes the set of all path independent choice operators and < the
pointwise order between operators.

Lemma 2 The poset (IP,<) of all path independent choice operator is a
join-semilattice, where the join operation of two choice operators ¢ and c' is

their union cU ¢ (with (cU ¢)(A) = ¢(A) U'(A), VACS).

Proof Let ¢, ¢’ € IP. 1t is obvious that ¢ U ¢’ is a contracting operator.
For A, B C S and since ¢ is path independent (and so idempotent), one gets
c((cud)(A)U(cUd)(B)) = c(e(A)Ud(A)Ue(B)U(B)) = c(c?(A)Ucc’ (A)U
c2(B)Ucd(B)) = c(e(A)Uec'(A)Ue(B)Uced(B)) = (AU (A)UBUCd(B)) =
c¢(AU B). In the same way, /(AU B) = ((cU ) (A) U (cU ) (B)). So
(cUd)(AUB) = (cU)((cU)(A) U (cU)(B)), and ¢ U ¢ is a path
independent choice operator. a

We now show that the meet-semilattice of anti-exchange closure opera-
tors and the join-semilattice of path independent choice operators are dual
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semilattices.

Theorem 3 Let S be a set. The two maps ¢ (¢(A) = {z € A : z &
k(A—=2)}) and k (k.(A) = U{X C S : ¢(X) = ¢(A)}) define two inverse
anti-isomorphisms between the meet semilattice A of anti-exchange closure
operators and the join-semilattice IP of path independent choice operators.

Proof In order to prove the theorem it is sufficient to prove the following
properties:

e if the closure operator k is anti-exchange (respectively if the choice
operator ¢ is path independent) then ¢ is a path independent choice
operator (respectively k. is an anti-exchange closure operator);

e the compositions ke and ¢k of the two maps k and ¢ are the identity
maps on IP and on A ;

o cpar =€ Uep, Yk, k' € A,

1) Let k be an anti-exchange closure operator. It is obvious that € is
a contracting operator satisfying ex(A) # 0, for every A # 0 (if ex(A) = 0,
ker(A) = k(0) = 0 # k(A), a contradiction with kex = k).
We show that ¢ is path independent or equivalently (Proposition 1 (3d))
satisfies the heritage and outcast properties. We already know (Proposition
5) that e satisfies the heritage property. We prove that it satisfies the out-
cast property, i.e that ex(B) C A C B implies ¢;(B) = €x(A). Since k is an
anti-exchange closure operator, the above inclusions give kei(B) = k(B) C
k(A) C k(B) (Theorem 2 (2)). So k(A) = k(B), etk(A) = exk(B), and
€x(A) = e (B) (Theorem 2 (4)).

2) We now show that if ¢ is a path independent choice operator then the
composition of € and & is the identity, i.e. ¢,, = ¢ for every ¢ in IP.
Let A C S. Obviously z € ¢(A)if and only if (A—z) 2 ¢(A) and if and only if
c(A—z) # c(A) (for the last sufficient condition, since ¢ satisfies the outcast
property, ¢(A) C A—z C Aimplies ¢(A) = ¢(A—=z)). This is also equivalent
to ke(A—2z) C K.(A) (for the necessary condition, k.(A—z) = Kk.(A) implies
ck.(A—z) = ck.(A), and since ¢ is path independent, then ¢(A — z) = ¢(A)
by Theorem 1). Finally, this is equivalent to z € ¢, (A) (by the definition
of €,).
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3) We prove that if ¢ is a path independent choice operator then k. is an
anti-exchange closure operator. We know that k. is a closure operator sat-
isfying k.c = k. (Proposition 3). Now by (2) above, ¢ = €,,. So K.€x, = ke
and k. is an anti-exchange closure operator (Theorem 2 (2)).

4) We show that if £ is an anti-exchange closure operator then the com-
position of k£ and € is the identity, i.e. k¥ = k., for every k£ in A.
Let A C S. By Theorem 2 (7), ke, (A) = U{X : e, (X) =€x(A)} =
WHX  e(A) CX CE(A)}=Ek(A).

5) Finally, we prove that if k, k" are anti-exchange closure operators then
€pnk = € U e Let A CS. We have (kA E)(A) = k(A) NE(A).
z € e (A) if and only if 2 & (kAK)(A—2) =k(A—2z)NK'(A—2) if and
onlyif e € k(A—=z)orz ¢ k'(A—z)if and only if z € e (A) Uep (A4). O

In the proof of the above theorem, we have shown that if ¢ is a path
independent choice operator, then k. is an anti-exchange closure operator.
The converse implication is false, as it is shown in the example of Remark 2.
We have also shown that if £ is an anti-exchange closure operator, then ¢
is a path independent choice operator. Here there is a converse implication
which gives other characterizations of such a closure operator.

Proposition 6 Let k be a closure operator such that k(0) = 0 . The fol-
lowing properties are equivalent :

(1) k is an anti-exchange closure operator,

(2) € is a path independent choice operator : ¢ (AUB) = ¢ (ex(A)Uer(B)),
VA, BCS.

(3) e satisfies the following property : ex(A) C B C A implies ex(B) C
€x(A), forall A, BCS.

Proof (1) = (2): See theorem (3)

(2) = (3): Obvious (since by Proposition 1 (3d), the path independence
property implies the stronger outcast property).

(3) = (1): We already know that ¢ satisfies the heritage property (Propo-
sition 5). Then if ¢;(A) C B C A, €x(A) N B = ¢;x(A) C ¢;x(B). Hence, by
hypothesis, €;(A) = ex(B) and ¢ satisfies the outcast property. Now as-
sume that k is not anti-exchange. There exists a closed set K of k such that
r,ygd K,y € k(K+z)and z € k(K+y). Then y & ex(K + {z,y}), and
¢ ep(K+{z,y}). Soep(K+{z,y}) C K C K+2 C K+ {z,y}, and by
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the outcast property, ez (K +2) = ez (K +{z,y}). But since z ¢ K, we have
z € €x(K 4+ z) = e (K + {z,y}) which is a contradiction. ]

Remark 6 The implication (1) = (2) of the above proposition is the
one given by Theorem 4 in [18].

We now introduce a significant subset of the set A of all anti-exchange
closure operators and we identify the corresponding path independent choice
operators as the choice operators satisfying the concordance property defined
below.

Definition 8 A closure operator k on S is called a Ty-closure operator
if it satisfies the two following properties :

(/a) Vo, y €5, k(m) = k(y) =T =Y,

(b)VA, BCS, k(AU B) =k(A)Uk(B).

This terminology is justifed by the fact that the family F; of the closed
sets of a Ty-closure operator is a Ty-topology, i.e. a family of subsets of
S closed by union and intersection, containing () and .S, and satisfying the
above property (a). So (F, C) is a distributive lattice.

Definition 9 [let ¢ be a choice operator on S. ¢ satisfies the concordance

property (C) if for all A, BC S, ¢(A)Ne(B) Ce(AUB).

Remark 7 In the theory of choice functions, the concordance property
has also been called the expansion property or the property .

Proposition 7 The following holds:

(1) A To-closure operator is an anti-exchange closure operator,

(2) Let k be a closure operator. k is a Ty-closure operator if and only if €
is a path independent choice operator satisfying the concordance property.

Proof (1) Let £ be a Ty-closure operator on S and A C S. Assume that
there exists z, y with 2 £y, z, y € k(A), 2 € k(A+y) = k(A) Uk(y) and
y€k(A+z)=k(A)Uk(z). Then, z € k(y), y € k(z), so k(z) = k(y) and
x = y, which is a contradiction.

(2) Let k be a Ty-closure operator on S, A, B C S and z € ¢;(A)Neg(B). So
k(A—z) C k(A), k(B—=z) C k(B) and k(AUB—=z) = k(A—2)Uk(B—1z) C
k(A)Uk(B) =k(AUB), ie. z € ¢,(AUB).

Conversely, assume that ¢ is a path independent choice operator on S
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satisfying the concordance property. By Proposition 6, k is an anti-exchange
closure operator and so it satisfies condition (a) of the definition of a Ty-
closure operator (indeed it is easy to check that any anti-exchange closure
operator satisfies this condition).

In order to prove that k satisfies condition (b) of Definition 8, we first
show that for every A C S, k(A) = (Hk(z), z € ex(A)}. If not, take
any z € k(A) — U{k(z), z € ex(A)}. If for 2 € e (A), z € (2 U 2),
then z € k(z) = k(2 U z), which is a contradiction. So z € N{ex(z U z),
z € €;(A)} and by the concordance property, z € €x(z U €x(A)). Then
k(ex(A)) = k(A) C k(2 U ex(A)) = k(A), another contradiction. We now
show that k(AUB) = k(A)Uk(B). Indeed by the property shown just above
k(AU B) = U{k(z), z € x(AU B)} = H{k(z), € ax(cx(A) Uear(B))} C
U{k(z), 2 € ex(A) Uer(B)} = k(A) U k(B) C k(AU B) (by the properties
of a closure operator), so k(AU B) = k(A) U k(B). o

Remark 8 a) Point (1) of the previous proposition is well known. Point
(2) is another formulation of some Koshevoy results and follows his proofs
(see Proposition 3, 4 and Corollary 2) in [18]. Koshevoy also gives several
other characterizations of a Ty-closure operator k£ based on properties of ¢g.

b) The poset of all Ty-closure operators on S (endowed with the point-
wise order) is also a meet-semilattice, but it is not a sub-meet-semilattice of
(A, <). The dual poset of choice operators satisfying the path indepen-
dence and concordance properties is a join-semilattice, but not a sub-join-
semilattice of (/P, <). This second semilattice is isomorphic with the J-
semilattice of Tp-topologies on S, while, according to a well-known Birkhoff
result ([6]), the first one is isomorphic with the (-semilattice of partial orders

on S.

4 The ordinal representations of the anti-exchange
closure operators and of the path independent
choice operators

In section 2, anti-exchange closure operators have been defined axiomati-
cally. Here we first recall the theory of representation of these operators by
”concrete” closure operators associated with partial orders. Then we will
translate this theory to path independent choice operators by using the du-
ality obtained in section 3.
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Let < be a partial order on S, and A C S. We denote by Mal‘(g/A) the set
{r € A: Ay € A with z < y} of the mazimal elements of A with respect
to the partial order <. Tt is clear that the operator k< defined on S by
k<(A)={y € S:3dz € Awith y <=z} is a closure operator (the closed sets
of k< are the so-called order ideals or down sets of <). It is also clear that
an element of A is extreme, with respect to this closure operator k<, if and
only if it is a maximal element of A : ¢;_(A) = Maz(<)4). In the particular
case where < is a linear order, Maz(<,4) contains only one element equal
to the maximum element of A.

Definition 10 An order (respectively linear) closure operator k on S
is a closure operator on S such that there exists a partial order (respectively
a linear order) < on S with k = k<.

It is obvious that an order closure operator is an anti-exchange closure
operator. Especially, in the semilattice A of anti-exchange closure opera-
tors, the meet of linear closure operators is an anti-exchange closure oper-
ator. The converse is also true: given any anti-exchange closure operator
k, there exists a set of linear orders on S such that k is the meet of the
associated linear closure operators. Moreover, the minimum number of lin-
ear orders required in such a representation of k is known (see [14]). This
minimum number can be simply expressed by considering the family Fj of
the closed sets of the closure operator k. We say that a closed set K of k is
N-irreducible (with respect to k), if it cannot be obtained as the intersection
of other closed sets of k (i.e. if K = Ky N Ky with Ky, Ky € Fj, implies
K = K or K = K3). We note (My, C) the poset of all (-irreducible closed
sets of k. For any poset (P, <), the maximum number of incomparable ele-
ments of this poset is called the width of (P, <).

We can now state the significant results of the theory of the representation
of anti-exchange closure operators by linear closure operators.

Theorem 4 (1) In the meet-semilattice A of anti-exchange closure opera-
tors, any anti-exchange closure operator is a meet of linear closure operators
: k € A implies that there exists a set L = {<y,...,<;, ..., <p} of linear or-
ders on S such that k = N\o cp(k<,)-

(2) The minimum number of linear orders required in such a representation
of the anti-exchange closure operator k is the width of the poset (My, C) of
the (-irreducible closed sets of k.
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(3) Especially if k = k< is the order closure operator associated with the
partial order <, the minimum number of linear orders required in such a
representation of k is the width of the poset (9, <).

Proof For (1) and (2) see Theorem 4.1 in [14] and also [23],(p.96). (3)
is a consequence of (2) since the lattice of closed sets of k< is the lattice of
order ideals of <, and since it is well known ([7], [9]) that the poset (M}_, C)
of the meet-irreducible elements of this lattice is isomorphic with the poset
(5, 9). :

We can now use the duality described in section 3 to translate these re-
sults into results on the representation of path independent choice operators.
We need the following definition and lemma.

Definition 11 An order (respectively linear) choice operator ¢ on S is a
choice operator such that there exists a partial order (respectively a linear
order) < on S with c(A) = Max(<,4) for every A C S. Such an operator
is denoted by c<.

Lemma 3 In the duality between the anti-exchange closure operators and
the path independent choice operators, the order closure operators correspond
with the order choice operators.

Proof If k< is the closure operator associated with the partial order <,
e = C< (since e;_(A) = Maz(< /4) = c<(A)). Conversely if c< is the
choice operator associated with the partial order <, then Kee = k< (since
Ko (A) ={X CS: Max(< /x) = Maz(< /4)} ={y € S : Jz € A with
y <z} =ke(A)). o

The following corollary of Theorem 4 gives immediately the representa-
tion theorem for path independent choice operators obtained by Aizerman
and Malishevski ([3]) and allows us to find the minimum cardinality of these
representations.

Corollary 1 (1) In the semilattice IP of path independent choice operators,
any path independent choice operator is a join of linear choice operators :
c € IP implies that there exists a set L = {<y,..., <;,..., <p} of linear orders
on S such that for every A C S, ¢(A) = Uc,er Maz((<i)/4),

(2) The minimum number of linear orders required in such a representation
of the path independent choice operator c is the width of the poset (M., C) of
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the N-irreducible closed sets of the associated anti-exchange closure operator
Ke-

(3) Especially if ¢ is an order choice operator associated with the partial
order <, ¢ is a join of linear choice operators and the minimum number of
linear orders required in such a representation of c is the width of the poset
(5, <).

Proof (1) Let ¢ be a path independent choice operator and &, its asso-
ciated anti-exchange closure operator. By Theorem 4 (1), there exists a set
L={<4,...,; <, ..., <p} of linear orders on S such that k. = /\Sieﬁ(k<i). By
the properties of the duality between the semilattices A and IP, ¢ = ¢,, =
Ne.colbe) = USiEE((GkSi):USiGL(cSiy L.e.

c(A) = Uc,ec Maz((<i) /4)-

(2) By the same duality, if ¢ = ., cc(c<;), then k. = Ao o (k<,), and so
the result follows immediately from Theorem 4 (2).

(3) Obvious by Theorem 4 (3) and Lemma 3. o

The fact that any path independent closure operator can be obtained as
a union of linear choice operators first appeared in an Aizerman and Mali-
shevski paper ([3], see also [2]). Given an anti-exchange closure operator ¢,
the usual proof of this result is to construct the set £ of all linear orders L
such that ¢, < ¢, and to prove that ¢ = \/{cg, L € L£}. This set £ is in a
one-to-one correspondence with the set of all maximal chains of the convex
geometry F,, associated with the anti-exchange closure operator x.. Using
the duality, one has more generally ¢ = \/{cr, L € £’ C L} if and only if the
maximal chains of F,_ corresponding with the linear orders of £’ contain all
the (-irreducible closed sets of k..
The problem to find the minimum size of such a representation was in-
vestigated by Aleskerov, Zavalishin and Litvakov ([4]) for any order choice
operator and by Litvakov ([20]) for an arbitrary path independent choice
operator (see also [1]). In the case of an order choice operator ¢ associated
with the order <, the authors of [4] get the result obtained by our duality
approach: the minimum size of a representation of ¢ by linear orders is the
width of the poset (5, <). In the case of a path independent choice operator
¢ defined on S, Litvakov defines a partial order on a new set containing ”be-
fore replicas” of the elements of S and he shows that ¢ coincides with the
order choice operator associated with this partial order. Then applying the
result of [4] he gets that the minimum size of a representation of ¢ by linear
orders is the width of this poset. Since it is not obvious that this result is
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equivalent to the result brought by point 2 of the above corollary, we are
going to describe the Litvakov result and show the equivalence of the two
results. This will give also another way to construct the convex geometry
(and so the anti-exchange closure operator) associated with a path indepen-
dent choice operator.

Let ¢ be a choice operator on S and x € S. We say that a subset D of S is
an z-dominating set (with respect to ¢) if S — D is a maximal subset of S
such that z is chosen in this subset : z € ¢(S— D), 2 ¢ ¢(X)if X D S—D.
We set D(z) = {z-dominating sets}. An z-dominating set D will be also
denoted by D,. Remark that D(z) is a Sperner family (D,, D! € D(z)
imply D, ¢ D and D! ¢ D,). Remark also that D(z) = D(y) does not
imply z = y, since, for instance, z and y € ¢(S) imply D(z) = D(y) = {0}.
We set D*(z) = {(z, D), D, € D(z)} and D* = |U{D*(z), z € S} (this
definition, lightly different from the Litvakov definition, allows to not con-
sider replicas). Finally we define a relation < on D* by : (z, D;) < (y, D,)
if {z}U D, C D,. It is easy to check that < is an order relation on D*.
The Litvakov result says that if ¢ is a path independent choice operator, the
minimum number of linear orders required to obtain ¢ (as a union of linear
choice operators) is the width of the poset (D, <). Recall that two posets
(P, <) and (P, <) are dual if there exists a one-to-one map f from P onto
P’ such that z < y if and only if f(y) <’ f(z). Since two dual posets have
the same width, the equivalence between this result and point 2 of corollary
1 comes from the following proposition.

Proposition 8 Let ¢ be a path independent choice operator, and k. its as-
sociated anti-exchange closure operator. The poset (D*(z),<) of all the
ordered pairs (z, D,) with D, z-dominating set and x € S, and the poset
(M., C) of the N-irreducible closed sets of k. are dual.

In order to prove this proposition we need the following definitions and
lemma.

Definition 12 Let k be a closure operator on S, Fy, the family of its closed
sets and x € S. We say that a closed set C' is an z-copoint (with respect
to k) if C is a mazimal closed set such that x does not belong to this closed
set (x ¢ C and z € k(K) if K € F, and K D C). We denote by C(z) the
(Sperner) family of the x-copoints.

It is well known (and easy to prove) that a closed set K of k is an -
copoint for some z of S if and only if K is an [}-irreducible closed set of k.

So U{C(z), z € S} = My.
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Lemma 4 Let k be an anti-exchange closure operator on S and ¢, the as-
sociated path independent choice operator (associating with any set A its set
of extreme elements). The map D — S — (D + z) is a one-to-one corre-
spondence between the family D(x) of the xz-dominating sets (with respect to
€;) and the family C(z) of the x-copoints (with respect to k).

Proof : Recall that if K is a closed set of k, z € ¢, (K) if and only if
K — z is a closed set of k.
We first show that if D, is an z-dominating set (with respect to ¢;), C' =
S —(Dy+z) is an z-copoint (with respect to k). First C* = C'+x is a closed
set of k. Indeed if kK(CT) D Ct =S — D,, then z € ¢, (Ct) = ex(k(CT))
(Theorem 2 (4)), a contradiction with the fact that D, is an z-dominating
set. So since C'T is a closed set and z € €(C*), then C = Ct —z is a
closed set of k. Assume that C is not an z-copoint. Then, by definition of
an x-copoint, there exists an z-copoint C’ strictly containing C. So C’ is
an [)-irreducible closed set of k, C' + x is the unique closed set covering C’
and z € ¢ (C'+z). But C'"+ 2 > Ct =S — D,, a contradiction with D,
z-dominating set.
Now we show that if C'is an z-copoint (with respect to k), D, = S—(C+z) is
an z-dominating set (with respect to €;). Since C'is an (-irreducible closed
set of k, it is covered in the lattice Fj by a unique closed set denoted by
C*. Since k is an anti-exchange closure operator, then C* = C' 4z (in such
a lattice, K and K’ closed sets and K covered by K’ implies |K'— K| = 1),
and so z € ¢(CT), ie. z € (S — D). Let X DS — D,(= C*) and
K = k(X) the closure of X. Since k is an anti-exchange closure operator,
€ (X) = e (k(X)) (Theorem 2 (4)). So if z € ¢x(X), we have z € ¢ (k(X))
and k(X) — 2 is a closed set containing C', which is a contradiction with the
definition of an z-copoint C'. So X D S — D, implies z ¢ ¢;(X) and D, is
an z-dominating set. From these two results one immediately gets that the
map D+ S — (D + z) is a one-to-one correspondence between the family
D(z) of the z-dominating sets and the family C(z) of the z-copoints. ]

Proof of Proposition 8 : Let ¢ be a path independent choice operator
and k. its associated anti-exchange closure operator. First we define a map
u between the poset (DT, <) of all the ordered pairs (z, D,) with D, € D(z)
and z € S, and the poset (M, C) of the (-irreducible closed sets of k.. For
(z,D;) € DT, ul(z, D) =S —(Dy+z). By Lemma4, S— (D, +z) € M,,
(indeed it is an z-copoint of k.) and the map y is a one-to-one correspondence
between DT and M,,_ . Let us now consider (z, D,) and (z, D,) € D, with
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(z,Dy) < (y,Dy),ie. 20D, C D,. SoS—(Dy+z) 2 S—Dy D S—(Dy+y),
ie. u[(z, D)) D ul(y, Dy)]. Conversely let C,. = p[(z, Dy)] = S — (Dy + )
be an z-copoint and Cy, = p[(z, D;)] =S — (D, + z) an y-copoint. Assume
that C; D Cy. Then y € C,, y ¢ €, and so this inclusion is equivalent to
Cy O Cy+y, and also equivalent to S —C, = {z}uUD, C S—(Cy+y) =D,
i.e. equivalent to (2, D;) < (y, Dy). Then we have shown that the map y is
an anti-isomorphism between the posets (D, <) and (M,,, C). O

Remark 9 A well-known Birkhoff result ([6]) says that a closure operator
is an order closure operator if and only if it is a Ty-closure operator. Then
using the duality between the order closure operators and the order choice
operators (Lemma 3) and Proposition 7, one gets another classical result of
the theory of choice functions, due to Schwartz ([27]) :

a choice operator c satisfies the heritage, outcast and concordance properties
if and only if there exists a partial order < on S such that c(A) = Maz(<4),
for every A C S.

5 Conclusion

We have shown in Section 3 of this paper that the correspondence between
anti-exchange closure operators and path independent choice operators di-
covered by Koshevoy and Johnson and Dean is a duality between two semi-
lattices, which implies that any result in the theory of anti-exchange closure
operators can be automatically translated into a result in the theory of path
independence choice operators (and conversely). In doing this translation
for some results of the first theory, we have obtained results of the theory of
choice operators (section 4). Let us recall some related lines of development
of this last theory, called the theory of choice functions in microeconomics.
It first dealt with the so-called rationalizable choice functions, i.e. the choice
functions ¢ such that there exists an (acyclic) binary (preference) relation
R on the set S of given outcomes satisfying c(A) = Maz(R,4) for all A
contained in S. In 1971 Sen ([28]) showed that a choice function is rational-
izable if and only if it satisfies the heritage and concordance properties. A
rationalizable choice function such that the relation R is a partial order has
been called Pareto (or quasi-transitively) rationalizable. Indeed any partial
order < can be obtained as the intersection of a set £ of linear orders, and
Mam(g/A) is the set of the Pareto optimal elements with respect to £. The
problem to find the minimum number of linear orders required in such a
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representation of a Pareto rationalizable choice function is then the problem
to find the minimum number of linear orders whose intersection is equal to a
given partial order, i.e. the famous (and generally very difficult) problem of
the dimension of a partial order (see [31]). The axiomatic characterization
of the Pareto rationalizable choice functions by the heritage, concordance
and outcast properties (Remark 9) is due to Schwartz ([27]). Since an ar-
bitrary path independent choice operator does not satisfy the concordance
property, it is not rationalizable in the above sense. But the 1981 Aizerman
and Malishevski representation theorem ([2], [3]) shows that such a path in-
dependent choice operator can be obtained by a rational mechanism called
by them the joint-extremal mechanism (and by some authors the pseudo-
rationalizable mechanism). The use of the duality between anti-exchange
closure operators and path independent choice operators gives immediately
this result and the minimum number of linear orders required in such a rep-
resentation (Corollary 1). This last result, proved equivalent to a Litvakov
result ([20]), shows that the problem to find such a minimum representation
is polynomial. Indeed there exists polynomial algorithms to find the meet
irreducible elements of a lattice and the width of a poset.

An open question is to know if there exists other interesting connections
between the theory of closure operators and the theory of choice operators.
For instance one could define classes of choice operators by the property
that their associated extensive operator k. is a closure operator or a closure
operator satisfying some properties. Are they interesting classes of choice
operators 7 If not, do they contain other interesting subclasses that the
class of path independent choice operators ? Remark that it is easy to
find examples of choice operators for which k. is a closure operator (and
even an anti-exchange closure operator) but that have none of the heritage,
concordance and outcast properties. One can also raise these questions for
contracting operators which are not choice operators in the sense of this
paper : c¢(A) can be empty for A non-empty (these more general choice
functions have been also considered in the theory of revealed preference and
in this case the choice operators of this paper are sometimes called proper
choice functions). We will try to investigate such questions in the future.
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