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1 Introduction

Early assessment of the current state of the economy is important for policy-makers. Unfortunately, reference figures used to assess economic growth are those of the quarterly national accounts which are released with a substantial delay. For example, euro area GDP figures are released by Eurostat around 45 days after the end of the reference quarter. The same delay applies for the industrial production index. Therefore, short-term analysts have developed econometric tools that exploit the information content of timely updated monthly indicators in order to provide with early estimates of GDP growth. This exercise is often referred to as ‘nowcasting’ in the recent literature (see for example Ferrara, 2007, or Angelini et al., 2008).

In this respect, business surveys are an important element in the analysis of the short-term economic situation because of the timeliness and nature of the information they convey. Indeed, business surveys are available from the end of the reference month and are rarely revised. In this paper, we focus on non-seasonally adjusted Euro-zone business surveys released by the European Commission. We show that those time series exhibit long-range dependence in the seasonal roots and we introduce an innovative way of modelling those series by taking this persistence into account through Seasonal-Cyclical Long Memory [SCLM] models. The class of SCLM models is an extension of the Fractionally Integrated model introduced by Granger and Joyeux (1980) and Hosking (1981) often used in macroeconomics (see for example Baillie, 1996, for a review). Such models possess the ability to take simultaneously into account long range dependence and cyclical behaviour. SCLM models have been introduced by Robinson (1994) and studied by Arteche and Robinson (2000). It turns out that those models are flexible enough to nest a lot of seasonal or cyclical fractionally integrated models that have been proposed in the literature.

In this paper, we describe the general class of SCLM models in section 1. Then, in section 2, we propose an innovative application of SCLM models to business surveys in the euro area. We compare this kind of models with classical seasonal linear models, based on Seasonal Auto-Regressive Integrated Moving-Average (SARIMA) models, in terms of predictive content. We empirically prove that SCLM models produce more accurate forecasts than SARIMA models.

2 SCLM models

In this section we present models referred to as Seasonal-Cyclical Long Memory models, that include generalized long memory processes and seasonal long memory processes. Such kinds of models are well appropriate for data exhibiting short term-dependent (seasonal or non-seasonal) ARMA components and slowly decaying auto-correlation at periodic lags. The use of fractional seasonal degrees allows to take seasonal fluctuations into account while avoiding over-differentiation. The autocorrelation function [ACF] of a seasonal fractionally integrated model displays an hyperbolic decay at seasonal lags, rather than the slow linear decay characterizing the conventional seasonally integrated model. Indeed, we generally observe on the ACF of real data set a superposition of hyperbolically damped sin waves.

In the spectral domain, a peak in the spectral density at a given frequency $\lambda$ indicates a cycle of period $\frac{2\pi}{\lambda}$ in the process. More generally, a seasonal process $(X_t)_t$ presents several peaks in the spectral density located at the seasonal frequencies $\lambda_h = \frac{2\pi h}{s}$, $h = 1, \ldots, \lfloor s/2 \rfloor$, where $s$ is the number of observations per year ($s = 1$ for annual data, $s = 4$ for quarterly data, $s = 12$ for
monthly data and \( s = 52 \) for weekly data), and \([s/2]\) denotes the integer part of \( s/2\). Seasonal long memory models allow a representation of the spectral density showing a singularity at zero or at any frequency \( \omega, 0 < \omega \leq \pi \), such that:

\[
f(\omega + \lambda) \sim C|\lambda|^{-2d}, \quad \text{as} \quad \lambda \to 0, |d| < 1/2,
\]

where \( C \) is a positive constant and \( d \) is any real lying on the interval \(-0.5, 0.5\]. When \( f(\lambda) \) satisfies the equation (1) for every seasonal frequency \( \omega = \omega_h, h = 1, 2, \cdots, [s/2], \) possibly with the memory parameter, \( d \), varying across \( h \), we say that the process has a seasonal long memory behavior. However, for non-seasonal time series, like annual data, equation (1) holds for a single frequency \( \omega \in [0, \pi] \) as well as eventually for \( \omega = 0 \).

Without loss of generality, we assume that the process \((X_t)_t\) is a zero-mean stationary process with finite variance. The SCLM model for \( X_t \) is defined as follows:

\[
(I - B)^{d_0} \prod_{i=1}^{k-1} (I - 2B \cos \lambda_i + B^2)^{d_i} (I + B)^{d_k} X_t = \varepsilon_t,
\]

where \( B \) is the backshift operator, where for \( i = 1, \cdots, k-1, d_i \in R \) and \( \lambda_i \) can be any frequency between 0 and \( \pi \). The innovations \((\varepsilon_t)_t\) have continuous and positive spectrum. We say that the process \((X_t)_t\) is integrated of order \( d_i \) at frequency \( \lambda_i \), \( I_{\lambda_i}(d_i) \), for \( i = 0, 1, 2, \cdots, k, \lambda_0 = 0 \) and \( \lambda_k = \pi \). Generally, in applications, the innovations \((\varepsilon_t)_t\) are supposed to follow a short-memory stationary ARMA process.


### 3 A SCLM modelling for business surveys

We focus on non-seasonally business surveys for the euro area released each end of month by the European Commission. Several economic sectors are covered by those surveys: Industry, building, retail trade, services and consumers. All the countries of the European Union are considered, as well as the euro area and the EU27 as a whole. It turns out that not all the opinion surveys present a seasonal pattern. Based on the shape of the periodogram of the differenced series, we retain two sectors with marked seasonality, namely the building and retail trade sectors at the euro area aggregated level (see Figure 1).

Let us note \((X^1_t)_t\) the first item of the construction survey (trend activity over recent months) and \((X^2_t)_t\) the fifth item of the retail survey (employment expectations), at the euro area level from January 1985 to December 2006. The main interest of economic analysts concerns the variations of the surveys from one month to the other. Therefore, in this paper, we consider the first order differencing of the raw series, denoted \((Y^1_t)_t\) and \((Y^2_t)_t\) defined by \(Y^j_t = X^j_t - X^j_{t-1}\), for
\[ j = 1, 2. \] Moreover, by cancelling the signal in the low frequencies, this differencing filter allows to focus only on the seasonal variations of the series, which is of main interest in this study. Both first order differenced surveys are presented in Figure 1. We observe that these series are centered around zero and dominated by a seasonal component.

As regards the building survey, the excess kurtosis of the series is significantly equal to zero \((\hat{K} = 0.4437)\), but the series is asymmetric, the skewness being estimated at \(\hat{S} = 0.3706\). The ACF of the series (Figure 2) shows evidence of a strong seasonal pattern with a cycle of period 12 months, but also a shorter cycle with negative auto-correlations seems to be present. The ACF decreases very slowly as the lags increase, indicating the presence of strong persistence inside the data. The raw periodogram in Figure 3 exhibits two marked peaks at the seasonal frequencies \(\pi/6\) and \(\pi/3\), corresponding respectively to cycles of period 12 months and 6 months. The peaks located at the other seasonal frequencies \(\pi/2, 2\pi/3, 5\pi/6, \pi\) present a weaker amplitude but are marked anyway. This picture suggests a higher degree of persistence for the two first seasonal frequencies.

As regards the retail trade surveys, the excess kurtosis is non-null at the classical confidence level \(1 - \alpha = 0.95\) \((\hat{K} = 0.7208)\), implying thus non-Normality through a Jarque-Bera test. Moreover, this property of non-Normality is reinforced by a negative skewness \((\hat{S} = -0.3406)\), non-null at the usual confidence level. Those statistics indicate that negative large shocks are more frequent than positive ones. The ACF (Figure 4) is quite different from the previous one, in the sense that we do not observe a slow decay, but we have rather a persistence in a cycle of period around 12 months. Moreover, other cycles seem to be present, but the ACF is too noisy.
to be interpreted clearly, so we turn to the spectral domain. The spectral density of the series estimated by the raw periodogram is presented in Figure 5. Three main peaks emerge from this picture, located at the three first seasonal frequencies, namely \( \pi/6 \), \( \pi/3 \) and \( \pi/2 \). This indicates the presence of three cycles of period, respectively, 12, 6 and 4 months. It is noteworthy that the 4-month period cycle seems to be the most persistent.

The previous described stylized facts suggest that the use of a SCLM model described in equation (2) seems adequate to explain the dynamics of these two series. We use a purely seasonal model with six frequencies, but without short-term component. Thus, for \( j = 1, 2 \), we use the following modelling:

\[
\Pi_{i=1}^{6}(I - 2 \cos(i\pi/6)B + B^2)^{d_i}(I + B)^{d_6}X_t^j = \varepsilon_t, \tag{3}
\]

where \( (\varepsilon_t)_t \) is a stationary process. Pseudo-maximum likelihood estimates of the parameters of model (3), over the whole period (Feb. 1985 - Dec. 2006), are provided in Table 1.

<table>
<thead>
<tr>
<th>( i )</th>
<th>Building ( (X_1^j) )</th>
<th>Retail ( (X_2^j) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \pi/6 )</td>
<td>0.5160</td>
</tr>
<tr>
<td>2</td>
<td>( \pi/3 )</td>
<td>0.5081</td>
</tr>
<tr>
<td>3</td>
<td>( \pi/2 )</td>
<td>0.4006</td>
</tr>
<tr>
<td>4</td>
<td>( 2\pi/3 )</td>
<td>0.4731</td>
</tr>
<tr>
<td>5</td>
<td>( 5\pi/6 )</td>
<td>0.4022</td>
</tr>
<tr>
<td>6</td>
<td>( \pi )</td>
<td>0.1654</td>
</tr>
</tbody>
</table>

Table 1: Parameter estimates of the SCLM models fitted to the building survey in differences

As regards the building survey (second column of Table 1), the first two memory parameters are slightly greater than 0.5 (indicating thus a non-stationary behavior), while the other components are not. Especially, we observe on both series that movements associated with the frequency \( \pi \) are not strongly persistent. Concerning the retail survey (third column of Table 1), the memory parameter associated to the cycle of period four months \( (\lambda_i = \pi/2) \) is the highest but it is still stationary. Other parameters are lower but non-null.

As a benchmark we fit also a classical linear SARIMA model to both series, over the whole sample (Feb. 1985 - Dec. 2006). As regards the building survey \( (X_1^1)_t \), the more parcimonious model that allows to whiten the residuals is the SARIMA\((3, 0, 0)(2, 1, 0)_{12}\), without constant in the equation. The estimated model is the following:

\[
(I - B^{12})(I - 0.2249B - 0.2974B^2 - 0.1325B^3)(I - 0.5421B^{12} - 0.1888B^{24})X_t^1 = \varepsilon_t. \tag{4}
\]

All the estimates are non-null using a Student test with \( \alpha = 0.05 \) and the estimated residual standard error is equal to 5.36.

Concerning the retail trade survey \( (X_2^1)_t \), the more parcimonious model that allows to whiten the residuals is the SARIMA\((3, 0, 0)(3, 1, 0)_{12}\), without constant in the equation. The estimated model is the following:

\[
(I - B^{12})(I - 0.4602B - 0.3824B^2 - 0.2204B^3)(I - 0.6720B^{12} - 0.4687B^{24} - 0.2842B^{36})X_t^2 = \varepsilon_t. \tag{5}
\]
All the estimates are non-null using a Student test with $\alpha = 0.05$ and the estimated residual standard error is equal to 3.22.

We describe now the forecasting experience. We use a rolling procedure by using first the learning set from the beginning of the series, in January 1985, to December 1999 and we forecast over three years ($h = 36$) using both models. Then we extend progressively the learning set, one year by one year, until December 2003, in order to provide forecasts to December 2006, the last point of our analysis. That is, we can assess the forecasting performances over 5 various forecasting horizons (2000-2002, 2001-2003, 2002-2004, 2003-2005 and 2004-2006). Therefore, for each forecasting horizon we can compute the root-mean-squared error (RMSE hereafter) of each model. To have a quick summary of the results, we compute the ratios of the RMSE, by dividing the RMSE from the SCLM model by the one from the SARIMA model. Thus, a ratio lower than one indicates a better forecasting performance of the SCLM model. Results are presented in the Table 2.

<table>
<thead>
<tr>
<th>Year</th>
<th>Building ($X_t^1$)</th>
<th>Retail ($X_t^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000-2002</td>
<td>0.80</td>
<td>0.85</td>
</tr>
<tr>
<td>2001-2003</td>
<td>0.69</td>
<td>0.83</td>
</tr>
<tr>
<td>2002-2004</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>2003-2005</td>
<td>0.96</td>
<td>0.86</td>
</tr>
<tr>
<td>2004-2006</td>
<td>1.02</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Table 2: Ratios of the RMSE for the SCLM model over the RMSE the SARIMA model

From these results, we note that the SCLM model provides systematically better forecasting results for all horizons (except over 2004-2006 for the building survey). The gain is more significative for the retail survey, while the gain depends strongly on the forecast horizon for the building survey. Those results are interesting and point out the interest of such fractional models. However, this study should be generalized to a greater number of opinion surveys, especially in the presence of a low frequency component.

4 Conclusion

In this paper we have put forward an innovative approach for modelling non-seasonal adjusted business surveys through Seasonal-Cyclical Long Memory models. Those models allow to take the persistence of seasonal roots into account. We prove empirically that SCLM models can be very competitive in terms of forecasting by comparison with classical linear models. Consequently, this approach could lead to a better approximation in the seasonal adjustment procedures when the series has to be predicted, implying thus a more accurate economic assessment for policy-makers. SCLM models have to be used at a larger scale in a forecasting competition with SARIMA models, but also with other non-linear seasonal models like for instance the Periodic Auto-Regressive model (Franses and Ooms, 1997).
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Figure 2: ACF of the building survey (trend activity over the recent months) in difference

Figure 3: Raw periodogram of the building survey (trend activity over the recent months) in difference

Figure 4: ACF of the retail survey (employment expectations) in difference
Figure 5: Raw periodogram of the retail survey (employment expectations) in difference