
HAL Id: halshs-00354249
https://shs.hal.science/halshs-00354249

Preprint submitted on 19 Jan 2009

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

A METHODOLOGY FOR DETECTING BREAKS IN
THE MEAN AND COVARIANCE STRUCTURE OF

TIME SERIES
Mohamed Boutahar, Jamel Jouini

To cite this version:
Mohamed Boutahar, Jamel Jouini. A METHODOLOGY FOR DETECTING BREAKS IN THE
MEAN AND COVARIANCE STRUCTURE OF TIME SERIES. 2007. �halshs-00354249�

https://shs.hal.science/halshs-00354249
https://hal.archives-ouvertes.fr


 

       GREQAM 
   Groupement de Recherche en Economie 

Quantitative d'Aix-Marseille - UMR-CNRS 6579 
Ecole des Hautes Etudes en Sciences Sociales 

Universités d'Aix-Marseille II et III 

Document de Travail 
         n°2007-19 

 
 

 
A METHODOLOGY FOR DETECTING 

BREAKS IN THE MEAN AND COVARIANCE 
STRUCTURE OF TIME SERIES 

 
 
 
 

Mohamed BOUTAHAR 
Jamel JOUINI 

 
  
 
 
 
 
 

September 2007 
 
 
 
 
 
 
 
 
 

 

 
 
 

 
 
 
 



A Methodology for Detecting Breaks in the Mean and Covariance 
Structure of Time Series 

 
 

Mohamed BOUTAHAR* 
Faculté des Sciences de Luminy 

Université de la Méditerranée, France 
 

Jamel JOUINI** 
F.S.E.G.N., E.S.S.A.I. and L.E.G.I. 

Université 7 Novembre de Carthage, Tunisie 
GREQAM, Université de la Méditerranée, France 

 
 

September 2007 
 
 
 
Abstract: Some structural break techniques defined in the time and frequency domains are 
presented to explore, at the same time, the empirical evidence of the mean and covariance 
instability by uncovering regime-shifts in some inflation series. To that effect, we pursue a 
methodology that combines two approaches; the first is defined in the time domain and is 
designed to detect mean-shifts, and the second is defined in the frequency domain and is 
adopted to study the instability problem of the covariance function of the series. The proposed 
methodology has a double interest since, besides the detection of regime-shifts occasioned in 
the covariance structure of the series, it allows taking into account the presence of mean-shifts 
in this series. Note that unlike the works existing in the literature which often adopt a single 
technique to study the break identification problem, our methodology combines two 
approaches, parametric and nonparametric, to examine this problem. 
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1 Introduction 
 
    The majority of works on structural change in the literature focus on the instability of the 
mean or the instability of the variance. For the first issue, we are referred to Yao (1987), and 
Yao and Au (1989) for the instability of the unconditional mean; Liu et al. (1997), and Bai 
and Perron (1998) for the instability of the conditional mean. For the second issue, two kinds 
of instability are also examined: i) the instability of the unconditional variance (the readers are 
referred to the works of Pagan and Schwert (1990), and Inclan and Tiao (1994) for tests 
developed in the time domain, and of Priestley (1965), Priestley and Rao (1969), Adak 
(1998), Ahamada and Boutahar (2002), and Mikosch and Starica (2004) for tests developed in 
the spectral domain); ii) the instability of the conditional variance (the readers are referred to 
Engle (1982), and Bollerslev (1986)). 
    The study of the instability in the time domain of the mean and the variance of a time series 
is fundamental in economics. Indeed, the theory often suggests that the economic factors 
consider the mean and the variance of the economic variable in their study. In the financial 
theory, the mean and the variance of the returns play an important part in portfolio 
management. In macroeconomics, Lucas (1973) affirms that the response of the inflation to 
varied chocks depends on his variance. The usefulness of the study of the instability of the 
moments of these economic or financial variables has been illustrated by several authors. We 
cite here two examples; the first concerns the mean instability of the inflation. Indeed, the 
works of Nelson and Plosser (1982), Fuhrer and Moore (1995), Stock (2001), among others, 
conclude that the inflation persistence,1 noted ρ and often measured by the autocorrelation of 
order one in the autoregressive structure,2 is very high, even equal to one. This indicates that 
the inflation is a random walk, which is an indicator of economic disequilibrium that is 
unacceptable by the central banks. However, the application of structural change tests on the 
inflation always leads to mean-shifts. Moreover, if we take into account these breaks in the 
mean, then the inflation persistence becomes reasonable (see, Bilke (2005) for the French 
inflation, and Levin and Pigger (2004) for the inflation of the industrialized countries). The 
second example treats the variance instability of financial data as considered by Mikosch and 
Starica (2004) who show the difficulty of describing long financial series with tools retaining 
the stationarity hypothesis of the covariance structure. In other words, a systematic adaptation 
of the parameters of the models used to describe long financial series must be done. Using 
series of large size, they explain some classic stylized facts (long-range dependence) by 
regime-shifts of the unconditional volatility. In the same context, Nouira et al. (2004) draw 
two characteristics a priori contradictory and yet coexistent in the daily returns of exchange 
rate euro/US dollar. They indeed show the non-stationarity of the covariance structure of the 
series and, after the extraction of the unstable variance using the algorithm based on the 
cumulative sums of squares of Inclan and Tiao (1994), the existence of long-memory in the 
filtered series. 
    In the literature, the works treating together the instability of the mean and the variance are 
almost nonexistent. To illustrate the limits of the above-mentioned works, we consider the 
following process: 
 

                                                 
1 Note that the inflation persistence can be defined as the tendency of inflation to converge slowly (or sluggishly) 
towards the central bank's inflation objective, following changes in the objective or various other shocks. 
Documenting this property of inflation is important for a number of reasons such as its relevance for forecasting. 
2 In this context, Gadzinski (2005) provides results on the level of inflation persistence for the EU countries, the 
euro area and the US using six different inflation series. This is done by constructing two different measures of 
persistence on the basis of univariate models, namely the sum of the autoregressive coefficients and the half-life 
indicator; these two indicators can offer complementary information under certain circumstances. 



,1, TtwY tttt ≤≤+= σµ                                              (1) 
 
where tw  is a stationary process of mean zero and variance 2

wσ .3 The tests developed by Yao 
(1987), Yao and Au (1989), Liu et al. (1997), and Bai and Perron (1998) cannot detect the 
changes in variance of the process (1), ( ) 22var wttY σσ= , because in the structure of the process 
supposed by these authors, it is the change in ( ) ttt IYE µ=−1  that is examined, where 

( )tsYI st ≤= ,σ  is the sigma-algebra generated by the variables ( )tsYs ≤, . However, the 
break dates in the mean can be estimated using some methods robust to the autocorrelation 
and the heteroskedasticity. 
    The variance tests of Inclan and Tioa (1994), the tests based on the evolutionary spectral 
density of Priestley (1965), Ahamada and Boutahar (2002), and the ARCH tests of Engle 
(1982) suppose that the studied process has a mean zero (or equal to a constant). 
Consequently, these tests cannot also be used to detect the breaks in variance of the process 
(1), unless Ttt ≤≤= 1forµµ . This example shows the necessity of a methodology that 
combines the two approaches, parametric and nonparametric.4 It then consists in applying 
some parametric structural change techniques on the series in order to detect eventual mean-
shifts. Once the number of mean-shifts and their locations are obtained, and based on the 
mean corrected series,5 we apply a nonparametric approach to determine the number of breaks 
and their locations in the covariance structure of the series. This methodology can also be 
generalized to the study of the instability of conditional moments. For the change in the mean, 
we essentially use the selection procedure based on a test developed in Bai and Perron (1998), 
and some information criteria. For the change in the unconditional variance, we focus on the 
series having different instability forms without supposing any particular structure for them. 
Because the covariance function of a stationary process is the Fourier transform of the 
spectral density, one of the best approaches to investigate the stability of the covariance 
structure is to study the stability of the spectral density. This approach has been adopted by 
Von Sachs and Neumann (2000), and then by Ahamada and Boutahar (2002) to develop 
stationarity tests of the covariance structure. In this paper, we similarly proceed. Firstly, we 
estimate a time spectral density based on the theory of the evolutionary spectrum of Priestley 
(1965, 1996). Then, we estimate the number of breaks and their locations by examining the 
changes of the form of the spectral density. Note that this problem, which is based on the 
nonparametric approach, is tackled by boiling down to a parametric study of structural 
changes. Consequently, some parametric testing and estimation procedures can be applied to 
determine the number of breaks and their locations in the covariance structure of the 

                                                 
3 We can, for example, represent the mean and the variance by 
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4 Unlike the parametric approach that requires the modelling of data series before their treatment, the 
nonparametric approach has the advantage to treat a large number of models since it does not require any 
particular structure. 
5 This means that we take into account the presence of mean-shifts in the considered series. The obtained series 
does not present, in principle, mean-shifts in its structure. 



considered processes.6 Thus, this methodology has a double interest. Indeed, in addition to the 
determination of regime-shifts occasioned in the covariance function of the series, it allows 
taking into account the presence of mean-shifts in the series. 
    The paper is organized as follows. Section 2 presents the parametric approach, namely the 
structural change model, the estimation method to estimate the regression coefficients and the 
break dates, and the selection procedures of the number of breaks. Section 3 defines the 
nonparametric approach. Indeed, we first briefly describe the spectrum theory and recall the 
Priestley's (1965, 1996) approach concerning the evolutionary spectral density theory and his 
estimator. We then show how the evolutionary spectral density can be used to locate the 
regime-shifts in the covariance structure of time series. Section 4 presents the methodology 
proposed to analyse the breaks in the mean and covariance structure of time series. Empirical 
applications based on inflation series7 are provided in Section 5 to illustrate the usefulness of 
the proposed methodology. The results reveal some changes in the unconditional volatility of 
the considered data series. They also suggest that unlike the case of the study of the mean-
break problem, the information criteria are more powerful than the sequential selection 
method in detecting the number of structural breaks in the covariance structure of the series 
based on the evolutionary spectrum theory. Section 6 concludes the paper. The results are 
provided in Appendix 1, and the different graphics of the series in Appendix 2. 
 
2 Parametric Approach 
 
For the study and the analysis of structural change models, the estimation of the number of 
breaks receives an important attention from the researchers. Several selection procedures exist 
in the literature, including the information criteria and the procedures based on a sequence of 
tests. These statistical tools are designed, in the context of this paper, to study the mean-shifts 
in the data series. 
 
2.1 The structural change model and estimation method 
 
Consider the following mean-shift model with m breaks: 
 

,tjt XY += µ            ,,...,11 jj TTt += −                                                    (2) 

 
for 1,...,2,1 += mj , 00 =T  and TTm =+1 . tY  is the observed dependent variable (the inflation 
series in this paper), jµ  are the means with 1+≠ ii µµ  ( )mi ≤≤1 , and tX  is the error term. 

The break dates ( )mTT ,...,1  are explicitly treated as unknown. Let ( )′= +121 ,...,, mµµµµ . The 
estimation method proposed in Bai and Perron (1998) is based on the ordinary least-squares 
(OLS) principle. It first consists in estimating the regression coefficients jµ  by minimizing 

the sum of squared residuals ( )
21
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Y µ . Once the estimate ( )mTT ,...,ˆ 1µ  is 

obtained, we substitute it in the objective function and denote the resulting sum of squared 
residuals as ( )mT TTS ,...,1 . The estimated break dates ( )mTT ˆ,...,1̂  are then determined by 

                                                 
6 Note that our approach is original since unlike the works existing in the literature, which often adopt a single 
technique to study the identification problem of structural breaks, it combines the two techniques, parametric and 
nonparametric, to examine this problem. 
7 We study the inflation because it is of fundamental importance since this variable can have far-reaching 
implications for the economy both in terms of economic efficiency and wealth distribution. 



minimizing ( )mT TTS ,...,1  over all partitions ( )mTT ,...,1  such that [ ]TTT ii ε≥− −1 ,8 where ε  is an 
arbitrary small positive number and [.] denotes the integer part of argument. Finally, the 
estimated regression coefficients are such that ( )mTT ˆ,...,ˆˆˆ 1µµ = . In our empirical 
computations, we use the efficient algorithm developed in Bai and Perron (2003), based on 
the principle of dynamic programming, to estimate the unknown parameters. 
 
2.2 Selection of the number of breaks 
 
    To select the number of breaks and their locations, Yao and Au (1989) propose the criterion 
 
                                       ( )( ) ,//ˆ,...,ˆln)( 1 TmCTTTSmYIC TmT +=                                            (3) 
 
where 12* += mp  is the number of unknown parameters, and { }TC  is any sequence 
satisfying ∞→− n

TTC
/2  and 0/ →TCT  as ∞→T  for some positive integer n. In our 

empirical applications, we use the sequence 7.0368.0 TCT =  proposed by Liu et al. (1997) who 
suggest the following modified Schwarz' criterion: 
 

( ) ( ) ( )( ) ( )[ ] TTppTTTSmMIC mT /ln299.0/ˆ,...,ˆln 1.2**
1 +−= .                          (4) 

 
The estimated number of break points m is obtained by minimizing these criteria given an 
upper bound M for m.9 Bai and Perron (1998) suggest a method based on the sequential 
application of the following statistic:10 
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where ( ) ( ){ }ετετε 111,

ˆˆˆˆˆˆ; −−− −−≤≤−+=Λ iiiiiii TTTTTT , ( )liiT TTTTS ˆ,...,ˆ,,ˆ,...,ˆ
11 τ−  is the sum of 

squared residuals resulting from the least-squares estimation from each m-partition ( )mTT ,...,1 , 
and 2σ̂  is a consistent estimator of 2σ  under the null hypothesis.11 The procedure to estimate 
the number of breaks is the following: 
 

• Start by estimating a model with small number of break dates (or with no break) using 
the global minimization of the sum of squared residuals (section 2.1) or the sequential 
method one-at-a-time proposed by Bai (1997). 

                                                 
8 From Bai and Perron (2003), if the estimation is the sole concern for the study, then the minimal number of 
observations in each regime [ ]Tε  can be set to any value greater than 1, the number of regressors in the model. 
9 The performance of these criteria has been recently examined by Boutahar and Jouini (2007) who consider the 
problem of selecting the number of breaks in the mean of a time series. Indeed, they prove analytically and show 
by a Monte Carlo study that the above criteria tend to choose a spuriously high number of structural breaks when 
the process is trend-stationary without changes. The important question suggested by their results is that of 
distinction between trend-stationary process and random walk when modelling real data series. 
10 This statistic allows testing the null hypothesis of l breaks against the alternative that an additional break 
exists. 
11 Note that the asymptotic critical values relating to this test are provided in Bai and Perron (1998, 2003) for 
some values of the trimming ε  and the maximum possible number of breaks M. 
 



• Perform parameter constancy tests for each subsample (those obtained by cutting off 
at the estimated break points), adding a break to a subsample associated with a 
rejection with the test ( )llFT |1sup + . 

• Repeat the process by increasing l sequentially until the test ( )llFT |1sup +  fails to 
reject the no additional structural change hypothesis. 

 
    The final number of breaks is thus equal to the number of rejections obtained with the 
parameter constancy tests plus the number of changes used in the initial step. Note that, unlike 
the information criteria, this procedure can directly take into account the effect of possible 
serial correlation in the errors and heterogeneous variances across regimes. Bai and Perron 
(2003, 2006) favour the sequential method based on the ( )llFT |1sup +  test which seems to 
perform better than procedures based on information criteria. 
    Jouini and Boutahar (2005) use the above-mentioned selection methods to explore the 
empirical evidence of the instability by uncovering structural breaks in some U.S. time series. 
To that effect, they pursue a methodology composed of different steps and propose a 
modelling strategy to implement it. Their results indicate that the time series relations have 
been altered by various important facts and international economic events such as the two Oil-
Price Shocks and changes in the International Monetary System. 
 
3 Nonparametric Approach 
 
In this section, we present a nonparametric approach based on the evolutionary spectrum 
theory of Priestley (1965, 1996) allowing the detection of breaks in the covariance structure of 
time series. It seems that some stationarity tests defined in the time domain, like those 
proposed by Pagan and Schwert (1990), and Kwiatkowski et al. (1992), are specific to 
particular forms of nonstationarity.12 An efficient way, to capture more instability forms in the 
covariance structure of time series, is the use of the spectral density since this latter is linked 
to the covariance function through the Fourier transform. The interest of the evolutionary 
spectral density is great since it incidentally allows modelling the series, and locating the 
instable frequencies and the dates from which these instabilities happened. So, the 
evolutionary spectral density has this unique particularity to provide simultaneously the 
instability characteristics of the series in the time and frequency domains. We can then check, 
in the case of nonstationarity, the frequential components of the instability. Indeed, if the 
frequencies are low, then the instability concerns the long term. However, if the frequencies 
are high, then the instability affects the short term. 
 
3.1 Theory of the evolutionary spectrum 
 
The nonstationary processes in the spectral domain have been studied by several authors in 
the literature such as Priestley (1965), Priestley and Rao (1969), Adak (1998), among others. 
Here, we borrow from Priestley (1965) the ideas and the notations.13 The spectral analysis 
constitutes an approach of the analysis of processes analogous to the one of that of the time 
domain which is based on the autocovariance function. It brings additional informations for 

                                                 
12 The approach of Pagan and Schwert (1990) is essentially based on the homogeneity of the variance of the 
studied process. This can be insufficient to detect the nonstationarity of processes having a variance 
approximately constant and a covariance structure dependent of time. The KPSS test (Kwiatkowski et al., 1992) 
is often evoked, but it is principally centered on the nonstationarity explained by the presence of unit-root. 
13 For the details and proofs, the readers are referred to this work. 



the interpretation of some results and allows avoiding the introduction of a parametric model 
that is not always ad hoc. 
 
3.1.1 Definition 
 
The theory of the evolutionary spectrum of Priestley (1965) is concerned with oscillatory 
processes { }tX  defined as follows: 
 

( ) ( )∫−=
π

π
ω ωω dZeAX ti

tt ,                                                     (6) 
 
where for each ω , the sequence ( ){ }ωtA , as function of t, has a generalized Fourier transform 
whose modulus has an absolute maximum at the origin. ( ){ }ωZ  is an orthogonal process on 

[ ]ππ,−  with ( )[ ] 0=ωdZE , ( )[ ] ( )ωµω ddZE =2 , where ( )ωµ  is a positive measure. Unlike 
the stationary case where the spectral representation provides a frequential description of the 
process, the oscillatory processes have an evolutionary spectrum that provides a frequential 
description which is local and at each date t at the same time.14 Without loss of generality, the 
evolutionary spectral density of the process { }tX  is given by 
 

( ) ( )
ω
ωω d

dHh t
t = ,          πωπ ≤≤− ,                                          (7) 

 
where ( ) ( ) ( )ωµωω dAdH tt

2
= . The Priestley's evolutionary spectrum theory is particularly 

an attractive concept since it has a physical interpretation. It encompasses most other 
approaches as special cases and includes many types of nonstationary processes. The 
instantaneous variance of { }tX  is given by 
 

( ) ( ) ωωσ
π

π
dhX ttt ∫−== var2 .                                                (8) 

 
These relations show that all modifications in the time of the covariance structure of the 
studied series may be captured by studying the stability of the evolutionary spectral density 
( )ωth . In particular, the relation (8) shows that a modification of the variance of the process 

necessarily entails a variation of ( )ωth  with respect to the variable time. 
 
3.1.2 Estimation of the evolutionary spectral density 
 
    The proposed method is inspired by that of the stationary case with the constraint of local 
stationarity at the date t. An estimator of ( )ωth  at time t and frequency ω  can be obtained 

using two windows { }ug  and { }vw . Without loss of generality, the estimator ( )ωtĥ  is 
constructed as follows: 
 
                                                 
14 The description is local since it exists an interval of the frequency domain on which the process { }

t
X  can be 

considered as approximately stationary. 
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From Priestley (1988), ( )( ) ( )ωω tt hhE ≈ˆ , ( )( )ωtĥvar  decreases as 'T  increases and ( )21 , tt∀ , 

( )21 ,ωω∀ , ( ) ( )[ ] 0ˆ,ˆcov 21 21
≈ωω tt hh  if at least one of the following conditions (i) or (ii) is 

satisfied:15 
 

(i)   '
21 Ttt ≥− ,                  (ii)   

k
πωω ≥± 21 .                                (11) 

 
3.2 Detection of breaks in the covariance structure 
 
    Let { } TttX ,,1K=  be data from a discrete process { }tX  with theoretical evolutionary spectral 

density ( )ωth . We consider the grid of times { }Iii iTt 1=′= , where [ ]TTI ′= /  and the grid of 
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hh ωln= . From Priestley 
and Rao (1969), we have 
 

,ijijij ehZ +≈                                                                  (12) 
 
where the sequence { }ije  is approximately uncorrelated and identically distributed normal. 
The model (12) may also be written as 
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πω . The number of taken values .ih  depends on the 

number of regime-shifts of the series tX . Indeed, on each interval where the series is 

                                                 
15 For more details on the relations (i) and (ii) and the choice of k and T ′ , the readers are referred to Priestley 
(1969). 
 



stationary, the evolutionary spectral density is independent of time, i.e. .ih  is constant with 
respect to i on each of the intervals corresponding to regime-shifts. The model is then with 
change in mean (mean-shift model). More precisely, if the series is stationary on a sequence 
of 1+m  successive intervals { } 1

1
+
=
m
llI , with { }Iiil iTtI 1=′=⊂ , 0/=∩ ′ll II  if ll ′≠ , and 

{ } { }Iiil
m
l iTtI 1

1
1 =
+
= ′==∪ , then the model (13) becomes a mean-shift model with m breaks for 

the value of the spectral density .ih , i.e. 
 

,.. ili ehZ +≈                                                                  (14) 
 
where lh  is a constant,16 .il hh =  for all li It ∈ . In this paper, we consider that 1=′T , which 
means that we constrain the frequential resolution by supposing only the condition (ii) of (11) 
with 7=k .17 This implies that the dates corresponding to structural changes will be chosen 
among the points of the grid { }Tii it 1== . Thus, we can apply the parametric testing and 
estimation procedures discussed above on the mean-shift model given by (14) to determine 
the number of breaks and their locations in the covariance structure of the considered 
processes. 
    Note that Ben Aïssa et al. (2004) adopt this nonparametric approach to propose a test 
similar to that based on Kolmogorov-Smirnov statistic applied to the evolutionary spectrum to 
determine the number of changes and their locations in the monthly U.S. inflation series. 
    Most of the works existing in the literature treat the instability question in the time by 
adopting parametric procedures. However, the numerical examples considered in this paper 
are designed to evaluate the performance of the above procedures by adopting a 
nonparametric approach. Note that the use of large size data is necessary for the efficiency of 
the implementation of this approach. 
 
4 Methodology 
 
    The examination of some data series can often allow us to observe that it is difficult to 
accept that the mean and/or the variance of such processes are constant over the entire sample. 
Since the nonparametric approach based on the evolutionary spectral theory requires that the 
series is mean-stationary, we propose in this paper a methodology that combines the two 
adopted approaches; the first allows studying the instability question of the mean, and the 
second allows investigating the instability question of the covariance structure of time series. 
More exactly, this methodology is composed of two steps: 
 

1. We use the parametric procedures robust to the autocorrelation and the 
heteroskedasticity (see, section 2) to estimate the break dates in the mean of tY , 

namely 
1ˆ21

ˆ,,ˆ,ˆ
mTTT K , where 1m̂  is the number of mean-shifts in the series, based on 

the model (2). 
2. We consider the mean corrected series itt YX µ̂−= , for  ,ˆ,...,1ˆ

1 ii TTt += −  where 

1ˆ,...,2,1 1 += mi , 00̂ =T  and TTm =+1ˆ1
ˆ , and iµ̂  is a consistent estimator of iµ . Then, 

we apply the nonparametric techniques on the series tX  to estimate the break dates in 

                                                 
16 This is because the spectral density is independent of time in each interval where the process is stationary. 
17 For more details on the choice of T ′  and k , see Priestley (1965). 



the covariance structure of tY , namely 
2ˆ21

~,,~,~
mTTT K , where 2m̂  is the number of 

variance-shifts in the series. Note that this is done by using the defined parametric 
procedures since the study of the covariance instability is in turn tackled by boiling 
down to a parametric study of structural changes. 

 
5 Empirical illustrations 
 
    We now apply the methodology proposed above on the inflation series obtained using the 
Consumer Price Index (CPI) of four countries: France, Italy, Germany and U.S.A.. We 
consider monthly data covering the period 1957 : 2-2002 : 3 (542 observations) and obtained 
from the International Monetary Fund (IMF) database. A look at the graphs of the series (see, 
Appendix 2) allows us to observe that the mean and variance stationarity does not seem 
acquired since it is difficult to accept that these two moments are considered as constant over 
all the series. We start by applying the first step of the methodology that consists in detecting 
the mean-shifts of the series using the above-mentioned parametric procedures, namely the 
information criteria and the sequential selection procedure, based on the model (2). We 
suppose that the errors are correlated since we don't consider the case where a lagged 
dependent variable is allowed as regressor (see, Assumption A4 in Bai and Perron, 1998). We 
also consider different distributions for the regressors and the errors18 across regimes since the 
graphs of the series display some variability in different periods. The maximum permitted 
number of breaks is 5=M , the minimum number of observations in each regime is [ ]Tε  
where 10.0=ε , and the significance level for the sequential selection procedure is %5=α . 
    The results provided in Tables 1 and 2 indicate that the information criteria detect two 
break dates for the first three countries and three dates for U.S.A., while the sequential 
method chooses an additional break date for both France19 and Italy.20 The detection of an 
additional break date by the sequential procedure indicates that the French and Italian 
inflation processes are unstable at the 1990s. These results contradict those of the information 
criteria that indicate that the evolution curves of French and Italian inflation series were 
flattened during almost the last twenty years making the processes stable. Consequently, this 
calls the attention to the fact that the used procedure is more powerful than the information 
criteria in detecting mean-shifts,21 which confirms the conclusions of Bai and Perron (2003, 
2006). The majority of the 95% confidence intervals22 of the break dates cover small periods 
indicating that the dates are precisely estimated. A feature of substantial importance is that 
these dates are associated with high magnitude of change while the others are not. Thus, the 
estimation precision of the break dates highly depends on the break size of the dates. 
    After determining the mean-shifts by adopting the parametric procedures, we now focus on 
the nonparametric approach based on the evolutionary spectrum theory to detect the regime-
shifts in the covariance structure of the inflation series. To that effect, we pursue the second 
                                                 
18 Note that the existence of breaks in the variance could be exploited to increase the precision of the break date 
estimates (Bai and Perron, 2003). 
19 Note that the break date 5:19852

ˆ =T  selected by the sequential procedure has also been detected by Bilke 
(2005). Indeed, by studying the same inflation series based on the CPI, over a shorter period (1973-2003), he 
only detects one break date. However, by restricting to the service sector, he detects an additional break date 
located in 1993 : 2. 
20 A look at the graphs of the series may confirm the selection of the additional dates as mean-shift points since 
the series can be affected by structural breaks as there is an anomalous behaviour at the 1990s. 
21 Note that the breaks in mean detected by the sequential procedure are illustrated on the graphs of the series 
given in Appendix 2. 
22 The confidence intervals are constructed based on the asymptotic distribution of the estimated break dates 
given in Bai and Perron (1998). 



step of the proposed methodology. We recall that the mean corrected series tX  (see, 
Appendix 3) is obtained based on the breaks detected by the sequential method since it is 
more powerful than the information criteria, and this because it allows selecting dates even 
with a very small magnitude of change.23 The application of the break selection procedures on 
these series does not provide any mean-shift, which allows concluding that the series are 
stable in mean,24 and consequently we can use the nonparametric approach that requires the 
stability of the moment of order one before examining the instability question of the 
covariance structure of time series. The results presented in Table 3 indicate that unlike the 
conclusions deduced during the study of the mean-shift problem, the sequential selection 
procedure is not more powerful than the information criteria for the detection of the number 
of breaks and their locations in the covariance structure of the series based on the evolutionary 
spectrum theory.25 This is explained by the fact that the sequential method underestimates the 
number of breaks in the covariance structure of the series since a look at the graphs of the 
mean corrected series (see, Appendix 3) allows observing that there is some breaks. The 
confidence intervals of the break dates indicate that some dates are precisely estimated. The 
results show that the covariance structure of the inflation series varies between some dates. 
The unconditional volatility of the series is not constant over these intervals, which confirms 
our initial intuition. 
    It seems that the obtained results confirm the recent works of some authors as Loretan and 
Phillips (1994), and Mikosch and Starica (2004). 
 
6 Conclusion 
 
In this paper, the problem of the mean and covariance instability has been subjected to a 
meticulous examination based on some techniques developed in the time and frequency 
domains. Indeed, we have proposed a methodology for studying, at the same time, the 
changes in the mean and covariance structure of time series. We have illustrated the 
usefulness of the methodology through a few empirical applications to inflation series. The 
obtained results highlight the practical importance of the proposed methodology. This paper is 
then justified by our aim to find a methodology that allows investigating the instability 
problem of the mean and covariance at the same time. 

                                                 
23 Note that 1m̂  is equal to 2 for Germany and 3 for the other countries. 
24 This can be corroborated by a look at the graphs of the series given in Appendix 3. 
25 Note that the breaks in variance detected by the information criteria are illustrated on the graphs of the mean 
corrected series reported in Appendix 3. 



Appendix 1: Empirical results 
 
 
Table 1. Estimate results for the mean-shift detection by the information criteria 

Estimated break dates1 Estimated coefficients2 

France 
1̂T  2̂T   1µ̂  2µ̂  3µ̂   

 1973:3 1984:10  0.0042 0.0086 0.0019  
 (72:4-76:2) (84:7-85:4)  (0.0005) (0.0004) (0.0002)  
Italy 

1̂T  2̂T   1µ̂  2µ̂  3µ̂   
 1972:6 1984:2  0.0027 0.0125 0.0037  
 (71:6-72:8) (83:11-85:3)  (0.0003) (0.0008) (0.0003)  
Germany 

1̂T  2̂T   1µ̂  2µ̂  3µ̂   
 1969:11 1982:6  0.0018 0.0043 0.0017  
 (66:10-73:5) (80:7-85:4)  (0.0004) (0.0004) (0.0002)  
U.S.A. 

1̂T  2̂T  3̂T  1µ̂  2µ̂  3µ̂  4µ̂  
 1966:1 1973:1 1981:9 0.0013 0.0035 0.0075 0.0026 
 (65:1-66:10) (71:8-73:3) (81:2-82:8) (0.0002) (0.0002) (0.0005) (0.0002)
Notes: 1 In parentheses are reported the 95% confidence intervals for the break dates. 
2 In parentheses are reported the standard errors (robust to serial correlation) for the estimated regression 
coefficients. 
 
 
 
Table 2. Estimate results for the mean-shift detection by the sequential procedure 

Estimated break dates Estimated coefficients 
France 

1̂T  2̂T  3̂T  1µ̂  2µ̂  3µ̂  4µ̂  
 1973:3 1985:5 1992:5 0.0042 0.0084 0.0025 0.0012 
 (72:2-76:5) (85:3-86:1) (89:1-94:9) (0.0005) (0.0004) (0.0002) (0.0002)
Italy 

1̂T  2̂T  3̂T  1µ̂  2µ̂  3µ̂  4µ̂  
 1972:3 1984:2 1996:5 0.0027 0.0124 0.0046 0.0018 
 (71:3-72:5) (83:12-85:7) (96:2-97:8) (0.0003) (0.0008) (0.0003) (0.0002)
Germany 

1̂T  2̂T   1µ̂  2µ̂  3µ̂   
 1969:11 1983:1  0.0018 0.0042 0.0017  
 (66:9-73:8) (80:12-85:11)  (0.0004) (0.0003) (0.0002)  
U.S.A. 

1̂T  2̂T  3̂T  1µ̂  2µ̂  3µ̂  4µ̂  
 1967:4 1973:1 1982:7 0.0015 0.0037 0.0073 0.0026 
 (66:7-68:2) (70:11-73:3) (82:1-83:9) (0.0002) (0.0002) (0.0005) (0.0002)
 



Table 3. Estimate results for the covariance-shift detection by the selection procedures 
Estimated break dates (information criteria) 

France 
1

~T      
 1961:7     
 (61:6-61:8)     
Italy 

1
~T  2

~T  3
~T  4

~T   

 1969:1 1973:7 1980:8 1985:9  
 (68:12-69:2) (73:6-73:7) (80:7-80:9) (84:7-86:6)  
Germany 

1
~T  2

~T  3
~T  4

~T   

 1963:9 1979:2 1989:3 1993:9  
 (62:11-66:12) (70:6-85:2) (86:12-89:4) (93:8-93:10)  
U.S.A. 

1
~T  2

~T  3
~T  4

~T  5
~T  

 1972:12 1978:8 1983:2 1991:4 1997:9 
 (67:3-73:3) (57:2-00:8) (81:3-02:3) (91:3-91:5) (97:8-97:9) 

Estimated break dates (sequential procedure) 
France No break     
      
      
Italy 

1
~T  2

~T     
 1985:6 1995:10    
 (85:5-85:7) (95:2-02:3)    
Germany 

1
~T      

 1963:9     
 (57:2-65:6)     
U.S.A. No break     
      
      
 



Appendix 2: Graphs of the Series 
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Appendix 3: Graphs of the Mean Corrected Series 
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