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Abstract

We give the limiting distribution of the least squares estimator in the polynomial

regression model driven by some long memory processes. We prove that with an

appropriate normalization, the estimation error converges, in distribution, to a ran-

dom vector which components are a mixture of stochastic integrals. These integrals

are with respect to a Lebesgue measure, and can be computed recursively where

the seed is a random variable which depends on the assumptions made on the noise

process. The limiting distribution can be Gaussian or non Gaussian.

Keywords: Fractional Brownian motion; Long memory; Multiple Wiener-Itô in-

tegral; Polynomial regression; Stochastic integral

1 Introduction

Consider the univariate polynomial regression

yt = θ0 + θ1t+ ...+ θpt
p + εt, (1)
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†Département de mathématiques case 901. Faculté des Sciences de Luminy. 163 Av. de Luminy 13288 MAR-
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where yt is the tth observation on the dependent variable, and εt is a zero mean

process with finite variance and satisfying the following functional non-central limit

theorem (FNCLT)

n−HL(n)−1/2
[nt]X
k=1

εk =⇒ Z(0)(t), 0 < H < 1, (2)

where L is a slowly varying function (i.e., L(an)/L(n) −→ 1 as n −→ ∞ for any

a > 0), bounded in all finite intervals, =⇒ denotes the convergence in the CADLAG

space D[0,1] endowed with the Skorokhod topology, Z(0)(t) is a random element of

D[0,1].

In section 3, we will give some processes who satisfy the FNCLT (2).

The parameter θ = (θ0, ..., θp)
0 is unknown and estimated by the least-squares

estimator (L.S.E.)

bθn = Ã nX
k=1

ΦkΦ
0
k

!−1 nX
k=1

Φkyk, (3)

where Φt = (1, t, ..., tp)0. Recall that the least-squares estimation error satisfies:

bθn−θ =Ã nX
k=1

ΦkΦ
0
k

!−1 nX
k=1

Φkεk. (4)

The process (1) is very useful in many area. For example many nonstationary

(in trend) macroeconomic time series exhibit long memory behavior after extracting

a linear trend from them, see Ajmi and Boutahar (2004).

Yajima ((1988),(1991)) considered the L.S.E. in the regression model with de-

terministic design, he proved its strong consistency and under a condition on the

higher-order cumulants of the white-noise process of the errors (εt) he proved also

the asymptotic normality of the L.S.E. He also proposed to estimate the parameter

H by applying Whittle estimator to the least-squares residuals.

If we assume that the noise (εt) is a Gaussian process with spectral density satisfy-

ing (7) below, then θ can be estimated by using the weighted least squares estimator

proposed by Dahlhaus (1995) who proved that the WLSE is aymptotically normal.
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Giraitis et al.(1996) proved the asymptotic normality of certain classes of M- and

R-estimators of the slope parameter vector in linear regression models with non

Gaussian linear errors i.e. (εt) is a long memory moving average.

In this paper we will consider a large class of processes (εt). We don’t impose

Yajima(1991)’s condition on the higher-order cumulants of the white-noise process

of (εt). Moreover, we don’t assume the Gaussianity of (εt) imposed by Dahlhaus

(1995), nor the linearity of (εt) assumed by Giraitis et al. (1996). We establish a

new asymptotic distribution for the L.S.E. bθn. It contains a mixture of recursive
stochastic integrals based on the random limit process Z(0)(t) of the FNCLT (2), and

can be Gaussian or non Gaussian.

To understand the effects of spuriously detrending a nonstationary fractionally

integrated (NFI) process (i.e. the process (14) with d ≥ 1/2), we refer the reader to
the work of Marmol and Velasco (2002). Our process under study is assumed to be

a trend-stationary long memory process which is not structurally the same as the

NFI, but the two processes can have trajectories which can be visually confused.

Moreover, for a given data, the empirical debate of whether such series is best de-

scribed as being trend-stationary or difference-stationary continues unresolved (see

Perron (1989), Andrews and Zivot (1992) for analysis of some macroeconomic time

series). Note also that the NFI processes, considered by Marmol and Velasco (2002),

don’t possess the self-similarity property even supposing, in their assumption A,

the normality of (ut) and that |d|< 1/2 (i.e. the process is stationary and invert-

ible). For instance, the fractional Gaussian noise defined by (8) doesn’t belong to

the class of processes considered by them. In our paper we obtain a limiting dis-

tribution which is a functional of the random variable Z(0)(t) of the FNCLT (2),

which can be Gaussian (fractional Brownian motion), non Gaussian (a multiple

Wiener-Itô integral) or any other process, whereas the one obtained by Marmol

and Velasco (2002) is a Gaussian distribution which is a functional of Holmgren-

Riemann-Liouville integral (see Lévy (1953) for more details about this process)

3



defined by B0
H(t) =

tZ
0

(t− s)H−1/2dB(s)/Γ(H +
1

2
).

2 Main result

Lemma 1. Assume that the process (εt) satisfies the FNCLT (2) and let

Zn(τ0, ..., τp) = n
−H

L(n)
−1/2

[nτ0]X
k=1

εk, n−1
[nτ1]X
k=1

kεk, ..., n−p
[nτp]X
k=1

kpεk

 . (5)

Then

Zn =⇒ Z,

where

Z(τ0, ..., τp) =
³
Z(0)(τ0), ..., Z

(p)(τp)
´
,

and for all 1 6 j 6 p, Z(j)(τ) = τ Z(j−1)(τ)−
τZ
0

Z(j−1)(s)ds.

Proof. Let Z(j)n (τ) =

[nτ ]X
k=1

kjεk. It’s not difficult to show that for all 1 6 j 6 p

Z(j)n (τ) = [nτ ]Z(j−1)n (τ)−
[nτ ]−1X
k=1

Z
(j−1)
k (τ),

since Z(0)n (τ) =

[nτ ]X
k=1

εk, the conclusion of the lemma holds from (2) by applying the

continuous mapping theorem, by induction on j, and by using the fact that for all

1 6 j 6 p, the following functional

(f1(•), ..., fj(•)) 7−→
f1(•), ..., fj(•), •fj(•)−

•Z
0

fj(s)ds


is continuous from D[0, 1]j to D[0, 1]j+1 .¤

To state the main theorem let us consider the normalization matrix

Dn = diag(n−
1
2 , n−

3
2 , ..., n−

(2p+1)
2 ).
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Theorem 2.The limiting distribution of bθn is given by
n−H+

1
2L(n)−1/2D−1n (bθn−θ) d−−−−→ H−1ξ,

where ξ = Z(1, ..., 1)0 = (Z(0)(1), ..., Z(p)(1))0, the processes Z(j)(τ) , 0 6 j 6 p, are

defined in Lemma 1, H is the Hilbert matrix with the (i,j)-th entry h(i, j) = 1
i+j−1 , 1

6 i, j 6 p+ 1.

Proof. We have

n−H+
1
2L(n)−1/2D−1n (bθn−θ) =

Ã
Dn

nX
k=1

ΦkΦ
0
kDn

!−1
n−H+

1
2L(n)−1/2Dn

nX
k=1

Φkεk,

= Hn
−1Zn(1, ..., 1)0

where

Hn = Dn

nX
k=1

ΦkΦ
0
k Dn and Zn(τ0, ..., τp) is given by (5).

Hn(i, j) =
1

ni+j−1

nX
k=1

ki+j−2 −→ 1

i+ j − 1 ,

hence

Hn −→ H. (6)

H is an Hilbert matrix, therefore it is positive definite (cf. Choi (1983)). Conse-

quently the conclusion follows from (6) and the Lemma 1. ¤

3 Some processes satisfying the FNCLT

There are many long memory processes who satisfy the FNCLT (2). The following

four classes are usually considered in the literature.

3.1 Gaussian processes

Let (εt) be a stationary Gaussian process with regularly varying spectral density f(λ)

of the form

f(λ) = |λ|1−2H L
³
|λ|−1

´
, 0 < H < 1, (7)
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where L is a slowly varying function (i.e., L(an)/L(n) −→ 1 as n −→∞ for any a > 0),

bounded in all finite intervals and f is integrable on [-π, π].

There are two popular processes satisfying (7). The first one is the fractional

Gaussian noise, introduced by Mandelbrot and Van Ness (1968), defined by

XH(t) = BH(t)−BH(t− 1), (8)

where BH(t) is the reduced fractional Brownian motion

BH(t) =
1

Γ(H + 1
2)


0Z

−∞
[(t− s)H−1/2 − (s)H−1/2]dB(s) +

tZ
0

(t− s)H−1/2dB(s)

 , (9)

Γ (.) standing for the gamma function, and B(t) is the standard Brownian motion.

An important property of fractional Brownian motion is the self-similarity of its

increments i.e.

BH(t0 + τ)−BH(t0) =d n−H(BH(t0 + nτ)−BH(t0)), ∀(t0, n, τ), (10)

where Y =d Z means that Y and Z have the same finite joint distribution functions.

The equality (10) implies the following property for the fractional Gaussian noise

XH(t)

An =
nX

k=1

XH(t− 1 + k) =d nHXH(t), (11)

i.e. the aggregated and normalized process (An/n
H) has the same finite joint distri-

bution function as the starting value XH(t).

The spectral density of the fractional Gaussian noise (see Sinai (1976)) is given

by

f(λ) = V (H)F (H)(1− cosλ)
+∞X

k=−∞
|λ+ 2kπ|−1−2H , (12)

where

V (H) =
1

[Γ(H + 1
2)]

2


0Z

−∞

h
(1− s)H−1/2 − (−s)H−1/2

i2
ds+

1

2H

 , (13)
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F (H)=

 +∞Z
−∞

(1− cosx) |x|−1−2H dx

−1 ,
Further properties of fractional Gaussian noise are discussed in Mandelbrot and

Taqqu (1979). The fractional Gaussian noise (or fractional Brownian motion) has

been used as a model or noise in various domains: geophysical data (Beran and Ter-

rin (1996), Graf (1983)), communication (Mandelbrot (1965), Leland et al. (1994)),

see also the references therein.

The second process who satisfies (7) is the fractional autoregressive-moving av-

erage ARFIMA(p, d, q)

φ(L)(1− L)d(Y t− µ) = θ (L)ut, (14)

where

φ(L) = 1− φ1L− ...− φpL
p, θ (L) = 1 + θ1L+ ...+ θqL

q,

d ∈ R, is the memory parameter such that |d| < 1/2, L is the backshift operator

LYt = Yt−1, µ = E (Yt), ut ∼ i.i.d .
¡
0, σ2

¢
and

(1− L)d =
X
k≥0

bk (d)L
k, (15)

where

bk (d) =
Γ (k − d)

Γ (k + 1)Γ (−d) for every k ≥ 0 . (16)

The spectral density of the ARFIMA process is given by

f(λ) =
σ2

2π

¯̄
1− eiλ

¯̄−2d ¯̄
θ
¡
eiλ
¢¯̄2 ¯̄

φ
¡
eiλ
¢¯̄−2

. (17)

Let γ(k) =
πZ
−π

eikλf(λ)dλ denote the autocovariance function of (Yn), then we have

( see Zygmund (1959), theorem (2.22), page 190)

γ(k) ∼ 2k2H−2L(k)Γ (2− 2H) sin(π(H − 1
2
)) as k →∞.
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This class of processes was introduced by Granger and Joyeux (1980) and Hosk-

ing (1981) and is frequently used in modelling economic time series. The motivation

behind is that the aggregation of stationary short memory processes (for exam-

ple ARMA) can generate a stationary process with long-range dependence, i.e. a

process with persistent memory, which has the following two properties: 1) the au-

tocorrelation function γ(k) decays hyperbolically and is not absolutely summable,X
|γ(k)| = +∞, 2) the spectral density f(λ) in unbounded at the frequency 0 and

is integrable on [−π, π] (see Granger (1980), Hassler and Wolters (1995) ). However,
this class of processes doesn’t possess the self-similarity property (11).

To obtain the FNCLT (2) for Gaussian processes satisfying (7), let γ(k) =
πZ
−π

eikλf(λ)dλ

denote the autocovariance function of (εn), then

nX
j=1

nX
l=1

γ(j − l) =

πZ
−π

¯̄̄̄
¯
nX

k=1

eikλ

¯̄̄̄
¯
2

|λ|1−2H L(|λ|−1)dλ

=

πZ
−π

¯̄̄̄
ei(n+1)λ − eiλ

eiλ − 1
¯̄̄̄2
|λ|1−2H L(|λ|−1)dλ

= n2HL(n)
1

L(n)

nπZ
−nπ

¯̄̄̄
¯e

i(n+1)λ

n − e
iλ
n

e
iλ

n − 1

¯̄̄̄
¯
2

|λ|1−2H L(

¯̄̄̄
λ

n

¯̄̄̄−1
)dλ

∼ n2HL(n)

∞Z
−∞

¯̄̄̄
eiλ − 1
iλ

¯̄̄̄2
|λ|1−2H dλ

= n2HL(n)
π

H sin(Hπ)Γ(2H)
.

By applying the Lemma 5.1 of Taqqu (1975) we have

n−HL(n)−1/2
[nt]X
k=1

εk =⇒ Z(0)(t) =
C(H)

V (H)1/2
BH(t), where C2(H) =

π

H sin(Hπ)Γ(2H)
. (18)

3.2 Non Gaussian linear processes

For non Gaussian linear processes, many versions of the FNCLT exist in the

literature, for example Davydov (1970) proved (2) with Z(0)(t) = BH(t)
V (H)1/2

, by assuming

that (εt) is linear, i.e. εt =
X
j∈Z

cjut−j , and satisfies the following conditions:
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i)the process (εt) has a finite variance
X
j∈Z

c2j <∞;ii) (ut) is an i.i.d. sequence with

zero mean;iii) E(|u1|2k) <∞ for some k ≥ 2;iv) var(
nX
t=1

εt ) = n2HL(n), 1
2+k ≤ H ≤ 1.

An other FNCLT for fractionally integrated processes was also established by

Davidson and De Jong (2000) who assumed that

(1− L)dεt = ut, (19)

and the process (ut ) is such that

i) E(ut) = 0;ii) suptE(|ut|r) < ∞ for some r > 2;iii) ut is L2 − NED of size −1/2
on Vt, where Vt is either α−mixing sequence of size −r/(r − 2) or a φ−mixing of size
−r/(2(r − 1));iv) ut is covariance stationary and 0 < σ2u <∞, where

σ2u= lim
n→∞

1

n

Pn
t=1

Pn
s=1E(utus).

For the process (19), the FNCLT (2) is obtained by choosingH = d+1/2,var(
nX
t=1

εt ) =

n2HL(n) and Z(0)(t) = BH(t)
V (H)1/2

.

3.3 Nonlinear functionals of stationary Gaussian process

Let εt = G(Xt) where Xt =
1
σ

R π
−π e

itλf1/2(λ)W (dλ), σ2 =
R π
−π f (λ)dλ, f(λ) is given by (7)

with 1− 1
2m < H < 1,W (.) is the Gaussian random measure corresponding to a white

noise, G is a nonlinear function and m denotes the Hermite rank of G.

Then by using the results of (Taqqu (1979), Dobrushin and Major (1979)) we

can deduce the FNCLT

n−1+m(1−H)L(n)−m/2

[nt]X
k=1

εk =⇒ Z(0)(t) (20)
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where

Z(0)(t) = σ2mK(m,H)K2(m,H)J(m)Zm(t),

Zm(t) = K1(m,H)
R ”
Rm

ei(λ1+...+λm)t − 1
i(λ1 + ...+ λm)

|λ1|1//2−H ... |λm|1/2−H W (dλ1)...W (dλm),

J(m) = E(G(X1)Hm(X1)), K2(m,H) =

½
2Γ (2− 2H) sin(π(H − 1

2
))

¾m/2

,

K(m,H) =

½
m!(m(H − 1) + 1)(2m(H − 1) + 1) Γm (3/2−H)

(Γ (H − 1/2)Γ (2− 2H))m
¾1/2

,

K1(m,H) =

½
(m(H − 1) + 1)(2m(H − 1) + 1)

m!K2
2(m,H)

¾1/2
,

Hm(x) are the Hermite polynomials, and
R ”
Rm is the multiple Wiener-Itô integral

defined in Major (1981).

3.4 Polynomial functionals of linear processes

Suppose that Xt =
X
j≤t

ct−juj satisfies the following conditions:

i) (ut) is an i.i.d. sequence with zero mean;ii) E(|u1|2m) < ∞, 1 − 1
2m < H < 1;iii)

cn ∼ nH−3/2L1/2(n).

Let εt = Am(Xt) where Am is the mth Appell polynomial associated with de distri-

bution of X0. The FNCLT (20) was established by Surgailis (1982) and Avram and

Taqqu (1987) where

Z(0)(t) = K3(m,H)Zm(t), K3(m,H) =

(
lim
n→∞var(

nX
t=1

εt )/(L(n)
mn2(1−m(1−H)))

)1/2
.

Remark. If we consider the process (1) and assume that (εt) belongs to one of

the four classes of processes cited above then the L.S.E. bθn is consistent. Moreover,
for the first two classes, bθn is such that¯̄̄bθi,n − θi

¯̄̄
= OP

³
L(n)

1
2nH−i−1

´
, 0 ≤ i ≤ p; (21)
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whereas for the last two classes it satisfies

¯̄̄bθi,n − θi

¯̄̄
= OP

³
L(n)

m
2 nm(H−1)−i

´
, 0 ≤ i ≤ p. (22)

4 A Monte-Carlo study

Usually, as in a macroeconomic modelling, we extract a linear function on time to

remove the trend of the nonstationary time series, hence we will consider the process

yt = θ0 + θ1t+ εt, (23)

We consider two processes for the noise (εt). The first one is an I(d) process and

the second one is a quadratic function of the I(d) process. The limiting distribution

of bθn is Gaussian for the former, while is not for the later.
We have generated time series by choosing θ0 = 3, θ1 = 0.02 in the process (23),

and taking six values for d = 0.1, 0.2, 0.3, 0.4, 0.45, 0.49 i.e. the noise εt moves from a

region which is nearly a white noise to a region which is nearly nonstationary.The

number of time series generated from each process was 1000. We consider two sample

sizes, n = 100 and n = 500.

4.1 Gaussian limiting distribution

The noise (εt) is an I(d) i.e.

(1− L)dεt = ut, ut ∼ i.i.d. N
¡
0, σ2u

¢
. (24)

For the process (23) we have the following convergence in distribution

 n
1
2−d(bθ0,n − θ0)

n
3
2−d(bθ1,n − θ1)

 d−−−−−→ ζ =
σu

(2π)1/2
C(H)

V (H)1/2


BH(1)

1Z
0

(BH(1)−BH(s))ds

 ,H = d+
1

2

(25)
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and

cov(ζ) = σ2u
2π(2H + 1)

C2(H)

 28− 16H 36H − 54
36H − 54 108− 72H

 .

Table 1. The L.S.E. of θ = (θ0,θ1)0, n = 100, (Gaussian case).

d

n = 100

0.1 0.2 0.3 0.4 0.45 0.49

bθ0,n 2.995

(0.279)

2.978

(0.389)

3.027

(0.604)

2.969

(1.057)

2.952

(1.687)

3.179

(3.778)

bθ1,n 0.02

(0.005)

0.020

(0.006)

0.020

(0.009)

0.020

(0.012)

0.021

(0.014)

0.019

(0.016)

Figure 1 represents the histograms of the distribution of bθn based on the 1000
realizations corresponding to the Table 1.

Table 2. The L.S.E. of θ = (θ0,θ1)0 n = 500,(Gaussian case).

d

n = 500

0.1 0.2 0.3 0.4 0.45 0.49

bθ0,n 2.996

(0.146)

2.998

(0.244)

3.003

(0.441)

2.962

(0.926)

2.982

(1.601)

2.940

(3.744)

bθ1,n 0.020

(0.0005)

0.020

(0.0008)

0.020

(0.001)

0.020

(0.002)

0.020

(0.003)

0.020

(0.003)

Figure 2 represents the histograms of the distribution of bθn based on the 1000
realizations corresponding to the Table 2.

For n fixed, the standard errors of the L.S.E. increase as the long range dependent

parameter d increases. For d fixed, the standard errors decrease as the sample size

increases. Note that the L.S.E. is unbiased and that the standard errors of the slope

estimator bθ1,n are lesser than those of the intercept estimator bθ0,n. These conclusions
are naturally in accordance with the result (25) which indicates that the speed of

convergence of bθ1,n is greater than the one of bθ0,n. Finally for d = 0.49, the standard
12



errors do not converge to 0 for the estimator bθ0,n, this indicates that bθ0,n will not be
consistent if the noise (εt) is nonstationary. However, it seems that the consistency

of bθ1,n still holds.
4.2 Non Gaussian limiting distribution

The noise (εt) is defined by εt = X2
t /E(X

2
t )− 1, where (Xt) is an I(d) process

(1− L)
d
Xt = ut, ut ∼ i.i.d. N

¡
0, σ2u

¢
,
1

4
< d <

1

2
. (26)

The limiting distribution of the L.S.E. is given by

 n1−2d(bθ0,n − θ0)

n3−2d(bθ1,n − θ1)

 d−−−−−→


−Z(0)(1) + 3

1Z
0

Z(0)(s)ds,

3 Z(0)(1)− 6
1Z
0

Z(0)(s)ds

 , Z(0)(t) = K2(d)Z(t), (27)

where

K2(d) =
4σ6u
π

d(4d− 1)Γ(1− 2d)
Γ(d)Γ3(1− d)

,

Z(t) =
R ”
R2

ei(λ1+λ2)t − 1
i(λ1 + λ2)

|λ1|−d |λ2|−dW (dλ1)W (dλ2).

Table 3. The L.S.E. of θ = (θ0,θ1)0, n = 100, (non Gaussian case).

d

n = 100

0.1 0.2 0.3 0.4 0.45 0.49

bθ0,n 3.010

(0.285)

3.003

(0.326)

2.960

(0.458)

3.026

(0.812)

3.003

(0.976)

2.993

(1.245)

bθ1,n 0.020

(0.005)

0.020

(0.005)

0.020

(0.007)

0.019

(0.011)

0.020

(0.011)

0.020

(0.008)

Figure 3 represents the histograms of the distribution of bθn based on the 1000
realizations corresponding to the Table 3.
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Table 4. The L.S.E. of θ = (θ0,θ1)0, n = 500,(non Gaussian case).

d

n = 500

0.1 0.2 0.3 0.4 0.45 0.49

bθ0,n 3.000

(0.128)

3.000

(0.151)

2.994

(0.240)

2.982

(0.532)

2.992

(0.868)

3.003

(1.311)

bθ1,n 0.020

(0.0004)

0.020

(0.0005)

0.020

(0.0008)

0.020

(0.0015)

0.020

(0.0021)

0.020

(0.0015)

Figure 4 represents the histograms of the distribution of bθn based on the 1000
realizations corresponding to the Table 4.

The behavior of the standard errors of the L.S.E. is the same as in the Gaussian

case.The distribution of bθn (see Figures 3-4) is clearly non Gaussian and asymmetric,
except the case d = 0.1 for which (εt) is nearly a white noise. Moreover as d approaches

0.5, the overestimation of the intercept θ0 becomes severe.
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Figure 1: The histograms of the distributions of the L.S.E. On the left the intercept bθ0,n and on
the right the slope bθ1,n. The sample size is n = 100. On the top d = 0.1, next d = 0.2 an so on

until on the bottom d = 0.49. The means and the standard deviations are given in Table 1.
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Figure 2: The histograms of the distributions of the L.S.E. On the left the intercept bθ0,n and on
the right the slope bθ1,n. The sample size is n = 500. On the top d = 0.1, next d = 0.2 an so on

until on the bottom d = 0.49. The means and the standard deviations are given in Table 2.
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Figure 3: The histograms of the distributions of the L.S.E. On the left the intercept bθ0,n and on
the right the slope bθ1,n. The sample size is n = 100. On the top d = 0.1, next d = 0.2 an so on

until on the bottom d = 0.49. The means and the standard deviations are given in Table 3. (Non

Gaussian limit).
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Figure 4: The histograms of the distributions of the L.S.E. On the left the intercept bθ0,n and on
the right the slope bθ1,n. The sample size is n = 500. On the top d = 0.1, next d = 0.2 an so on

until on the bottom d = 0.49. The means and the standard deviations are given in Table 4. (Non

Gaussian case)
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