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The Multivariate k-Nearest Neighbor Model for Dependent

Variables: One-Sided Estimation and Forecasting

Dominique Guégan∗, Patrick Rakotomarolahy†

Abstract

This article gives the asymptotic properties of multivariate k-nearest neighbor regression es-

timators for dependent variables belonging to Rd, d > 1. The results derived here permit to

provide consistent forecasts, and confidence intervals for time series. An illustration of the

method is given through the estimation of economic indicators used to compute the GDP

with the bridge equations. An empirical forecast accuracy comparison is provided by com-

paring this non-parametric method with a parametric one based on ARIMA modelling that

we consider as a benchmark because it is still often used in Central Banks to nowcast and

forecast the GDP.

Keywords: Multivariate k-nearest neighbor - Asymptotic normality of the regression - Mix-

ing time series - Confidence intervals - Forecasts - Economic indicators - GDP - Euro area.

JEL: C22 - C53 - E32.

1 Introduction

In econometrics, estimation and forecasting problems are common topics. There exists many

methods to estimate and predict time series. The more popular being based on parametric mod-

els. With linear models, a fundamental reference is the book of Box and Jenkins (1970). Recent
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developments including non-linear models like the related GARCH models, SETAR-STAR mod-

els or Markov switching models have been also developed, Tong (1990), Krolzig (1998), Pena,

Tiao and Tsay (2003). We can also make estimations and predictions from non-parametric tech-

niques. Indeed, the use of non-parametric techniques has a long tradition in time series analysis.

The advantage of non-parametric methods, unlike the methods mentioned previously is based

on the fact that they let the data speak for themselves. Hence it avoids the subjectivity of

choosing a specific parametric model before looking at the data. However there is the cost of

more complicated mathematical arguments such as the selection of smoothing parameters. Nev-

ertheless recent studies help to avoid these problems and also the speed of computers that can

develop search algorithms from appropriate selection criteria, Silverman (1986), Devroye and

Gyorfi (1985), Becker, Chambers and Wilks (1988). We favor here these nonparametric tools for

time series study.

When the final objective of time series analyses is prediction, it is of interest to study the con-

ditional means and conditional variances in some period, given the past of the process. When a

point prediction is the final objective, an estimate of some conditional mean is desired, while the

conditional variances are needed if interval forecasts are desired.

In this paper, we focus on the analysis of the conditional mean non-parametrically in order to

build consistent forecasts. There are numerous non-parametric techniques used in time series

analysis to estimate the conditional mean: the kernel methods, the wavelet techniques, the neu-

ral networks, the spline functions and the k-nearest neigbors method among others, Prakasa

Rao (1983), Donoho and Johnstone (1992), Kuan and White (1994), Friedman (1988) and Mack

(1981) for instance.

Given a time series, X1, · · · , Xn, in order to analyse the conditional mean non-parametrically

one may consider the following representation for the regression function:

m(x) = E[Xn+1|Xn = x]. (1.1)

Thus, model (1.1) has the format of a nonlinear regression problem for which many smoothing

methods exist, Hart (1997).
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In this paper we focus on dependent variables that may characterized by equation (1.1) and we

want to reconstruct the function m(.) using multivariate k-nearest neighbors. We limit ourselves

to this method because it has many advantages in practice: among the non-parametric methods

it is certainly the easiest to understand and implement. Working in a multivariate environment

allows us to discover and take into account the structural behavior that can not always discern

the path. Finally, recent results have also made significant contributions to select the number

of neighbors within a given space, Ouyang, Li and Li (2006). In this paper, we focus on the

multivariate k-NN method.

Re-exploiting the k-nearest neighbors (k-NN) method in order to reconstruct multivariate time

series for forecasting, we focus on estimation problems for regression under weak assumptions,

in the multivariate setting. We provide new results which concern the asymptotic normality of

the function m(.) for dependent variables, with respect to the bias-variance fit dilemma inherent

in this kind of methodology. Our result permits a confidence interval, to be obtained which can

be used to discriminate between classical methods.

Our proposal can be considered as a contribution of the general problem concerning the non-

parametric estimate of a regression with k-NN method, extending well known results obtained

for i.i.d. variables, Mack (1981) and Stute (1984) (they derived the asymptotic normality of

the regression). Other classes of convergence for independent samples have also been developed

by Stone (1977), and Devroye (1982). In case of dependent variables, Collomb (1984) provides

piecewise convergence for univariate variables and Yakowitz (1987) gets the quadratic mean error

for uniformly weighted k-NN estimates for univariate samples. Here, working with multivariate

time series, we control the bias of a general multivariate k-NN estimate, using several weights,

and we establish the asymptotic normality of this estimate which permits exact confidence in-

tervals to be constructed.

Reconstruction of time series using multivariate k-NN method allows obtaining robust estimates

under relatively weak assumptions whose use is interesting in practice. The method of nearest
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neighbors has been used in finance and has shown the benefits of the method, Mizrach (1992),

Meade (2002), Nowman and Saltoglu (2003), and Guégan and Huck (2005). In economics this

method is still little known and therefore rarely used, an interesting review is Yatchew (1998).

An area of very interesting application in economics is the forecast of GDP. Indeed, predict GDP

is an important challenge for many institutions, particularly central banks. In these lattest in-

stitutions, many studies have been developed to solve the problem of nowcasting and forecasting

the GDP. The studies focused on the number of economic indicators to be used, ranging from a

large number or numbers rather parsimonious. But whatever the problem considered, parametric

models have been generally accepted: we can cite the VAR models, Marcellino et al. (2006),

the dynamic factor models, Bernanke and Boivin (2003), Forni et al. (2005), Kapetanios and

Marcellino (2006), non-linear modelling, González, Hubrich and Teräsvirta (2009), or the bridge

equations, Baffigi, Golinelli and Parigi (2004), Diron (2008). Few studies use a non-parametric

approach, apart in our knowledge Blake (1999) or Tkacz and Hu (1999) with neural networks.

Here, we limit ourselves to the Diron approach to calculate GDP. Her method uses a limited

number of economic indicators which are immersed in 8 equations from which an estimate of

GDP is obtained. This approach has been used in several central banks to estimate the GDP

using the economic indicators being estimated by simple linear models like ARIMA processes,

Runstler and Sedillot (2003), and Darne (2008) for instance. To demonstrate the usefulness of

the methodological approach developed in this paper, we estimate the economic indicators that

occur in the Diron equations using the method of multivariate nearest neighbors, and we plug

them into the eight equations for getting the GDP. We compare our result to that obtained when

one considers the indicators estimated using an ARIMA modelling, considering this modelling as

a benchmark. For the empirical study, each method is formulated and estimated on a sub-sample

of the historical data, and its forecasts of the observation held back at the model specification

stage are then evaluated.

The paper is organized as follows. In Section 2, we establish our main result: the asymptotic

normality of the multivariate k-NN regression estimate for a mixing time series. In Section

3, an empirical forecast accuracy comparison of non-parametric and parametric approaches is

provided. Section 4 concludes and Section 5 is devoted to the proofs.
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2 Main result

We consider a time series observed in R, and we transform the original data set by embedding

it in a space of dimension d, building Xn = (Xn−d+1, · · · , Xn) ∈ Rd. The embedding concept

is important because it allows to take into account the characteristics of the series that are not

observed on the trajectory in R.

We are interested to get an estimate ofm(x), x ∈ Rd, using the k closest vectors to Xn = x inside

the training set S = {Xt = (Xt−d+1, · · · , Xt) | t = d, ..., n} ⊂ Rd. We define a neighborhood

around x ∈ Rd such that N(x) = {i | i = 1, · · · , k(n) whose X(i) represents the ith nearest

neighbor of x in the sense of a given distance measure}. Then the k-NN regression estimate of

m(x), x ∈ Rd is given by:

mn(x) =
∑

X(i)∈S,i∈N(x)

w(x−X(i))X(i)+1, (2.1)

where w(·) is a weighting function associated with neighbors. We introduce the three most

weights used in the literature for k-NN regression estimates, in which it is noteworthy that the

parameter k needs to be estimated.

1. The first one corresponds to the so called uniformly k-NN weight :

mn(x) =
1
k

∑
i∈N(x)

X(i)+1 i.e w(x−X(i)) =
1
k

(2.2)

2. The second one is the non-uniformly k-NN weight not function of Xn:

mn(x) =
∑

i∈N(x)

wiX(i)+1, wi ∈ R, i.e w(x−X(i)) = wi. (2.3)

3. The third one is the exponentially k-NN weight which takes into account the distance

between the point observation and the neighbors, and depends on Xn:

mn(x) =
∑

i∈N(x)

exp(−||x−X(i)||2)∑
i∈N(x) exp(−||x−X(i)||2)

X(i)+1 (2.4)

A general form for the weights is:

w(x−X(i)) =
1

nRdn
K(

x−X(i)

Rn
)

1
nRdn

∑n
i=1K(

x−X(i)

Rn
)
, (2.5)
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where Rn corresponds to the distance between x and the further k-nearest neighbors and,

K(·) is a given weighting function. A link between this general form of weighting function

and the previous three k-NN weights can be obtained by taking for the exponential weight-

ing function, K(
x−X(i)

Rn
) = exp(−||x − X(i)||2) and, for the uniform weighting function,

K(
x−X(i)

Rn
) = 1

k .

The following result extends the asymptotic convergence of the estimation of the regression when

it is estimated by nearest neighbors belonging to Rd, to the case of dependent variables. This

result is crucial for applications since it can provide estimates and therefore forecasts for the

conditional mean of time series whose use in economics and finance is common. It can therefore

leave the independent framework without having to filter the observed data. The knowledge of

the bias and speed rate of variance provide consistent estimates, and the asymptotic normality

of the estimates permits to build confidence intervals. The building of confidence intervals is

often used to compare the quality of forecasts obtained from different methods, and permit to

enhance the comparison of several methods (parametric and non-parametric methods), beyond

point forecast, in forecasting. Indeed, no test is available to discuss the choice between the

parametric and the non-parametric approaches. To establish our main result, we assume that

the data (Xn)n are strictly stationary time series. They are characterized by an invariant mea-

sure with density f , the random variable Xn+1 | (Xn = x) has a conditional density f(y | x),

and the invariant measure associated to the embedded time series {Xn = (Xn−d+1, · · · , Xn)} is h.

Theorem 2.1. Assuming that {Xn} is a stationary time series, and that the following assump-

tions are verified:

(i) (Xn)n is φ-mixing.

(ii) m(x), f(y | x) and h(x) are p continuously differentiable.

(iii) f(y | x) is bounded,

(iv) the sequence k(n) < n is such that
∑k(n)

i=1 wi → 1 as n→∞,

then k-NN regression function mn(x) defined in (2.1) verifies:

√
nQ(mn(x)− Emn(x))→D N (0, σ2), (2.6)

with

E[(mn(x)−m(x))2] = O(n−Q), (2.7)
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where 0 ≤ Q < 1, Q = 2p
2p+d , and

σ2 = γ2(V ar(Xn+1 | Xn = x) +B2),

with B = O(n−
(1−Q)p

d ), and γ a positive constant which is equal to 1 when we use uniform weights.

The proof of the theorem is postponed to the end of the article.

The conditions under which this result is established are quite weak in time series analysis. We

know that mixing conditions permit to consider data sets which are asymptotically indepen-

dent. Parametric processes like the bilinear models including ARMA models, related GARCH

processes and Markov switching processes are known to be mixing, Guégan (1983) and Car-

rasco and Chen (2002). The condition (iv) is in particular verified for the weights introduced

in (2.2) - (2.4), and (2.5). Note that the parameter γ represents the correlations between the

vectors Xn. This theorem is interesting because it provides asymptotic normality for the esti-

mate mn(x) under regular conditions and thus permits to build confidence intervals. In order to

construct a confidence interval for the k-NN estimate regression, we establish the following result.

Corollary 2.1. Under the assumptions of Theorem (2.1), a general form of the confidence in-

terval for m(x), for a given α, is :

m(x) ∈ [mn(x)−B −
σ̂z1−α

2√
k

,mn(x) +B +
σ̂z1−α

2√
k

] (2.8)

where z1−α
2
is the (1− α

2 ) quantile of the Student law, σ̂ is an estimate for σ and B is such that:

1. B is negligible, if k(n)
n → 0, n→∞,

2. If not, B = O(rp), with r =
(

k(n)

(n−d)ĥ(x)c

) 1
d

where c = πd/2

Γ((d+2)/2) , and ĥ(x) is an estimate

for the density h(x).

The proof of this lemma is moved to the end of the article.
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3 An application: the forecast of the Euro-area GDP

Information on the current state of economic activity is a crucial ingredient for policy making.

Economic policy makers, international organisations and private sector forecasters commonly use

short term forecasts of real gross domestic product (GDP) growth based on monthly indicators.

For users, an assessment of the reliability of these tools, and of the source of potential forecast

errors is essential. There exists many studies proposing real-time modelling in order to take into

account some complexity inherent to the computation of the GDP which are: the number of

economic indicators, the modelling for GDP and the impact of data revisions. In the exercise

that we present below, we wish to show that beyond the model chosen to calculate the GDP in

the end, the forecasts of monthly economic indicators used in the final model are fundamental

and may be misleading not negligible if they are not properly estimated.

We therefore consider the approach of bridge equations to calculate the GDP in the final stage,

following the original work of Runstler and Sedillot (2003). We limit ourselves to the 8 equa-

tions introduced in the paper of Diron (2008), each equation providing a model of GDP, denoted

Y i
t , i = 1, · · · 8. They are finally aggregated consistently to provide a final value of GDP, denoted

Yt (These equations are repeated at the end of paper). Each equation is calculated from monthly

economic indicators, 13 in total denoted Xi
t , i = 1, · · · , 13. We are interested here in forecasting

these indicators. We propose to estimate and provide forecasts of these indicators from three

models: the ARIMA modelling, still widely used in central banks, and the approach of nearest

neighbors. For the latter method we distinguish forecasts obtained without embedding (d = 1)

from forecasts obtained when d> 1. It appears clearly that using the method of nearest neighbors

with embedding, we called multivariate nearest neighbors above, can significantly improve the

quality of the forecast of GDP in fine. The thirteen economic indicators that we consider are

listed in a table at the end of the paper.

For this exercise„ we use the real-time data base provided by EABCN through their web site
1. The real-time information set starts in January 1990 when possible (exceptions are the con-

fidence indicator in services, that starts in 1995, and EuroCoin, that starts in 1999) and ends
1www.eabcn.org
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in November 2007. The vintage series for the OECD composite leading indicator are available

through the OECD real-time data base 2. The EuroCoin index is taken as released by the Bank

of Italy. The vintage data base for a given month takes the form of an unbalanced data set at the

end of the sample. To solve this issue, we apply the three methodologies to forecast the monthly

variables in order to complete the values until the end of the current quarter for GDP nowcasts

and until the end of the next quarter for GDP forecasts, then we aggregate the monthly data to

quarterly frequencies.

The parametric modelling is based on ARIMA(p,d,0) processes. For each economic indicator, we

selected the best ARIMA model under the criterion of Akaike, Akaike (1974). That means we do

not necessarily use the same ARIMA model for all 13 indicators. The parameters of the models

are estimated by least square estimation method. Regarding the method of nearest neighbors,

when d = 1, we determine the number k of neighbors by minimizing the following criterion (mean

square error criterion, RMSE):
√

1
n−k

∑n
t=k ||X̂i

t+1 −Xi
t+1||2, i = 1, · · · 13, where n is the sample

size, X̂i
t+1 is the estimate of the i-th economic indicatorXi

t+1 calculated from the expression (2.1),

when d = 1. The number k of nearest neighbors determined by this criterion at the horizon h

= 1 is used to calculate the forecasting capabilities for h > 1. Of course this work is done for

each economic indicator, and therefore the number of neighbors k may not be the same for all

indicators. In the case of the multivariate approach (d > 1), we now describe the algorithm used

to determine the embedding dimension and the number of neighbors used to obtain the best

predictor for Xi
n+h in the sense of RMSE. We present the method for all indicators and thus, for

simplicity, we drop the index i in the algorithm. We assume that we have a data set X1, ..., Xn

in R.

1. We embed this data set in a space of dimension d, 2 < d ≤ 10. We obtain a sequence of

vectors in Rd: {Xd, Xd+1, ..., Xn, where Xi = (Xi−d+1, ..., Xi)}.

2. We determine the k nearest vectors of Xn among the above vectors. If we denote ri =

‖Xn −Xi‖, i = d, d+1, ..., n−1, the distance between these vectors, we build the sequence

rd, rd+1, ..., rn−1 ordered in an increasing way: r(d) < r(d+1) < ... < r(n−1).

3. We detect the k vectors, denoted X(j), corresponding to r(j), j = d, d+ 1, ..., d+ k− 1 (the

2http://stats.oecd.org/mei/
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k smallest distance).

4. To compute mn(Xn) = X̂n+1, we use the following expression:

X̂n+1 =
k+d−1∑
j=d

w(
∥∥∥Xn −X(j)

∥∥∥)X(j)+1 (3.1)

By the way, we obtain the one step ahead forecast.

5. Now, we consider as information set: X1, ..., Xn, X̂n+1 and redo step 1 to step 4, we get

the two step ahead forecast. We obtain the forecast of third step ahead in a similar way as

the obtention of two step ahead forecast. And so on · · · .

We restrict ourselves to exponential weights because they can give more weight to nearest neigh-

bors: it is a property specific to the method of nearest neighbors that we want to favor here by

choosing that type of weights rather than the uniform weights that give the same importance

to all neighbors. For each indicator Xi
t , i = 1, · · · 13, the best pair (d, k) is determined again by

minimizing the criterion
√

1
n−k−d

∑n
t=k+d ||X̂i

t+1 −Xi
t+1||2. Once the pair (d, k) is found, it is

used for all prediction horizons. Note that the pair (d, k) may be different for all indicators.

As soons as the three modellings are retained, we compute the GDP flash estimates that were

released in real-time by Eurostat from the first quarter of 2003 to the third quarter of 2007 using

the previous forecasts of the monthly indicators. According to this scheme, the monthly series

have to be forecast for an horizon h varying between 3 and 6 months in order to complete the

data set at the end of the sample. Recall that the h-step-ahead predictor for h > 1 is estimated

recursively starting from the one-step-ahead formula.

Using five years of vintage data, from the first quarter 2003 to the third quarter 2007, we provide

RMSEs for the Euro area flash estimates of GDP growth in genuine real-time conditions, Ŷt.

We have computed the RMSEs for the quarterly GDP flash estimates, obtained with three

forecasting methods used to complete adequately in real-time the monthly indicators, that is

ARIMA modelling and k-NN method (d = 1 and d > 1). More precisely, we provide the RMSEs

of the combined forecasts based on the arithmetic mean of the eight equations of Diron (2008).

Thus, for a given forecast horizon h, we compute Ŷ j
t (h) which is the predictor stemming from

Diron’s equation j == 1, · · · 8, in which we have plugged the forecasts of the monthly economic
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indicators, and we compute the final estimate GDP at horizon h: Ŷt(h) = 1
8

∑8
j=1 Ŷ

j
t (h). the

RMSE criterion for the final GDP is

RMSE(h) =

√√√√ 1
T

T∑
t=1

(Ŷt(h)− Yt)2, (3.2)

where T is the number of quarters between Q1 2003 and Q4 2007 (in our exercise, T = 19) and

Yt is the Euro area flash estimate for quarter t. The RMSE errors for final GDP are provided in

table 1 and comments follow.

h ARIMA k-NN(1) k-NN(d>1)

6 0.249 0.198 0.214

5 0.221 0.203 0.192

4 0.216 0.202 0.196

3 0.195 0.186 0.177

2 0.191 0.176 0.177

1 0.175 0.174 0.171

Table 1: RMSE for the estimated mean quarterly GDP Yt computed from equation (3.2), using

ARIMA(p,d,0) modelling (column 2) and k-NN predictions (d = 1 (column 3), and d > 1 (column

4)), for the monthly economic indicators Xi
t , i = 1, · · · 13, h is the monthly forecast horizon.

When comparing column 2 on one side and columns 3 and 4 of the other side, we find that

forecast errors are always lower with the method of nearest neighbors. For ARIMA modelling

and k-NN method with d > 1 the RMSE becomes lower when the forecast horizon reduces from

h = 6 to h = 1, illustrating that the accuracy of the nowcasting and forecasting increases as

soon as the information set grows thanks to the released monthly data. Indeed, few days before

the publication of the flash estimate (around 13 days with h = 1), the lowest RMSE is obtained

with the k-NN method (RMSE=0.171), with d > 1. If now we restrict to the nonparametric

procedures, we obtain smaller errors if we work with the multivariate setting than with the

univariate one. This result shows the superiority of the method developed in a space of dimension

d > 1. Indeed, we believe that in terms of predictions, any method developped in an area that

does not restrict the use of information given by only one path must lead to improved forecasts.

This is confirmed when one compares, for the same method, the forecast errors obtained only in
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R with the error calculated from a treatment in Rd: in this case the errors are always smaller

(e.g. compare the columns 3 and 4 of Table 1). This idea is also present inside the works of

Kapetanios and Marcellino (2006), for example, when working with multivariate factor models,

they improve predictions of GDP comparing it with those of univariate models. Interesting work

is now to compare parametric multivariate models with our approach. The great difference still

lies in the fact that factor models typically use a large number of factors to be efficient, which is

not the case here. However, this work is done and will be a companion paper.

4 Conclusion

We have proved the consistency (bias, L2 convergence) and the asymptotic normality of multi-

variate k-NN regression estimate for dependent time series. We also provided interval forecasts

for such regression estimates. To illustrate our new methodology, we provide an exercise permit-

ting to show that this method can consistently improve the nowcast and forecast of GDP.

In that last exercise, we have been particularly interested in detecting the best predictor for

economic indicators using the RMSE criterion. During the period of estimation, we were not

interested to get an economic interpretation for the couples (d, k) that achieve the result. For this

part of our work applications, we are quite close to philosophy developped in the works of data

mining, focusing on the relevant set of data permitting to solve a specific problem with respect to

appropriate criteria, Han et al. (1996) and, for a deeper discussion on this last subject, Hoover

and Perez (1999).

Concerning the use of non-parametric techniques, we can recall that the more data is large,

the better the forecasts: this problem seems to be more sensitive when using non-parametric

techniques than parametric modelling, although no detailed quantitative study have only been

conducted on the subject. We beleive that the method of nearest neighbors on both its simplicity

still requires less data to provide robust estimates. Nevertheless the problem with amount of data

would needs to be studied more thoroughly, but this subject is outside the scope of this paper.

The application we developed here also shows the interest of the method to relatively weak as-
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sumptions we have to check to get good predictions. Nevertheless it is important to note that we

work with stationary data. Indeed, we make the data stationary (by differentiation) and then we

calculate the predictions regardless of the method used. However we are liberated from the as-

sumption of Gaussianity for both methods (parametric and non-parametric). Finally, we believe

that the method of nearest neighbors in higher dimension can significantly improve the forecasts,

for work in embedding allows to take into account non-linear structures that are not taken into

account either by ARIMA model, nor by the nearest neighbors method working on the trajectory.

A possible extension of this work is to compare these results with other methods, parametric and

nonparametric developed in higher dimension, for example with the method of radial functions

for the latter approach. This will be the subject of a future paper. It would be interesting

to have a robust estimation method for detecting the same time, the number of neighbors, the

embedding dimension and the weight functions. An open problem also when working with the

nearest neighbors method is to find the right approach in the presence of nonstationary data,

especially when a trend is present on some parts of the observed trajectory. This problem is not

addressed in this paper.
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5 Proofs of Theorem (2.1) and Corollary(2.1)

We start giving the proof of theorem (2.1). To prove this theorem, we first establish a lemma

which provides (2.7).
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Lemma 5.1. Under the hypotheses of theorem (2.1), either the estimate mn(x) is asymptotically

unbiased or

E[mn(x)] = m(x) +O(n−β) (5.1)

with β = (1−Q)p
d .

Proof 5.1. We denote Rn the distance between x and the k(n)th nearest neighbor of x and

B(x, r0) = {z ∈ Rd, ‖x− z‖ ≤ r0} the ball centered at x with radius r0 > 0. To be sure that the

k(n) observations fall in the ball B(x, r), we specify r. Since the function h(.) is p−continuously

differentiable, for a given i the probability qi of an observation xi to fall in B(x, r) is:

qi = P (xi ∈ B(x, r)) (5.2)

=
∫
B(x,r)

h(xi)dxi = h(x).
∫
B(x,r)

dxi +
∫
B(x,r)

(h(xi)− h(x))dxi (5.3)

= h(x)crd + o(rd), (5.4)

where c is the volume of the unit ball and x = dx1dx2 · · · dxd. Thus, qi− qj = o(rd) for all i 6= j.

We consider now the kth-NN vectors x(k) and we denote q the probability that they are in the ball

B(x, r), q = P (x(k) ∈ B(x, r)), then :

qi = q + o(rd). (5.5)

Being given N(r, n), the number of observations falling in the ball B(x, r), for a given r > 0, we

characterize r satisfying that k(n) observations fall in B(x, r). We proceed as follows: we denote

Sni all non ordered combinations of the i−uple indices from n indices, then:

E[N(r, n)] =
n−d∑
i=0

iP (N(r, n) = i) =
n−d∑
i=0

i
∑

(j1,··· ,ji)∈Sni

ji∏
j=j1

qj

n−d∏
`=1

`/∈{j1,··· ,ji}

(1− q`)

≥
n∑
i=0

i
∑

(j1,··· ,ji)∈Sni

qi(1− q)n−d−i =
n∑
i=0

i

 n

i

 qi(1− q)n−d−i

= q(n− d)(1 + q − q)n−d,

(5.6)

where q and q are respectively the smallest and largest probabilities qi i = 1, · · · , n− d. Thus, we

obtain a lower bound for E[N(r, n)]. If E[N(r, n)] = k(n), using (5.4) - (5.6), we obtain:

r ≤
(

k(n)
(n− d)

) 1
d

D(x), (5.7)
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with D(x) =
(

1
h(x)c

) 1
d

.

Now, using the relationship (2.1), we have:

E[mn(x)] =
∑

i∈N(x)

E[w(x−X(i))Yi], (5.8)

where Yi = X(i)+1. We can remark that E[w(x−X(i))Yi] =
∫

Rd
∫

Rw(x−xi)yf(y, xi)dxidy. Since

f(y, xi) = f(y | xi)h(xi), then we get E[w(x −X(i))Yi] =
∫

Rd
∫

Rw(x − xi)yf(y | xi)h(xi)dxidy.

Thus, as soon as the weighting function w(·) is vanishing outside the ball B(x, r):

E[w(x−X(i))Yi] =
∫
B(x,r)

w(x− xi)
(∫

R
yf(y | xi)dy

)
h(xi)dxi (5.9)

=
∫
B(x,r)

w(x− xi)m(xi)h(xi)dxi. (5.10)

To compute the bias we need to evaluate: E[mn(x)]−m(x). We begin to evaluate :

∑
i∈N(x)

∫
B(x,r)

w(x− xi)m(x)g(xi)dxi = m(x)E[
∑

i∈N(x)

w(x−X(i))] = m(x). (5.11)

Then,

E[mn(x)]−m(x) =
∑

i∈N(x)

∫
B(x,r)

w(x− xi)(m(xi)−m(x))h(xi)dxi. (5.12)

The equation (5.12) holds because
∑

i∈N(x)

∫
B(x,r)w(x − xi) = 1, (Assumption (iv) in Theorem

3.1). Then,

|E[mn(x)]−m(x)| ≤
∑

i∈N(x)

∫
B(x,r)

w(x− xi)a ‖xi − x‖
p g(xi)dxi. (5.13)

We get this last expression since a is a known constant and m(.) is p−continuously differentiable.

This last inequality implies that:

|E[mn(x)]−m(x)| ≤ arpE[
∑

i∈N(x)

w(x−X(i))]. (5.14)

The previous relationship holds because ‖xi − x‖
p < rp, as soon as xi ∈ B(x, r). Now, both can

be considered:

1. When r is very small, than the bias is negligible and E[mn(x)] = m(x) .
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2. If the bias is not negligible, using (5.7) and (5.14), we get:

|E[mn(x)]−m(x)| ≤ a
(

k(n)
(n− d)

) p
d

D(x)p. (5.15)

If we choose k(n) integer part of nQ, and knowing that k
n−d ∼

k
n , then |E[mn(x)]−m(x)| =

O(n−β) with β = (1−Q)p
d .

The proof of lemma 5.1 is complete.

Now, we prove the theorem 2.1.

Proof 5.2. 1. We begin to establish the relationship (2.7). In the following, we denote Yi =

X(i)+1. We rewrite the left part of (2.7) as:

E[(mn(x)−m(x))2] = V ar(mn(x)) + (E[mn(x)]−m(x))2. (5.16)

We first compute the variance of mn(x), considering 2 cases:

a) First case: The weights wi, i = 1, ..., k, are independent of {Xn}. In that case the

variance of mn(x) is equal to:

V ar(mn(x)) = A+B, (5.17)

where A =
∑k(n)

i=1 w
2
i V ar(Yi) and B =

∑k(n)
i=1

∑
j 6=iwiwjcov(Yi, Yj). Using the assumption

(ii) of theorem 3.1, we get |B| ≤
∑k(n)

i=1

∑
j 6=i |cov(Yi, Yj)|. This last term is negligible due to

Yakowitz’ result (1987) on the sum of covariances. Now , A = 1
k(n)2

∑k(n)
i=1 (k(n)wi)2(v(x)+

(E[Yi]−m(x))2). Using the fact that the weights are decreasing with respect to the chosen

distance, wk ≤ · · · ≤ w1, we get:

1
k(n)2

k(n)∑
i=1

(k(n)wk)2(v(x)+(E[Yi]−m(x))2) ≤ A ≤ 1
k(n)2

k(n)∑
i=1

(k(n)w1)2(v(x)+(E[Yi]−m(x))2).

(5.18)

As soon as k(n)→∞ the product k(n)wi converges to one in case of uniform weights, and

can be bounded for exponential weights for all i and for all n, thus there exist two positive

constants c0 and c1 such that (5.18) becomes :

c2
1

k(n)2

k(n)∑
i=1

(v(x) + (E[Yi]−m(x))2) ≤ A ≤ c2
0

k(n)2

k(n)∑
i=1

(v(x) + (E[Yi]−m(x))2). (5.19)
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where v(x)=V ar(Xn+1 | Xn = x). Using the assumption (iv) of Theorem 3.1, we remark

that E[Yi] = E[mn(x)]. Now, if k(n) = [nQ], then when n→∞, A = O(n−Q) from lemma

5.1. It follows that the relationship (5.17) becomes:

V ar(mn(x)) = O(n−Q), (5.20)

and

(E[mn(x)−m(x)])2 = O(n−2β). (5.21)

Plugging equations (5.20) and (5.21) inside equation (5.16), we get 2β = Q or Q = 2p
2p+d

and the proof is complete.

b) Second case: the weights wi, i = 1, ..., k, depend on {Xn}. We use again the relationship

(5.17) with A =
∑k(n)

i=1 V ar(w(x−X(i))Yi) and B =
∑k(n)

i=1

∑
j 6=i cov(w(x−X(i))Yi, w(x−

X(j))Yj). Remarking that {w(x−X(j))Yj} are φ-mixing since {Xj} and {Yj} are φ-mixing,

then B is negligible from Yakowitz’ result (1987). Also, we remark that A =
∑k(n)

i=1 (E[(w(x−

X(i))Yi)2]− (E[w(x−X(i))Yi])2), then

A =
k(n)∑
i=1

[
∫

Rd

∫
R
w(x− xi)2y2

i f(yi, xi)dxidyi− (
∫

Rd

∫
R
w(x− xi)yif(yi, xi)dxidyi)

2]. (5.22)

When k increases, the weights wi decrease, and k(n)wi ∼ γ where γ is a constant, then

A =
γ2

k(n)2

k(n)∑
i=1

[
∫

Rd

∫
R
y2
i f(yi, xi)dxidyi − (

∫
Rd

∫
R
yif(yi, xi)dxidyi)

2] (5.23)

=
γ2

k(n)2

k(n)∑
i=1

(E[Y 2
i ]− E[Yi]2). (5.24)

As the time series (Xn) is assumed to be stationary and with Yi = X(i)+1, then (5.24)

is equivalent to A = γ2

k(n)(E[X2
1 ] − E[X1]2) and A = γ2

k(n)V ar(X1), and finally expression

(5.17) is :

V ar(mn(x)) =
γ2

k(n)
V ar(X1). (5.25)

Moreover, when we take k(n) = nQ, thus (5.25) becomes:

V ar(mn(x)) = O(n−Q). (5.26)

Plugging equations (5.26) and (5.21) in equation (5.16), we get 2β = Q, and Q = 2p
2p+d ,

and the proof is complete.

20

Documents de Travail du Centre d'Economie de la Sorbonne - 2009.50 (Version révisée)



2. We prove now the asymptotic normality. We assume that the variance σn = var[mn(x)]

exists and is non null, thus:

mn(x)− Emn(x)
σn

=
k(n)∑
i=1

wiYi − EwiYi
σn

. (5.27)

To establish the asymptotic normality of mn(x), we distinguish 3-step corresponding to three dif-

ferent weighting functions.

i) The weights are uniform, wi = 1
k(n) , then (5.27) becomes:

mn(x)− Emn(x)
σn

=
k(n)∑
i=1

1
k(n)

Zi, (5.28)

where Zi = Yi−EYi
σn

. The asymptotic normality of (5.28) is obtained using theorem 2.2 in Peligrad

and Utev (1997) . To compute the variance, we follow Yakowitz’s work (1987). var(mn(x)) =
1

k(n)2
var(

∑k(n)
i=1 Yi) = var(Y |X=x)

k(n) , then (5.28) becomes,

mn(x)− Emn(x)
σn

=
√
nQ

k(n)∑
i=1

wiYi − EwiYi
σ

, (5.29)

when k(n) = [nQ] and σ2 = var(Y | X = x), and then proof is finished.

ii) The weights wi are real numbers and do not depend on (Xn)n, then

mn(x)− Emn(x)
σn

=
k(n)∑
i=1

wiZi, (5.30)

where Zi = Yi−EYi
σn

. Now, applying again the theorem 2.2 in Peligrad and Utev (1997), we get the

asymptotic normality remarking that E[
∑k(n)

i=1 wiZi] = 0 and V ar[
∑k(n)

i=1 wiZi] = 1. To compute

σ2
n = V ar[mn(x)], we use the stationarity of (Xn)n, thus:

V ar[mn(x)] =
k(n)∑
i=1

w2
i V ar[Yi] =

k(n)∑
i=1

w2
i [V ar[Yn+1|Xn = x] +B2],

where B is given in lemma 3.1. Remarking that 1
k(n)2

∑k(n)
i=1 (k(n)wi)2 <∞, then

∑k(n)
i=1 w

2
i <∞

and

V ar[mn(x)] = [V ar[Yi|Xi = x] +B2]
k(n)∑
i=1

w2
i .
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As soon as
∑k(n)

i=1 w
2
i ∼

γ2

k(n) , and k(n) = [nQ], we get the result.

iii) Finally, we assume that wi =
w(x−X(i))∑K
i=1 w(x−X(i))

where w(.) is a given function. In that latter

case, the weights depend on the process (Xn)n. In the following, we denote by N(i) the order

of the ith neighbor. We rewrite the neighbor indices in an increasing order such that M(1) =

min{N(i), 1 ≤ i ≤ K} and M(k) = min{N(i) /∈ {M(j), ∀j < k}, 1 ≤ i ≤ K} for 2 ≤ k ≤ K and

K = k(n) is the number of neighbors. We introduce a real triangular sequence {αKi, 1 ≤ i ≤ K

and αKi 6= 0 ∀i} such that

Sup
K

K∑
i=1

α2
Ki <∞ and max

1≤i≤K
|αKi| −→

n→∞
0. (5.31)

Now using the sequences M(j), j = 1, · · · ,K and (αKi), 1 ≤ i ≤ K, we can rewrite (5.27) as:

mn(x)− Emn(x)
σn

=
K∑
i=1

αKiSi, (5.32)

with Si = wM(i)XM(i)+1−EwM(i)XM(i)+1

αKiσn
. The sequence (S2

i ) is uniformly integrable and Si is func-

tion only of (Xj , j ≤M(i)+1), thus if we denote Fi, Gi, F ji and Gji , the sigma algebras generated

by {Xr}r≤i, {Sr}r≤i, {Xr}jr=i and {Sr}
j
r=i respectively, then Si ∈ FM(i)+1, and Gi ⊂ FM(i)+1.

For a given integer `, we have also G∞n+` ⊆ F∞n+M(`)+1 since M(1) < M(1) + 1 ≤ M(2) < · · · ≤

M(n+ `) < M(n+ `) + 1 ≤M(n+ `+ 1). Then:

sup
`

Sup
A∈G`1,B∈G∞n+`,P (A)6=0

|P (B | A)− P (B)| ≤ sup
`

Sup
A∈FM(`)+1

1 ,B∈F∞
n+M(`)+1

,P (A)6=0

|P (B | A)− P (B)|.

(5.33)

Under the φ−mixing assumption on (Xn)n, the right hand part of the expression (5.33) tends

to zero as n → ∞ and the lelf hand part of (5.33) converges to zero, hence the sequence (Si) is

φ−mixing. Moreover:

Si is centered and var(
K∑
i=1

αKiSi) = var(
mn(x)
σn

) = 1. (5.34)

Then using expressions (5.31) - (5.34) and the theorem 2.2 in Peligrad and Utev (1997), we get:

mn(x)− Emn(x)
σn

→D N (0, 1) (5.35)

The variance of mn(x) is given by the relation (5.25). The proof of the theorem 3.1 is complete.
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We provide now the proof of Corollary 3.1.

Proof 5.3 (Proof of corollary 2.1). From theorem 2.1, a confidence interval, for a given α can

be computed, and has the expression:

−z1−α
2
≤ mn(x)− Emn(x)

σ̂n
≤ z1−α

2
(5.36)

where z1−α
2

is the (1 − α
2 ) quantile of Student law. Previoulsy, we have established that the

estimate mn(x) can be biased, thus the relationship (5.36) becomes:

mn(x) +B − σ̂nz1−α
2
≤ m(x) ≤ mn(x) +B + σ̂nz1−α

2
(5.37)

When the bias is negligible, the corollary is established. If this bias is not negligible, we can bound

it. The bound is obtained using (5.7) and (5.38):

B = O

((
k(n)

(n− d)ĥ(x)c

) p
d
)

(5.38)

with c = πd/2

Γ((d+2)/2) , ĥ(x) being an estimate of the density h(x). Introducing this bound in (5.37)

completes the proof.

6 ANNEX

6.1 Euro Area Monthly Indicators

We provide the list of the monthly economic indicators used in this study for the computation

of the GDP using the bridge equations.

6.2 The bridge equation

We introduce now the bridge equations as they are listed in Diron (2008). Let us define Yt as:

Yt = (logGDPt − logGDPt−1) × 100, where GDPt is the GDP at time t. The final GDP Yt is

the mean of the eight values computed below.

1. EQ1. Y 1
t = a1

0 + a1
1(log I1

t − log I1
t−1) + a1

2(log I2
t − log I2

t−1) + a1
3I

3
t−1 + εt.

2. EQ2.

Y 2
t = a2

0+a
2
1(log I1

t−log I1
t−1)+a

2
2(log I2

t−log I2
t−1)+a

2
3(log I4

t−log I4
t−1)+a

2
4(log I5

t−log I5
t−1)+εt.
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Short Notation Notation Indicator Names Sources Period

I1 IPI Industrial Production Index Eurostat 1990-2007

I2 CTRP Industrial Production Index in Eurostat 1990-2007

Construction

I3 SER-CONF Confidence Indicator in Services European Commission 1995-2007

I4 RS Retail sales Eurostat 1990-2007

I5 CARS New passenger registrations Eurostat 1990-2007

I6 MAN-CONF Confidence Indicator in Industry European Commission 1990-2007

I7 ESI European economic sentiment index European Commission 1990-2007

I8 CONS-CONF Consumers Confidence Indicator European Commission 1990-2007

I9 RT-CONF Confidence Indicator in retail trade European Commission 1990-2007

I10 EER Effective exchange rate Banque de France 1990-2007

I11 PIR Deflated EuroStock Index Eurostat 1990-2007

I12 OECD-CLI OECD Composite Leading Indicator, OECD 1990-2007

trend restored

I13 EUROCOIN EuroCoin indicator Bank of Italy 1999-2007

Table 2: Summary of the thirteen economic indicators of Euro area used in the eight GDP bridge

equations.
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6
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2I
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5. EQ5. Y 5
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6
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8
t + εt.

6. EQ6. Y 6
t = a6
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1(log I10
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2(log I12
t−2 − log I12

t−3) + a7
3Y

7
t−1 + εt,and
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