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Abstract

This paper investigates the statistical properties of theqDet and Sugeno integrals, used as multiattribute modéls inves-
tigation is done on an empirical basis, and focuses on twidoghe distribution of the output of these integrals whiea input
is corrupted with noise, and the robustness of these modéisn they are identified using some set of learning data tir@ome
learning procedure.

I. INTRODUCTION question in fact addresses the problem of robustness of suct

. . models.
The Choquet integral [3] and the Sugeno integral [31], also The paper is organized as follows. Section Il recalls basic

known under the generic name of fuzzy integral, have becomgeiions on fuzzy integrals, while Section I1I statesgisely

widely used aggregation functions, especially in multéeta : : .
2 ; e . the kinds of problem we study. Sections IV and V give the re-
decision making [9], [18], subjective evaluation [2], [1§24], sult of the empirical studies, concerning respectivelyahal-

[32], pattern classification [12], [23], image processiig]| ysis of output when the input vector is corrupted with noise,

Ei} thi]’ 'gg;ma?:g?;g]s 'f% r: E’;\llc,jé?;,ilf ds]étLeo?reasriljorr:ZgSIrsefea-nd the analysis of the fuzzy measure when the learning slata i
' ' y y éorrupted with noise. Section VI concludes the paper.

ences). . . . . All tables and figures showing results of experiments are put
Their mgthematlcgl properties as aggregation fgnghone hqn appendix. We give also in appendix an improved version of
been studied e><.tenS|ver [4]’.[6]’ [25].’ [29], and |t_|s ke the HLMS algorithm, whose original version [7] is well known
that many classical aggregation functions are particudases by practitioners of the Choguet integral.
of these so-called fuzzy integrals, e.g., the weightedhiaétic
mean, ordered weigthed averages (OWA), weighted minimum
and maximum, etc. Il. BASIC DEFINITIONS
Itis surprising that almost no study (at least to the knogted
of the authors) has been done concerning the statisticakepro
ties of the Choquet and Sugeno integrals, since this qumeistio
of primary importance in any application, where the robasm
of models against noise has to be evaluated. The answer enayli
in the mathematical difficulty to analyze the statisticah&eéor
of these integrals, due to their nonlinear character. Hewnev __ _
very recent theoretical work has been done in this diredbipn yvhenevza](,;l) - 113 (monotonicity. A fuzzy measure isormal-

Marichal, who obtained the mathematical expression of ike gizedif - )
tribution of the Sugeno integral [26]. We will present thisult We assume in this paper that fuzzy measures are normalized. A
in Section I1l. fuzzy measure iadditiveif u(A U B) = u(A) + pu(B) when-

This paper aims to fill this gap, by providing an empirica?verA N B = 0. Theumform addltlvg measurs the additive
analysis of statistical properties of the Choquet and Sogen Measure defined by({i}) = 1/n, fori =1,..., n.
tegrals, based on synthetic and real data. Two questions ar@€finition 2: Let i be a fuzzy measure oV, andz :=
addressed: for an input vector corrupted with Gaussianenoi§?1: - - -»n) € R The Choquet integrabf = w.r.t. p is de-
whatis the distribution, mean and variance of the outputrai-C fined by:
guet and Sugeno integrals? Second, what is the impact of nois n
corrupting learning data on the fuzzy measure, i.e., tharpar . S PN )
ters of the model, for a given learning procedure? This sécon Culer, - m) ;(lm) Trti-)i(Ax@) - (1)

Throughout the paper, we assume that input vectorsare
dimensional nonnegative vectors, aid:= {1,...,n} is the
index set. We call for commoditgttributesthe dimensions of

Definition 1: A fuzzy measurf81] or capacity[3] is a func-
tion p : 2V — Ry such thatu(d) = 0, andu(A4) < u(B)



with 7 a permutation onN such thatr,) < x.2 < Thisnotion has been introduced by Shapley [30] in cooperati
o+ < Tr(n), With the conventionr, ) := 0, andA,;) := game theory. It represents the overall importance of aitieib
{r(i),...,m(n)}. in the model, and it has the property thaf’_, ¢(i) = 1. For
An equivalent expression is an additive measure, the Shapley value, the Mobius tramsfo

and p coincide in the sense that({i}) = m({i}) = #(i),
- i =1,...,n. It could be said that its(i) = 1/n, attributei
Cul@r,... ) 1= Zx’f(“ [1(Ar@) = p(Arin)] @) g neit,her7important nor unimportanftb,(s)ince t{1e Shapleyeal
=t of the uniform additive measure satisfies this property fare
with the conventiom,.,, 1) := @. From this formula, we de- i € N. o ) _ )
duce that the Choquet integral reduces to a classical wesght Another useful notion is the notion of interaction between
arithmetic meanzz;l W; T when the fuzzy measure is addi.tWO attributesi,j (Origina”y introduced by Murofushi and

tive, with w; := u({i}). Soneda [28] and later generalized to more attributes by Gra-
Definition 3: Let 1 be a fuzzy measure oV, andz € bisch [8]) o
[0,1]™. The Sugeno integradf = w.r.t. ;1 is defined by: Definition 7: Let ;. be a fuzzy measure oW, andi, j € N.

Theinteraction indexbetween and; is defined by:

=

sty A i) D S LN

. . ke ™
with same notations as above. ~ (KU — (K Uj) + p(K)].
When these integrals are used to model the relationship ey, i aqditive, the/ (7, j) = 0 for all i, j € . Positive (resp.
tween an input vectar and some outpuj, the parameters of o4 41ive) interaction values represent a kind of positjvesgy

the model are the™ — 2 values of the fuzzy measupefor all o, complementarity (resp. negative synergy, redundaney) b
subsets ofV, except forf) and N whose values are fixed. Theyyeen attributes. Together with the Shapley value, therinte

exponential complexity of these models obliges t0 100k er €,¢tjon jndex is a valuable tool to interpret the model (sae fo
ther simpler models or for interpretative tools. The notafn

. X , example [15]). It can be proved that;ifis 2-additive, the val-
_k:-addltlve fuzzy measures [11] provides simpler modelsgranues¢(i) andI(i,j) fori € N andj # i uniquely determine
ing from the purely additive onek(= 1), to the general case
(k = n), and the general notion of interaction [11], closely
linked to k-additive fuzzy measures, provides a way to inter-
pret the Choquet integral model. We recall here very briefly
the essential notions, since they will be used in the sequid. ~ The aim of the paper is to study the statistical properti¢s@f
interested reader can find more details in e.g., [10], [1B}],[ Choquet and Sugeno integrals. Two important questions aris

Su(zr, ... xp) =

(3

I1l. DEFINITION OF THE EMPIRICAL STUDY

[19]. in an applied context:
Definition 4: Let 11 be a fuzzy measure oN. TheMobius  « What is the statistical behavior of = C,(z) andy =
transformof 1 is a functionm : 2 — R defined by: S,.(x) when input vector is corrupted with noise whose
distribution is known?
m(A) := Z (—1)‘A\B|M(B). « For a given set of learning data supposed to be corrupted
BCA with noise whose distribution is known, what are the sta-
The Mdbius transform is invertible since one can recovEom tistical properties of the parameters of the model, namely
m by: i, for a given learning method?
w(A) = Z m(B). It is very difficult to give a mathematical answer to thesesjue
BCA tions, especially the second one; hence our position isdemn

take an empirical study. Section IV addresses the first gurest
while Section V addresses the second one.

We give below some insights to the first question. This will
show why a mathematical analysis is difficult to undertaket. L
us take the case of the Choquet integral, and consider fiegd-an
ditive fuzzy measure. In this case, the Choquet integrabsri

If the fuzzy measure is additive, then is non null only for
singletons, andn({i}) = p({i}).

Definition 5: A fuzzy measure is said to bec-additivefor
some integek € {1,...,n}if m(A) = 0 whenevetlA| > k,
and there exists somé& with |A| = k such thatn(A) # 0.
Clearly, 1-additive fuzzy measures are additive measargsa

k-additive fuzzy measure needs ofly;_, (") — 1 values to be n ,
defined. y = ul{ih)z:.
Definition 6: Let ix be a fuzzy measure oN. The Shapley =1

valueof : € N is defined by: Consideringz1, . . ., z,, as independent random variables with

K 1)Kl expected valuesiy, . .., m,, we know that the distribution of
o(i) == Z u[u([( Ui) — u(K)] y is the convolution product of the distributions of thg's,
n! [ aat . .
KCN\i up to multiplicative constantg({¢}). Hence, in the normal

case, the result is particularly simple since we know that if
with k := |K]|. X1, ..., X, are independent Gaussian random variables, with



meansm, ..., m, and variances?, ..., 02, then the distri- p2-add{1})  po-add{2})  fpr2-add{3})
bution of the sumn, X, + --- + o, X,, is again a Gaussian 0.130094 0.061056 0.246516
distribution, with mean and variance given by: po-add{4})  po-add{5})  pzadd{6})
0.214887 0.400155 0.508465
m=o1mi +---+ a,my (3) MZ-add({lv 2}) MZ—add({l, 3}) NZ—add({l, 4})
2 2 9 2,2 0.19115 0.376611 0.344981
7T @ hoad (15))  pzaad (1.6]) pzaad (2.3))
The additive case is thus solved when the input variables are 0.530249 0.508466 0307572
independent Gaussian. Let us consider the general case wher p2-add{2,4})  p2-add{2,5}) p2-add{2,6}) |
. " . . 0.275943 0.400156 0.569521
the fuzzy measure is not additive. Rearranging terms in Ref.
the Choquet integral can be written as in (2). It is known that p2-aod {3, 4})  jiz-aad {3.5}) ~piz-a0d {3, 6})
if X1,...,X, areidentically distributed and independent, with 0.246517 0.727001 0.826485
cumulative distribution functio(¢) := P(X < t), then the p2-add{4,5})  p2-add{4,6})  fpr2-add{5,6})
(called thekth order statistic) is 0.615042 0.7555 0.569521

distribution function ofX 1

given by: « A fuzzy measure coming from identification on some real

data set, denoted,. We do not display the 64 values of
n 1o Since this would take up a lot of room, and be little in-
Fxm)( ) =P(Xrm <t) Z < >FJ (1-F@)"~ formative, however, fuzzy measurgsqq andgiz.aggCome
=k from the same real data set, and so can be considered re
spectively as additive and 2-additive approximationgof
Supposing that this result permits to compute the distidiost This real data set comes from experiments done on subjec-
of Xz, k = 1,...,n, it does not seem obvious to compute tive evaluation of mental workload [21].
y, because thé( )'s are no more statistically independentwe consider both the Choquet and Sugeno integrals in these tw
and thus the classmal results on the sum of independentnandexperiments.
variables (e.g., the sum of Gaussian r.v. is still Gaussiathe
p.d.f. of the sum is the convolution product of the p.d.fds) A. Experiment 1
not apply.

We briefly cite the recent result of Marichal concerning W& choosero = (0, 0.2, 0.4, 0.6, 0.8, 1), with stan-
the Sugeno integral [26]. Consider independent random dard deviation of the noise belng successwely 0.01, 0.@b an

variables X, . .., X,,, with cumulative distribution functions 0-1- Table I in appendix gives the mean and standard dewiatio

Fi....F, anda fuzzy measureon N. Let H be the Heav- ©f the outpuly = C,,(z) andy = S, () for the differen and
iside step function defined by(z) = 1if = > 0, and defined above. Note thatdf is Iow thenz has a high proba-

0 otherwise. For any: € R, we also introduce,(z) = Pllitytosatisfyz; <@y < 23 <24 < 25 < 16, 1.6, the same
H(z — ¢). Then the cumulative distribution function f .= Permutation applies far, andz. From (2), itis clear that the
Choquet integral reduces to a weighted sum whose weights are

Su(Xy,...,X,)is given by
NO({lv 2,3,4,5,6}) — po({2,3,4,5,6}) =0
Fly)=1- {1 Hyu)(y } II £ ]t -Ew). 10({2,3,4,5,6)) — 110({3,4,5,6}) = 0
ACN iEN\S =
5) 10({3,4,5,6)) — po({4,5,6}) = 0.2818

MO({4’ 5, 6}) - ﬂO({5’ 6}) =0
to({5,6}) — po({6}) = 0.2588

IV. STATISTICAL STUDY OF THE OUTPUT VALUE 10({6}) = 0.4594.

In this section, we study the statistical propertiesyof= )
C,.(x) andy = S,,(z) when the vecto is corrupted with noise, B- Experiment 2
that is,z = o + v, with v a Gaussian white noise with zero We choose:y = (0.5, 0.5, 0.5, 0.5, 0.5, 0.5), with stan-
mean. A first experiment is done where the veatphas com- dard deviation of the noise being successively 0.01, 0.@b an
ponents which are scattered on the rafige], and a second 0.1. Table Il in appendix gives the mean and standard dewiati
one where on the contrary componentsgfare all equal. of the outputy = C,(x) andy = S, (x) for the different;. and

In both cases, we generate 1000 6-dimensional samples. Wéefined above.
consider the three following fuzzy measures:

« An additive measurg,qq defined by: C. Interpretation and comments

fadd({1})  taaa({2})  taaa({3}) 1) Choquet integral: For the additive case, it is possible to
0.0931979 0.0203709  0.2763%9 compute the theoretical mean and variance of the Choquet in-
fadd({4})  paaa({5})  ftaaa({6}) tegral thanks to (3) and (4). Thus the mean is nothing elde tha
0.0824232 0.0631751  0.464474 the value of the Choquet integral of without noise (theoret-

« A 2-additive measurg;.aggdefined by: ical value in the tables). For both Experiments 1 and 2, these



theoretical values are recovered with great precisioro(dess V. STATISTICAL STUDY OF THE PARAMETERS OF THE
than 1%). MODEL
The variance writes in our case:

02 = 52(0.0931979%+0.0203709%+0.276359%--0.08242322 - Description of the experiment

Yy

+0.0631751% 4 0.464474%) = 0.311995902. We begin by general considerations. Let =
{2}, ..., 2%y} be aset of learning data we have at disposal
for the identification of the model (in this section we redttd
the case of the Choquet integral), and some given learnimg pr
_ cedureM. We obtain after learning a fuzzy measurg s,
standard deviation of | 0.01 0.05 0.1 which represents the set of all parameters of the model. An
standard deviation of | 0.0055857 0.027928 0.05585%7important question in practice is the robustness of the mode

Again, we remark that the theoretical values are recoveitd wspecifically:
great precision in both experiments in the case of the Choque |t 5 Gaussian noise with zero mean is added to the

integral w.r.t. an additive measure. _ learning data, what is the influence on the parame-
_ Strangely enough, even if the fuzzy measure is no more ad-  ters of the model?
ditive, the values for mean and standard deviation remaipn ve
similar to the theoretical values of the additive case. Fhis- 1he answer depends on the kind of learning procedure which
ous result may come from the fact that fuzzy measureg,q 'S Use€d. The most commonly used learning procedures for the

and y,qq are in a sense approximations pf, as explained Choquetintegral are the following:

We obtain the following theoretical values for the standaeel
viation:

above. 1) Heuristic Least Mean Squares (HLMS) [7]. This algo-
Fig. 1 and 2 show some histogramsgofor Experiments 1 rithm uses as basic idea the gradient algorithm to mini-
and 2. We observe that the histograms are close to a Gaussian mize the sum of squared errors, under the constraint of
distribution, especially for low values ef and for Experiment monotonicity of the fuzzy measure. The algorithm is not
1. Thisis natural, since in this case the Choquet integdaleces optimal, but is very fast and uses few memory. It has also
to a weighted sum whose weights are given above (Section IV-  the property of giving a fuzzy measure as close as possi-

A), so that the variance afis ble to the uniform additive fuzzy measui€{i}) = 1/n,
2 9 2 2 2 i1 =1,...,n. We use here an improved version of HLMS
oy = 0~ (0.28187 4 0.2588" + 0.4594%) (described in appendix). Values of parameters for this
= 0.357402, method aren = 0.01 (coefficient of the gradient) and

and the standard deviationdg = 0.5979¢. This result is very 300 iterations.

close to the one obtained in Table 1. 2) Quadratic programming (QUAD). The error criterion is
For Experiment 2, the shape of the distribution is flattentha ~ @dain the sum of squared errors, under the constraint
a Gaussian distribution. of monotonicity of the fuzzy measure. This leads to a
2) Sugeno integral: Here results are more difficult to inter- quadrat_|c program with Imear constraints, and gives a
pret. The mean value of is stable, however less than for the (non unique) optimal solution.

Choquet integral, and the standard deviation is approxilpat 3) k-additive quadratic programmingi{ADD). It is the

proportional to the standard deviation of the noise in cdse o~ Same as above, but the model is supposed to be a Cho

Experiment 2, but not for Experiment 1. quet integral w.r.t. &-additive fuzzy measure. In this
Fig. 3 and 4 show some histogramspfor Experiments experiment, we usk = 2 (2-ADD).

1 and 2. The Sugeno integral gives rise to very various forr#r a careful study of the methods based on quadratic legrnin

for the histograms. While Experiment 2 shows histograms sifthe reader is referred to [27].

ilar to a Gaussian density, Experiment 1 shows rather cariou \y,e describe our experimental setting and define more pre-

shapes, but which can be explained for low values of varian%ew our aims. We consider a theoretical model (the Cho-

Indeed, in this case the resulting random variable is approyyet integral) with 4 attributes, built with several diféert fuzzy

mated by, using Def. 2 and valuesaf: measures, and the identification of these models will be done
Y= (XiAL)V(XaA1)V(X3A1)V (X4 AO0.7181) with the above mentionned Igaming procedures, and a.I.SO sev

V (X5 A 0.7181) V (X A 0.4594) eral data sets, each of them illustrating a different pcatsit-

uation. In order to master the whole set of data of the study, w
A X1VXpV X3V I[(XyV X5)A0.7181] v 0.4594 use only synthetic data.

since theX,’s are centered on 0, 0.2, 0.4, 0.6, 0.8 and 1 respec-We consider the following three fuzzy measures:

tively, and they have a low variance. Simplifying furtheew o an additive measure,qq defined by

get taad({1})  ftaaa({2})  paaa({3})  paaa({4})
y~ X5 AN0.7181 0.5 0.3 0.15 0.05

which well corresponds to the histogram (see Figure 3 ledt. F « a 2-additive measurg,.aqqdefined by the following Shap-

o = 0.01, we have seen that the histogram has only one slotin ley value and interactions (this determines uniquely the
0.7181). fuzzy measure, see Section Il):




AR} 07 [ 169 [ [ 1G.7)
> 0'3 1,2 21 2,3 0.1
’ 1,3 0|l 2,4 0.1
31015 1,4 0| 3.4 0
4 | 0.05 ! !
This gives the following values fqr,_aq4
p2-add {1}) p2-add {2}) p2-add {3})
0.4 0.1 0.1
p2-add{4})  pe-add{1,2}) p2-aad {1, 3})
0 0.7 0.5
p2-agd{1,4})  po-add{2,3}) p2-add {2,4})
0.4 0.3 0.2
p2-add{3,4})  poadd{1,2,3})  p2-aad{1,2,4})
0.1 0.9 0.8
p2-add{1,3,4})  p2-add{2,3,4}) po-add{1,2,3,4})
0.5 0.4 1

« ageneral (4-additive) fuzzy measyrgdefined by the fol-
lowing Mobius transform:

mo({1}) mo({2}) mo({3})

0.4 0.1 0.1

mo({4})  mo({1,2}) mo({1,3})

0 0.1 0

mo({1,4})  mo({2,3}) mo({2,4})

0 -0.1 0.1

mo({374}) mO({1’273}) mO({1’274})

0 0 0

mo({1,3,4})  mo({2,3,4})  mo({1,2,3,4})

0 0.2 0.2

This gives the following values fq:

pi2-add{1}) p2-add {2}) fi2-add{3})
0.4 0.1 0.1
N2-add({4}) HZ-add({la 2}) ,Uz-adc({l, 3})
0 0.6 0.5
/J'Z—add({]-’ 4}) /‘Z—add({Q’ 3}) MZ—adc({Qa 4})
0.4 0.1 0.2
/J'Z—add({g’ 4}) MZ—adC({lv 2a 3}) /‘Z—add({]-’ 27 4})
0.1 0.6 0.7
NZ-adC({173a4}) NZ-adC({273a4}) N2-3d4{172a374})
0.5 0.2 1

The number of free parameters of these three models is respec

tively 3, 9, and 14.

We consider 9 learning data sets, which we describe bel

illustrating three typical situations in practice:
« 100 dataz!;y'), with vectorsz! uniformly distributed on

with very few learning data, but still uniformly distribude
in the space. We call it Situation S2.
we select inx!% . x1% ‘and X% the data such that
z} <z, which gives about 50 data. We denoteBy=?,
X )=} andX;=* these learning data sets.
This data set illustrates the situation where thereagre
parentlyenough data regarding the number of parameters,
but there is no data in some part of the space, which makes
difficult the learning of some parameters. We call this sit-
uation S3.
In our case, imposing! < x} amounts to cancel all data
which would allow the identification of the values ofA)
such thatd > 1 but A # 4, i.e., these arg(1), p(1,2),
u(1,3) and u(1,2,3). Remark that these values are the
highest in the three fuzzy measures defined above. This
means that we have learning data with a considerable lack
of information.
As said above, we use the following learning procedures:
HLMS, QUAD and 2-ADD. We have verified beforehand that
the above defined learning data sets (without noise) permit a
perfect identification of the 3 fuzzy measures, up to a piecis
of 106 for QUAD, and10~2 for HLMS.

For each learning data set and each learning procedure, we
add to the data a Gaussian noise with zero mean and standar
deviation being successively 0.01, 0.02, and 0.05, and we ha
done 100 realizations of each data set. We try to answer the
following questions for each situation S1, S2 or S3:

What is the behavior of the estimation of each parameter,
described in terms of bias and standard deviation? Whates th
best learning procedure, i.e., with minimum bias and stadda

deviation?

The results shown are:

« The average bias and average standard deviation of the val
ues of the fuzzy measure, denotedihyo,,, of the Shap-
ley value, denoted by, o4, and of the interaction, de-

noted byb;, o7, obtained on 100 realizations. All these

results are given in Tables Il to XI.

In the case of incomplete data se¥§=! and X;=* the

values of the fuzzy measure found by the differentlearning
procedures, together with their Shapley values and interac

tions (Tables XII and XIlII). For this case, we have taken

o =0.01.

O%Ution: Shapley values are multiplied by (hence by 4) in
tables, so that a value of 1 indicates a neutral value forasiver
importance (see Section Il). Consequently, for compariag-s
dard deviations of the Shapley value with those of intecensj

[0,1]%, andy' = C, ('), with 1 being one of the three jt is necessary to divide the standard deviation of the Shapl

XlOO

H2-add

fuzzy measures above defined. We denot&}y’ ,
andX;% these 3 learning data sets.

value by 4.

Since data are in sufficient number regarding the number of Resul q
parameters and uniformly distributed in the whole spacg; Results an .comments
this is an ideal situation for learning, which is not always We address first Tables Il to XI.

encountered in practice. We call it Situation S1.
same as above, but the number of learning data is only
We denote these learning data sets), , X° and
X0,

o

The aim is to study the behavior of learning procedures

10.

The computation of the overall bias @n¢, I being done

by an arithmetic mean of the biases on each value of
u, ¢, I, the bias ony is always close to 0, since the sum
of the Shapley values is equal to 1. This figure being not
significant, we discard it from our analysis.



» Generally speaking, the bias @nremains very low, and that¢(i) = p({i})). For the computation of, the perturbation
can be considered as being 0, even with a low numberigfeven stronger and tends to spread over all values.
data (v'°). However, in the case of learning data which Let us come back to the estimation pt{1}), n({1,2}),
do not cover the whole spade, 1]* (Tables IX to XI), a ,({1,3}) etu({1,2,3}). The results that are closest to the true
non negligible negative bias may occur, in particular foyalue are given by HLMS and 2-ADD, while QUAD gives er-
QUAD. ratic results.
There is no clear linearity relation between the bias@and  The good performance of HLMS in Situation S3 (and also
although the bias is generally increasing with the level &) js explained by the fact that, in the absence of informa-
noise, in many cases, it is observed that the bias is smaligh for valuesy:(A4) for some subsetd C N, HLMS assign

for higher levels of noise. _ . values for thoseu(A)’s which are as close as possible (under
More or less the same conclusions hold for the bias of thgonotonicity constraints) to the uniform additive measiee,
interaction. u(A) = %. This can be checked in Tables XIl and XIII.

« Results are easier to interpret for the standard deviation o
w. For Situations S1 and S2 (that is, with uniform distribu-
tion of the data), Tables Ill to V and VI to VIl show that
o, is approximately proportional te (although more ex-
periments should be done to confirm this), and is relatively ) i
independent of:, especially fort'?. A linear regression Thg following fu'ndamental conclusions can be drawn from
0,, = ao done for each learning procedure and each sitfhe different experimentations:
ation, and using results for all three fuzzy measures givese The exact distribution of = C,(z) andy = S, (x) seem

VI. CONCLUSION

the following result: to be very complicated to obtain, even if for the latter case,
o residual error an analytical expression exists. Empirically, it is observ
Situation S1  HLMS| 1.04108| 0.003514 that if 2 follows a Gaussian distribution, then in general
QUAD | 0.86981| 0.00301 the distribution ofy is similar to a Gaussian one (unimodal
2-ADD | 0.65398| 0.001123 and symmetric). For the Sugeno integral, the results are
Situation S2 HLMS| 1.63705| 0.004992 more unpredictable, a peak or a Gaussian distribution can
QUAD | 2.5612 0.02488 be obtained.
2-ADD | 1.8618 0.01198 « The quality of the learning data set is of considerable in-

The above table clearly shows that in the case of a large fluence on the quality of the identification. If the number
number of uniformly distributed data{'°°), 2-ADD, and of data is sufficient with respect to the number of parame-
QUAD in second position give the best results, always bet-  (€rS of the modelandif they are uniformly distributed in
ter than HLMS. By contrast, when the number of dataisin- [0 1/" (Situation S1), then the optimal methods QUAD, 2-
sufficient (¢19), HLMS gives always the best results, and ADD give the best results in term of robustness. The stan-
QUAD the worst ones. dard deviation on is roughly proportional to the standard
This tendency is even stronger wit'<* (see Tables IX deviationo of the noise. By contrast, the value of the bias

to XI), where QUAD and 2-ADD give similar results, far 1S not clearly related to,, but remains very low.

worse than HLMS (for these cases, singgis no more If few learning data are available, but still uniformly dis-
independent ofi, we did not performed any linear regres- tributed (Sltuatlon_SZ_)_, HLMS becomes slightly better
than 2-ADD, and significantly better than QUAD. Conclu-

sion). . ) S
Lastly, remark that the linear hypothesis is questionaimief ~ SIONS On the relation between the standard deviation,on
Situation S2 and QUAD, 2-ADD. the bias and remain the same than in Situation S1.

If some parts of0, 1]™ are not covered (Situation S3), then
HLMS gives the most reliable results, then 2-ADD in sec-
ond position since this method uses a reduced number of
ation is the same as the one;of parameters. In this case, which is in practice the most fre-

Lastly, we comment on Tables Xll and XIlII, illustrating Situ quent one, it seems better to avoid the use of QUAD.
ation S3. The effect of a lack of learning data in a half-spad¥e mention that the above learning procedures, as well &s too
can be well observed there. As explained above, this lack fé@ compute the Mobius transform, interaction indices, (i
bids a correct estimation 9f({1}), x({1,2}), u({1,3}), and Values, etc., are all available in the free Kappalab pacKke
1({1,2,3}). This is exactly what can be observed: these valu@sPackage running under the R environment for statistics (se
are very badly estimated, amdly these ones http://www.polytech.univ-nantes.fr/kappalab).

The consequence is that the Shapley values are more or lesas a final remark, we would like to stress the fact that this
heavily perturbed. Indeed, in the computatior¢f), all terms work is a first step towards a more complete and theoretical
uw(AUi) —pu(A), A C N\ i, areused. Itis easy to see that iranalysis of the statistical properties of these methods,more
our case, forp(1) and¢(4), there are 4 terms among 8 whichand more used in practical applications. In particular,lézest
are spoilt, while there are only 2 among 8 #{2) and¢(3). square estimation of fuzzy measures can be seen as an extensi
This can be well observed on Table XIII (remark that Table Xibf classical multiple linear regression estimation, wheessi-
is not significant for this case since the measure is additwe cal results could be applied here with benefit.

« The same phenomena can be observed on the standard de-
viation on the Shapley value, even in a more noticeable
way. For the interaction, the behavior of its standard devi-
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wherea € [0, 1] is a constant, anel,,.. is the maximum value
of the error.en,.x = 1if y takes its values ifD, 1], andr is a
permutation onV as in Def. 2.

The problem is then to ensure the monotonicityofwhile
modification of its values are done. In the original HLMS algo
rithm, this was done in two steps. In a first step, for eachmatu
after application of Eq. (6), verification of monotonicityas
done only for values of: already modified (for previous data).
Then in a second step, when all data have ben used, unmodifie
values ofu are checked to see if they satisfy monotonicity, and
they are modified accordingly. Then a kind of uniformizatisn
performed on the whole set of unmodified valueg.of



It has been observed in experiments that is some rare cases, u(i) = p(K).

monotonicity may be violated when HLMS is used. Thisis due Repeat steps 1.2 and 1.3 foe= 1,...,n — 1, in the fol-
to the intricate way of modifying the values pf The new ver- lowing order:
sion of the algorithm avoids this drawback, and is much sanpl — if e > 0, we begin byu(1),u(2),...,u(n — 1)
(particularly in step 2). We describe it below. — if e < 0, we begin byu(n — 1), u(n —2),...,u(l)
« step 0 :the fuzzy measure is initialized at the uniform ad-  Repeat steps 1.1 to 1.3 for all learning data.
ditive measure. « step 2: for every u(K) left unmodified in step 1 (scan-
 step 1.1 : consider a learning daturizy,...,z,;y), ning begins by singletons, then pairs, etc.), adjust itseval
inducing a permutationr. Computee = C,(z) — considering the values of its upper and lower neighbors, in
y, and denote byu(0) := u(@) = 0,...,u(i) := order to homogenize the whole. This is done by computing
(Ar(n—it1),--->u(n) = u(N) = 1 the values of the the minimum distance betweer{ K) and its upper (resp.
fuzzy measure: used in the computation 6f, (z). lower) neighbors, denotet),,;,, (resp.d,,;,). Then

« step 1.2 :compute the new value™*¥ (i) by Eq. (6).
o step 1.3 : verify the monotonicity relations. 1€ > 0, . onin — i
the verification is done for all lower neighbors, i.e., all p e (K) = p”(K) + 9
(Arn—it1) \ j) forall j € A, andife < 0, for all upper
neighbors, i.e., alli(Ax,,—i+1) U j) forall j € N\ A.  Step 1 and 2 form one iteration, and they can be repeated in the
If a monotonicity relation is violated, say wifll k'), then same order.

APPENDIX
Tables and Figures

Madd H2—add Ho
=001 o0=0.05 c=01|0=001 o=0.05 c=0.1|0c=0.01 o¢=0.05 o=0.1 |
Choquet integral
theoretical value of 0.679086 0.779156 0.778908
mean value of 0.679012 0.678877 0.6741900.778995 0.779147 0.7755590.778984 0.778470 0.775214
standard deviation @f | 0.005555 0.028340 0.0548580.005924 0.029583 0.05691/90.006001 0.030522 0.05850
Sugeno integral

Ll =

theoretical value of 0.600000 0.600000 0.718178

mean value of 0.599739 0.586059 0.5775850.600681 0.607169 0.6201870.718178 0.716494 0.707477

standard deviation af | 0.008676 0.028394 0.0363680.010102 0.037656 0.0619970.000000 0.008465 0.028728
TABLE |

STATISTICS OF THE OUTPUT VALUE OFCHOQUET AND SUGENO INTEGRALS

Madd H2—add Mo
oc=0.01 oc=0.05 c=0.1|0c=001 oc=0.05 c=0.1|0c=0.01 o¢=0.05 o=0.1 |
Choquet integral : theoretical value ofy = 0.5
mean value of 0.500125 0.500963 0.4975700.503197 0.516222 0.53021|80.502822 0.514508 0.52712
standard deviation af | 0.005694 0.027271 0.05507(00.005166 0.025244 0.0492860.005232 0.025009 0.04836
Sugeno integral:theoretical value of,=0.5

=0

mean value of 0.500243 0.500973 0.4990470.503594 0.514922 0.5259770.502231 0.509829 0.517041
standard deviation aj | 0.007088 0.030868 0.0552030.006528 0.029340 0.0526840.006067 0.026390 0.04971%
TABLE Il

STATISTICS OF THE OUTPUT VALUE OFCHOQUET AND SUGENO INTEGRALS
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HLMS QUAD 2-ADD
o =0.01 o =0.02 o =0.05 o =0.01 o =0.02 o =0.05 o =0.01 o =0.02 o =0.05
b 0.0002359 -0.0001914 0.00084430.0005501 -0.0002410 0.0014112 0.0000685 -0.0002020 0.0006598
by | -0.0000225 -0.0000125 0.00000250.0000025 -0.0000125 0.000005 0.0000025 -0.0000075 -0.00041
br 0.0001983 0.0013167 0.00041830.0000383 0.0010817 -0.0003783-0.0000633 0.0001333 -0.00044
o, | 0.0150327 0.0256260 0.05159910.0116519 0.0222456  0.0459522 0.0075573  0.0152102 0.0337329
O¢ 0.0238063 0.0443845 0.10001210.0177995 0.0340447 0.0752618 0.0149487 0.0335126 0.0721673
or | 0.0168865 0.0275741 0.05766770.0131208  0.0252633  0.0486643 0.0116452  0.0223630 0.0489726
TABLE 1l
BIAS AND STANDARD DEVIATION FOR Xﬁggd
HLMS QUAD 2-ADD
o =0.01 o =0.02 o =0.05 o =0.01 o =0.02 o =0.05 o =0.01 o =0.02 o =0.05
b 0.0010217 0.0018660 0.00646670.0004332 0.0011473 0.0030560 0.0004663 -0.0001632 0.00420716
bs | -0.0000375 0.000015 0.0000125 0.00001 0.0000225 0.000005 -0.000005 0.00001 -0.00000b
br 0.00066 0.0016067 0.003075 -0.00033 0.0001567 -0.001691j7-0.0001083 0.0001283 -0.0014267
ou 0.0134816 0.0254956 0.05153980.0101489 0.0198080 0.0425334 0.0065605 0.0131913 0.0325438
o¢ 0.0222527 0.0422767 0.09724300.0170127 0.0317112 0.0766498 0.0150386 0.0292226 0.0761997
or | 0.0128859 0.0286317 0.05777670.0115245 0.0225192  0.0488963 0.0088639  0.0182380  0.0454115
TABLE IV
BIAS AND STANDARD DEVIATION FOR X100
HLMS QUAD 2-ADD
o =0.01 o = 0.02 o =0.05 o =0.01 o =0.02 o =0.05 o =0.01 o =0.02 o = 0.05
b, | 0.0005083 0.0015232 0.0091191 0.0001542 0.0006519  0.0046949 0.0010867  0.0013311  0.0039621
by | -0.0000075 -0.00002 0.0000275-2.776E-17 -2.776E-17 0.000005 0.00001 -0.0000025 0.0000125
br -0.00045 -0.0016867 -0.004{7 -0.0005217 -0.00107 -0.0043833-0.0132233 -0.013405 -0.0151533
opu 0.0112302 0.0211791 0.0473869 0.0086041 0.0166677 0.0385111 0.0064366 0.0121429 0.0311108
os | 0.0223658  0.0429352 0.0955570 0.0157758  0.0298892  0.0643691 0.0147096  0.0272903  0.0696207
or 0.0119700 0.0251895 0.0540117 0.0098140 0.0194602 0.0454427 0.0097146 0.0188734 0.0483268
TABLE V

BIAS AND STANDARD DEVIATION FOR ngo



HLMS QUAD 2-ADD
o = 0.01 o = 0.02 o = 0.05 o =0.01 o = 0.02 o =0.05 o = 0.01 o = 0.02 o =0.05
b, | -0.0202491 -0.0184064 -0.0105161-0.0102117 -0.0167357 -0.0070003-0.0007447  0.0000908 -0.0034839
bg | -0.0000325 -0.00001 0.00002 0.00001 -0.0000025 -0.000005 0.000015 0.000015 -0.0000025
br | 0.0024567 0.00284  0.0019733 0.0021733  0.0122533 0.00222 0.0004933 -0.0000617  0.0023133
o, | 0.0190233 0.0378587  0.0851044 0.0654708  0.0826742  0.1275689 0.0343353  0.0556703  0.0931236
os | 0.0501059  0.0942666  0.2098329 0.1073539  0.1368923  0.2567595 0.0792367  0.1263980  0.2468339
or | 0.0222792  0.0462891  0.0969113 0.0741965 0.0945179  0.1463481 0.0522507 0.0783139  0.1161039
TABLE VI
BIAS AND STANDARD DEVIATION FOR 10 |
HLMS QUAD 2-ADD
o =0.01 o = 0.02 o = 0.05 o =0.01 o = 0.02 o = 0.05 0c=0.01 o0=0.02 o =0.05
b, | 0.0012531  0.0030217  0.0162242-0.0031780 -0.0032977 -0.0019243 0.0013517 0.0059293  0.0084196
by | 0.0000125  0.0000325 0.000025-1.388E-17  0.0000075  0.0000075-0.0000125 -0.000015  0.0000025
br | -0.0007267 -0.0002933 -0.0076933 0.0055483 0.00242  -0.0030683-0.0009167  -0.003965 -0.0056233
o, | 0.0199690 0.0393712  0.0754240 0.0521809  0.0743177  0.11408250.0297983 0.0506263  0.0907867
os | 0.0515670  0.0916310  0.1825009 0.0904207  0.1461868  0.23504750.0673101 0.1210044  0.229175%8
or | 0.0223317 0.0488199  0.08508710.0611505  0.0828262  0.13055]0 0.0435037 0.0688689  0.1152216
TABLE VII
BIAS AND STANDARD DEVIATION FORX10
HLMS QUAD 2-ADD
o =0.01 o =0.02 o = 0.05 o =0.01 o =0.02 o = 0.05 o =0.01 o =0.02 o = 0.05
b, | 0.0018604 0.0068653  0.0189240-0.0075505 -0.0083404 -0.0037872-0.0022342 -0.0025142  0.0017069
bs | -0.0000125 -2.776E-17 -0.00000245 0.00002  0.0000025 0.000005 0.0000125  -1.388E-17 0.00001
by | -0.005185 -0.00565  -0.013615 0.0027933 0.0021133 -0.00807§3-0.0110183 -0.0108317 -0.0136267
o, | 0.0198964 0.0369956  0.0766734 0.0405841  0.0572769  0.1020067 0.0189423  0.0371503  0.0772251
os | 0.0501558  0.0920598  0.1837740 0.0663535  0.1150373  0.2215296 0.0471936  0.0905092  0.2139551
or | 0.0222982 0.0405338 0.0867574 0.0475859  0.0677331  0.1179952 0.0321105  0.0595129  0.10277%4
TABLE VIII
BIAS AND STANDARD DEVIATION FOR X0
HLMS QUAD 2-ADD
o =0.01 o =0.02 o = 0.05 o =0.01 o =0.02 o = 0.05 o =0.01 o =0.02 o = 0.05
b, | -0.0567233 -0.0571832 -0.0562092-0.1188823 -0.1042598 -0.0871266-0.0588714 -0.0720761 -0.0593036
bg | -0.0000025 0.000005 -0.0000175 0.0000075 -0.0000125 -0.0000225 1.388E-17  -0.000025 0.00001L
br 0.039065 0.041045 0.04222 0.07986 0.0690617  0.0576067 0.0392233 0.048055  0.0395233
o, | 0.0158592  0.0273284  0.0575833 0.037101  0.0622885  0.0983955 0.0420999  0.0649260  0.0889556
os | 0.0329080 0.0549783  0.1184147 0.1165405  0.1824432  0.2580886 0.1472002  0.2190381  0.2649518
or | 0.0185197  0.0322075  0.0649976 0.0446983  0.0791763  0.1128655 0.0430077  0.0679980  0.1076637
TABLE IX
BIAS AND STANDARD DEVIATION FOR X 54
HLMS QUAD 2-ADD
o =0.01 o =0.02 o = 0.05 o =0.01 o =0.02 o = 0.05 o =0.01 o =0.02 o = 0.05
b, | -0.0500573 -0.0448485 -0.0355478-0.1175110 -0.1034209 -0.0716527-0.0516723 -0.0541870 -0.0535092
bs | 0.0000075  -0.000015 -0.00002-0.0000275 -0.0000075  0.0000175 -0.00003 0.000015  0.0000225
br | 0.0356383  0.0335867  0.03327§3 0.0795417 0.07009  0.0454717 0.034445 0.03613 0.03565
o, | 0.0187834  0.0322533  0.0597895 0.0360110 0.0643024  0.0988410 0.0324026  0.0534711  0.0804050
os | 0.0388520 0.0666883  0.1263528 0.1120987  0.1871605  0.2635256 0.1090428  0.1764697  0.2353374
or | 0.0205464 0.0347369 0.06372710.0434425 0.0861692  0.1187680 0.0338751  0.0569765  0.0965266
TABLE X

1<4

BIAS AND STANDARD DEVIATION FOR &, ;-

H2-ADD



HLMS QUAD 2-ADD
0=001 0=002 o0=005] 0=001 0=002 0=005]| 0=001 0=002 o=005
b, | -0.0274957 -0.0231342 -0.0136413-0.1043289 -0.0912383  0.0204535-0.0240936 -0.0254146 -0.021427
bs | 0.0000025  0.000015 -0.0000025 -0.00001  0.0000025  -0.00008 0.0000175  0.0000175  0.00001
by | 0.0106917  0.0071467  0.002985 0.0686683  0.0581317 -0.0186783 0.0035767  0.0044533  0.001778
o, | 0.0162511 0.0293767 0.059055%2 0.0386861  0.0616810  0.05/58Q9 0.0260201  0.0478450  0.068171
os | 0.0342420  0.0600811  0.1319089 0.1364497  0.2036908  0.1220339 0.0829561  0.1569252  0.19817
or | 0.0180436  0.0331207  0.0651760 0.0482208  0.0835801  0.0625075 0.0320485  0.0532517  0.087852
TABLE XI
BIAS AND STANDARD DEVIATION FOR X/}0<4
reference HLMS QUAD 2-ADD
Hada({0}) 0. 0 0 0
paaa({1}) 0.5| 0.233962 0.02742  0.264051
taaa({2}) 0.3 0.29784 0.29769  0.301014
paaa({1,2}) 0.8| 0.529422 0.33305 0.564441
taaa({3}) 0.15| 0.143562 0.14662  0.148664
pada({1,3}) 0.65| 0.464868 0.16414  0.413156
pada({2,3}) 0.45| 0.456507 0.45211 0.44978
paaa({1,2,3}) 0.95| 0.764711 0.47452  0.713669
uadd({4}) 0.05| 0.057158 0.04902  0.050786
paaa({1,4}) 0.55| 0.549121 0.54962 0.54926
fada({2,4}) 0.35 0.35709 0.35518  0.351959
pada({1,2,4}) 0.85| 0.845358 0.84869  0.849829
Mdd({3 4}) 0.2 0.2074 0.20215  0.20041p
paaa({1,3,4}) 0.7| 0.695773 0.69809  0.699328
tada({2,3,4}) 0.5 0.49567 0.49953  0.501688
pada({1,2,3,4}) 1.0 1 1 1
Baaa(l) 2.000 1.51486 1.04968 1.52478
Baad(2) 1.200 1.19963 1.20764 1.20337
Gaaa(3) 0.600| 0.651649 0.59076  0.597669
baaa(4) 0.200| 0.633864 1.15191  0.674235
Taaa(1,2) 0 [ 0.00172641 -0.001479 -0.001798
I,qa(1,3) 0| 0.0466402 -0.004872 0.0018787
Taa(1,4) 0 0.222  0.473771 0.2658[L
I,44a(2,3) 0| 0.0064852 0.0017322 0.0027885
I44(2,4) 0| -0.0018243 0.0032101 0.0004247
Toqa(3,4) 0 | -0.0420457 0.0075858 -0.001587
TABLE XII

AVERAGE VALUES FORUadd s Padds Ladd

oW~ WO U



reference HLMS QUAD 2-ADD

po({0}) 0 0 0 0
uo({1}) 0.4 0.17436 0.016814 0.142641
uo({2}) 0.1 | 0.093464 0.098650 0.083161
po({1,2}) 0.6 | 0.440766 0.132855 0.558729
uo({3}) 0.1| 0.078577 0.086971 0.042494
wo({1,3}) 0.5| 0.333549 0.099548 0.343447
wo({2,3}) 0.1| 0.109621 0.10846 0.132625
wo({1,2,3}) 0.6| 0.720909 0.14176 0.766465
wuo({4}) 0| 0.008948 0.009270 0.010288
po({1,4}) 0.4| 0.397521 0.395168 0.295913
wo({2,4}) 0.2 | 0.192852 0.190389 0.137254
wo({1,2,4}) 0.7 | 0.699592 0.697977 0.755765
wo({3,4}) 0.1| 0.114172 0.108012 0.089282
wo({1,3,4}) 0.5| 0.492739 0.49685 0.533179
wo({2,3,4}) 0.2| 0.202995 0.201046 0.223217

1o({1,2,3,4}) 1 1 1 1
¢o(1) 2.100 1.80051 1.2699  1.83898
b0(2) 0.900 1.0206 0.85403  1.0999)
¢0(3) 0.500 0.60101 0.49317 0.57345
¢o(4) 0.500 0.57788 1.38289 0.4876¢
1v(1,2) 0.200| 0.276207 0.166238 0.332886
In(1,3) 0.100| 0.165956 0.096048 0.158272
Io(1,4) 0.100| 0.180482 0.519853 0.142944
1y(2,3) 0.000| 0.0519022 0.014073 0.006969
Ip(2,4) 0.200| 0.0856874 0.224188 0.043803
1v(3,4) 0.100| 0.0039727 0.104929 0.036499

TABLE XIlII

AVERAGE VALUES FORpug, ¢0, o



