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ABSTRACT

Nowadays, most organizations deal with complex Hatang different formats and coming
from different sources. The XML formalism is evaigiand becoming a promising solution
for modelling and warehousing these data in degisigpport systems. Nevertheless, classical
OLAP tools are still not capable to analyze sudada this paper, we associate OLAP and
data mining to cope advanced analysis on complex &ée provide a generalized OLAP
operator, calle®pAC based on the AH®pACis adapted for all types of data since it deals
with data cubes modelled within XML. Our operatoables significant aggregates of facts
expressing semantic similarities. Evaluation cidterf aggregates’ partitions are proposed in
order to assist the choice of the best partitiamtHermore, we developed a Web application
for our operator. We also provide performance erpents and drive a case study on XML

documents dealing with the breast cancer reseaddraain.

Keywords: OLAP; data warehouse; data mining; agafieg; agglomerative hierarchical

clustering; evaluation of aggregates, XML documents
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INTRODUCTION

Data warehouses were introduced to provide a stuppabling to make decisions
from huge amounts of data. A data warehouse isalysis oriented structure that stores a
large collection of subject oriented, integratéuetvariant and non-volatile data (Kimball,
1996; Inmon, 1996). Online analytical processingA®) is a key feature supported by most
data warehouse systems. Based on visualizationitpeds (Maniatis et al., 2005), OLAP
tools enable exploration and navigation into muttiehsional data views, commonly called
data cubesin order to present interesting information to @isers and decision makers.

A data cube is a multidimensional data model usambhceptualize data in a data
warehouse (Chaudahuri & Dayal, 1997). The data cob&indactsor cellsthat are
measure®r values based on a setdiinensionsvhere each dimension consists in a set of
categorical descriptors, callettributes and it may be organized within hierarchical
structures. Consider for example a retail saleiGgmn where the dimensions of interest
may include CostumerProduct Location andTime If the measure of interest in this
application is sales amount, then an OLAP factasgmts the sales measure corresponding to
the previous dimensions according to a singlelaitei in each dimension.

Dimensions often form a hierarchy. For instance,Tiimedimension may form a
day-month-year  hierarchy, and theocationdimension may form eity-state-
region hierarchy. Dimensions allow different levels oagularity in the warehouse. For
example, aegion corresponds to a high level of granularity wher@eisy corresponds
to a low level of granularity. Classical aggregatino OLAP is considered the process of
consolidating data values into a single and sunzedrone by moving from a hierarchical
level of a dimension to a higher one. Typicallyditiste data are well suited to be aggregated

by elementary operationS¢m Average Max, Min andCoun) in a simple computation of
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measures. For example, a user wants to obsengeithef sales amount giroducts
according toyearsandregions This aggregation should use attributes to desdhb targeted
facts and make computation over their measures.

In the recent years, as more organizations se&dbheas an integral part of their
communication and business, we have been dealitigawproliferation of new data formats.
These data are complex and quite different andehaodireat than classical ones. They need
new methodologies to be warehoused first, and tinée analyzed. XML (eXtensible
Markup Language) is providing some promising sohsifor integrating complex
information from different sources and warehoughem. Many recent works have proposed
some modellingapproaches for XML data warehouse$fg€lli, Rizzi & Vrdoljak, 2001;
Trujillo, Mora & Song, 2004; Pokosn 2001; Baril & Bellahsene, 2000; Himmer, Bauer &
Harde, 2003; Rusu, Rahayu & Taniar, 2005; Nassagdgopalapillai, Dillon & Rahayu,
2005). The general purpose of these approachegissign or to feed warehouse through the
XML formalism. For instance, Golfarelli et al. (2D0affirm that the use of XML will become
a standard for warehousing heterogeneous and crrdata in the next few years. This
evolution in the way of warehousing complex dats $@me drawbacks on modellingand
analysis tasks. In fact, classical OLAP tools arsuitable and unable to deal with complex
data. For example, when treating images, soundepsi texts or even XML documents,
aggregating information with the classical OLAP sloet make sense. Indeed, we are not
able to compute sumor anaverageoperation over such kinds of data.

However, when users analyze complex data, they meed expressive aggregates
than those created from elementary computatiomditise measures. We think that OLAP
facts representing complex objects need approdonate and new ways of aggregation since
we wish to analyze them. To summarize informatiooud complex data, we should rather

gather their similar facts into a single group aegarate dissimilar facts into different groups.
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In this case, it is necessary to consider an aggjoegby computing both descriptors and
measures. Instead of grouping facts only by computtieir measures, we also take their
descriptors into account to obtain aggregates ssprg semantic similarities. In order to do
so, we intend to couple OLAP with data mining teate a new type of online aggregation of
complex data.

OLAP and data mining can be viewed as two compleéangiiields. Associating them
can be a solution to cope with their respectivedst In fact, on the one hand, when
supported by database systems, OLAP has a povedifity to organize views and structure
data adapted to analysis, but it is restrictedrtgpke navigation and exploration of data which
weakens its analysis power. On the other hand,rdatiag is not very powerful for
organizing data, but it is known for its descriptiand predictive power, which can discover
knowledge from both simple and complex data. Theega issue of coupling data mining
with database systems was already discussed arhbedtby Imielinski and Mannila
(1996). The authors argue that data mining setsamallenges to database technology. Their
combination will lead to aecond generatioaf database systems able to manage KDD
(Knowledge Discovery in Databases) applications gigsclassical ones manage business
applications.

Furthermore, a data cube structure can providéadel context for applying data
mining methods. More generally, the associatio®@ bAP and data mining allows elaborated
analysis tasks exceeding the simple exploraticnddta cube. Our idea is to take advantage
from OLAP as well as data mining techniques anidtiegrate them to the same analysis
framework in order to analyze complex objects.fditesof the fact that both OLAP and data
mining were considered two separate fields fomg)several recent works proved the
capability of their association to provide intenegtanalysis process. In addition to these

works, we have already proposed in (Messaoud, BadigsRabaséda, 2004) a new OLAP
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operator, calle@pAC (Operator for Aggregation by Clustering), that ¢cmnes OLAP with
an automatic clustering technique. We use the Agglative Hierarchical Clustering (AHC)
as an aggregation strategy for complex data. Weeprthe interest of this new operator and
its efficiency in creating semantic aggregates @veimages data cube. More generally, the
aggregates provided IpACgive interesting knowledge about the analyzed doma

In this paper, we propose a generalization of @arator which enables to deal with
all types of data by handling a data cube modeteldfed directly by XML sources. In fact,
since XML is able to represent and structure complgects collected from different sources
and which have different formats (Darmont, BoussBehtayeb, Rabaséda & Zellouf, 2003),
adaptingOpACto XML will lead to a considerable generalizatioints analysis capability. In
order to validate this generalization on a realld/domain, we base our current study on
screening mammography data taken from the breasecaesearches. We have structured
these data as XML documents and have modeled thearmaultidimensional data cube.
Furthermore, we also propose some evaluation iexitieat support the results of our operator.
These criteria aim at assisting the user and hglpim/her to choose the best partition of
aggregates that will fit well with his/her analysggjuirements.

The development of this paper is organized asvi@ldn the second section, we
expose a state of the art of works that combine PBAd data mining. In the third section,
we present an overview of our approach. We alsodnice the general context, the XML
screening mammography data cube, and the objedfvas operator. In the fourth section,
we develop a formal background of our approach.fiftiesection is a presentation of the
criteria we propose to evaluate the results ofagyaroach. In the sixth section, we describe
the architecture of a Web platform, callthingCubes , which we have developed to
validate our generalized approach. We also actsene experiments concerning the

performance and the time processing of this Welliggion. In the seventh section, we
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propose a case study on the XML documents thagsept a screening mammography data
cube. Finally, in the eighth section, we draw caens from this work and propose some

future research directions.

RELATED WORK TO COUPLING OLAP AND DATA

MINING

The major difficulty of combining OLAP and data nimg is that traditional data
mining algorithms are mostly designed with tabulatasets organized individuals-
variablesform (Fayyad, Shapiro, Smyth & Uthurusamy, 1998)erefore, multidimensional
data are not suited for these algorithms. Nevez#isela lot of previous works motivated and
proved an interest of coupling OLAP with data mgimethods. We distinguish three major
approaches in this field.

The first approach tries to extend the query laggua decision support systems in
order to achieve data mining task8Miner system, proposed by Han (1998), summarizes
this approach. Some extended OLAP operators perdatanmining methods such as
association, classification, prediction, clusteramgl sequencing. Han defines kAP
Mining as a new concept that integrates OLAP technolatydata mining techniques and
allows to perform analysis on different portionsl d&vels of abstraction of a data cube. He
also introduces th@LAMOn-Line Analytical Mining) as a process of extrag knowledge
from multidimensional databases. He expects thdhe future OLAMwill be a natural
addition to OLAP technology that enhances the pafenultidimensional data analysis.
Chen, Dayal and Hsu (2000) discover behavior pagtby mining association rules about
customers from transactional e-commerce data. €knd OLAP functions and use a

distributed OLAP server with a data mining infrasture and the resulting association rules
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are represented in particular cubes callsdociation Rule Cubes . Goil and
Choudhary (1998) think that dimension hierarchis loe used to provide interesting
information at multiple concept levels. Their apgeb summarizes information in a data
cube, extends OLAP operators and mines associaties. Some other works consist in
integrating mining functions in the database systiesmg SQL. Chaudhuri (1998) argues that
data mining promises a giant leap over OLAP. Hegpses a data mining system based on
extending SQL and constructs data mining methods @fational databases. Chaudhuri,
Fayyad and Bernhardt (1997) developed a clienteseniddleware that performs a decision
tree classifier ovelMS SQL Server 7.0 . Meo, Psaila and Ceri (1996) propose a model
that enables a uniform description for the probtdrdiscovering association rules. The model
also extends SQL and provides an operator cMI&¢E RULE.

The second approach consists in adapting multidsioeal data inside or outside the
database system and applies classical data milgongtams on the resulting datasets. This
approach can be viewed according to two strategles first one consists in taking advantage
from multidimensional database management systeBDBMIS) in order to help the
construction of learning models. In (Laurent, BouctMeunier, Doucet, Gancarski &
Marsala, 2000), the authors propose a cooperagtweenOracle Express and a fuzzy
decision tree softwaré&s@lammbd). This cooperation allows transferring learningkia
storage constraints and data handling to the MDBMt&. second strategy transforms
multidimensional data and makes them usable byrdateng methods. For instance, Pinto et
al. (2001) integrate multidimensional informationdata sequences and apply on them the
discovery of frequent patterns. In order to apmygisgion trees on multidimensional data, Goil
and Choudhary (2001) flatten data cubes and extoacttngency matrix for each dimension

at each construction step of the tree. Chen, ZduCiren (2001) think that OLAP should be
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adopted as a pre-processing step in the knowleidgewkry process. In the same context,
Maedche, Hotho and Wiese (2000) combine databasieshassical data mining systems by
using OLAP engine as interface and treat telecomeation data. In this interface, OLAP
tools create a target data set to generate newttgges by applying data mining methods.
Tjioe and Taniar (2005) propose a method for mirdsgociation rules in data warehouses.
Based on the multidimensional data organizatios, iethod is capable of extracting
associations from multiple dimensions at multigledls of abstraction by focusing on
measurements of summarized data. In order to dottie authors propose to prepare
multidimensional data for the mining process acecwydo four algorithmsVAvg, HAvg,
WMAvgandModusFilter . These algorithms prune all rows in the fact tatitéch have
less than the average quantity and provide andliaéd table”. The latter table is used next
for mining both omon-hybrid(non-repeatable predicate) amgbrid (repeatable predicate)
association rules. Fu (2005) proposes an algoritdattedCubeDT, for constructing decision
tree classifiers based on data cubes. This algofitbrks on statistic trees which are
representations of multidimensional data especslitable for the construction of decision
trees.

The third approach is rather based on adaptingrdating methods and applying
them directly on multidimensional data. Palpan&9)(Q@ thinks that adapting data mining
algorithms is an interesting solution to providabelrated analysis and precious knowledge.
Parsaye (1997) claims that decision-support agmics must consider data mining within
multiple dimensions. He proposes a theoret@alhP Data Mining System that
integrates a multidimensional discovery enginergteoto perform discovery along multiple
dimensions. Sarawagi, Agrawal and Megiddo (1998pgse to integrate a multidimensional

regression module, callé2iscovery-driven , in OLAP servers. This module guides the
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user to detect relevant areas at various hieraklaeels of a cube. In (Sarawagi, 2001), the
author proposes another tool caliBiff . It detects both relevant areas in a data cube and
the reasons of their presence. The same approachdepted by Favero and Robin (2001) to
generate quantitative analysis reports from dabesuThey integrate in a platform, called
HYSSOPa content determination component based on datagmmethods. Imielinski,
Khachiyan and Abdulghani (2002) propose a genaradhzrsion of association rules called
Cubegrades . The authors claim that association rules caniéead as the change of an
aggregate's measure due to a change in the ctioe®ige. They also introduceGQL
language for querying theubegrades . Dong, Han, Lam, Pei and Wang (2001) enhanced
theCubegrades and introduced constrained gradient analysis.rfgreposition focuses on
extracting pairs of cube cells that are quite d#fe in aggregates and similar in dimensions.
Instead of dealing with the whole cube, constraimsignificance, probability, and gradient
are added to limit the search range.

These previous works have proved that associaitg mining to OLAP is a
promising way to involve elaborated analysis ta3key affirm that data mining methods are
able to extend OLAP analysis power. In additiothiese works, we have proposed in
(Messaoud et al., 2004) another contribution te field by developing an Operator for
Aggregation by Clustering call€dpAC Besides enhancing classic OLAP with a clustering
method, this operator also couples OLAP and datengpin order to deal with complex data
in multidimensional context. We have shown in (Messg] et al., 2004) the interest of
applying our approach on a cube of images filed,va® have proven the semantic
significance of its facts' aggregates. In this pape propose to generalize our operator and

to adapt it in order to handle XML data cubes goglyait on the breast cancer domain.
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OVERVIEW AND OBJECTIVES OF OUR APPROACH

Nowadays, in almost any area of scientific researdbusiness application domain,
there is an increasing availability of data. Theéat are not only becoming larger in size, but
also in complexity. Data have different types, cdroen heterogeneous sources, and are
supported by different formats. Analyzing and edtirey features from these data is therefore
a complex task. To learn from these data, we neatysis tools that can make sense from
them. OLAP is a powerful mean of exploring and asting pertinent information from data
through multidimensional analysis. In this conteddta are organized in multidimensional
views, commonly called data cubes. The construafandata cube targets a precise analysis
context and describes real world facts. For ingatiese facts can be viewed according to
several dimensions such @sstumeyProduct Location andTime The choice of these
dimensions closely depends on the user and thgsylag would like to treat the facts
analysis.

In addition to dimensions, an OLAP fact is alsoleated by a set of quantitative
measures such asvenueprofitability, andcustomerretention By organizing information
into dimensions and measures, OLAP allows us tovolrends in a customer realm, spot
anomalies across products, compare annual saéegemion by product line or customer type.
Furthermore, a dimension is usually organized atingrto several hierarchies defining
various levels of data granularity.

Each hierarchal level contains a set of attrib(séso callednembery and each
attribute may conceptually include other attributesn the hierarchical level immediately
below. For example, as tlh®cationdimension may form the hierarchity-state-
region , the attributeCalifornia from thestate level could includdé.os Angeles_ong

Beach Oakland San DiegpandSanta Monicaas attributes from thety level. Therefore,
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by moving from a hierarchical level to a higher patributes are gathered together into
aggregates. In consequence, measures relatedatiribates are computed and so
information is summarized to a small number of.sets
In many application domains, a user is sometimesdo take critical decisions.
Analysis tools should be efficient. For instanaggr@gated measures need to reflect
significant values of a set of facts sharing relatieeper than a simple order of membership.
In medicine domain, experts need to see aggregatdgects, like tumors or any other
pathology, that have a maximum number of commonicakgdroprieties. For example, in the
breast cancer research field, associating maligrbanign patients in the same aggregate can
cause dramatic consequences.
In the recent years, clinical data were widelyteday data mining techniques in
medicine outcome analysis (Chen & Liu, 2005; Halet2005). In fact, medicine is one of
the most important application domains where al@fforts are needed for structuring and
analysing data in order to enhance the medicaldsoesearches. We also propose to refer our
study to an XML data cube which describes suspgregions of tumors detected on
mammography screens. We constructed this cubetfie@igital Database for Screening
MammographyDDSM?Y). In the following, we present the DDSM and the Xhifata cube of

the screening mammography data.

Presentation of the DDSM

The DDSM is basically a resource used by the mamapigc image analysis
research community in order to facilitate soun@aesh in the development of analysis and
learning algorithms (Heath, Bowyer, Kopans, Moordr&2000). The database contains

approximately 2 600 studies, where each study spormds to a patient case.
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Figure 1. An Example of a patient case study ftioenDDSM

ICS file LJPEG files

ics_version 1.0
filename C-0455-1 RHLD
DATE_OF_STUDY 13 10 1995 2
PATIENT_AGE 39

FILM

FILM_TYPE REGULAR

DENSTTY 2

DATE_DIGITIZED 21 12 1998

DIGITIZER LUMISYS LASER

SEQUENCE

LEFT_CC LINES 4648 PIXELS_PER_LINE 3000 BITS_PER_PIXEL 12 RESOLUTION 50 NON_OVERLAY
LEFT_MLO LINES 4592 PIXELS_PER_LINE 2984 BITS_PER_PIXEL 12 RESOLUTION 50 NON_OVERLAY
RIGHT CC LINES 4624 PIXELS PER LINE 2920 BITS_PER PIXEL 12 RESOLUTION 50 OVERLAY
RIGHT MLO LINES 4608 PIXELS PER LINE 2944 BITS PER PIXEL 12 RESCLUTION 50 OVERLAY

OVERLAY files

FILE: C_0455_1.RIGHT_ MLO.OVERLAY

TOTAL_ABNORMALITIES 1

ABNORMALITY 1

LESION TYPE MASS SHAPE IRREGULAR MARGINS ILL DEFINED
ASSESSMENT 3

SUBTLETY 5

DATHOLOGY BENIGN WITHOUT CALLBACK

TOTAL_OUTLINES 1

BOUNDARY

FILE: C_0455_1.RIGHT_CC.QOVERLAY

TOTAL_ABNORMALITIES 1

ABNORMALITY 1

LESTON TYPE MASS SHAPE ASYMMETRIC BREAST TISSUE MARGINS ILL_DEFINED
ASSESSMENT 3

SUBTLETY 5

PATHOLOGY BENIGN WITHOUT CALLBACK

TOTAL_OUTLINES 1

BOUNDARY

A patient case is a collection of image and tdgsfcontaining several medical
information collected along a screening mammogragtam. The DDSM contains four types
of patient casesdlormal Benign without callbagkBenign Cancer Normaltype are
mammograms from screening exams that were readrasahand had a normal screening
exam.Benign without callbackases are exams that had an abnormality that etas/arthy
but did not require the patient to be recalledaioy additional workup. IBenigncases,
something suspicious was found and the patientreaaled for some additional workup that
resulted in a benign findin@ancertype corresponds to cases in which a proven camagr
found.

As shows Figure 1, a case consists of a set ohtakimage files. There are &S
file (ASCII format) which describes general information akmopatient, fout JPEG
scanner files (image compressed with lossless JFHEGing), and zero to fo@VERLAY
files. Only cases having suspicious regions inrtbegnner images are associated to overlay

files. Normal cases are not. An overlay file comsainformation about the location, the
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subtlety value, and a spatial description of theke suspicious regions. These information

are specified by an expert mammography radiologist.

The XML Cube of the Screening Mammography Data

Since a patient study is composed by several dataats and presented on
heterogeneous supports, we consider it a complgctoldo warehouse and analyze such
complex objects, first, we need to structure thewhmake them homogeneous as well as
possible. In order to do so, we use XML to represisese complex data of screening
mammography and model them in a data cube.

Basically, XML is considered as a particular staddg/ntax for the exchange of semi-
structured data. The structure of XML, composedesited custom defined tags, can describe
the meaning of the content itself. XML documents akso be associated and validated
against either ®ocument Type Definitio(DTD) or anXML SchemaBoth of them allow
describing the structure of an XML document anddostraint its content. Nowadays, many
works addressed methodologies based on XML foridioiensional design of data
warehouses in order to integrate information fraffecent sources (Golfarelli et al., 2001;
Truijillo et al., 2004; Pokomy 2001; Baril & Bellahséne, 2000; Himmer et alQ20Rusu et
al., 2005; Nassis et al., 2005). Since a large ¢exngmount of data is needed in a decision
making process, the importance of integrating XmMIdata warehousing environments is
becoming increasingly high. According to Golfareliial. (2001), using XML sources for
designing and feeding data warehouse systems &dgtihe a standard in the next few years.
Furthermore, as XML source are becoming widely eygdl, we naturally expect important
evolutions of query languages to extract knowlefdgen them for decision supports
(Termier, Rousset & Sebag, 2002; Braga, Campi, Bé&imettinen & Lanzi, 2003; Feng &

Dillon, 2005).
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In the case of the screening mammography datal#&#@act corresponds to a
suspicious region (abnormality) detected by an gxpée set of collected facts concerns
only Benign Benign without callbackandCancerpatient casedNormal cases are not
concerned since they do not contain suspiciou®nsgiAs shows the conceptual model in
Figure 2, a suspicious region can be analyzed doupto several axes: thesion typethe
assessment codhe subtlety thepathology thedate of studythedigitizer, the patient age
etc. A suspicious region is measured bylibandary lengtlof its suspicious region. We have
also added thaumber of regionkaving the same abnormality per patient as a eeriv
measure to the data cube model.

Figure 2. Conceptual model of the screening mamapdty data cube

! I
1 I:)1 |
1
| | Lesion category Lesion type : Boundary
I | Lesion_category_id —I_ Lesion_type_id t Boundary_id D
! Lesion_category_name Lesion_category_id | | Starting_column 6
| Lesion_type_name || .. N Starting_row
. _ETT-—T—T—T——= — - 5T Chain_code
Boundary_id
ssesarent L Lesion_type id
Dz Assessment_id assessment_id Scanner image
Assessment_code Subtlety_id -
— — Patology_id Scanner_id D7
Scanner id Scanner_name
D Subtlety Patient_id Overlay._file_name
— F Overlay_file_url
3 [Srey @ Date of study
Subtlety_name = Dfite of digitization | | _ _ _ _ _ _ _ _ _ __ _______.,
- Digitizer_id | )
Boundary_length | | Patient Age class |
D Pathology WIS GIE eI : Patient_id Age class_id !
4 Pathology_id | Patient_age . J_ Age_class_name :
Pathology_name | | Patient_age_class_id D \
—————————————————————— | ! 8 I
: N L
| | Year Month Day !
| Year_id Month_id Date_id I Dightizer
fear_i lonth_i ate_i +
! | Year_name —L Year_id _L Month_id | D!g!tizer id D9
: Month_name Day_name || Digitizer_name
1
1 I)5 |

The conceptual model of the screening mammograptey@ibe is described with an
XML SchemaAn instance of thiXML Schemas presented by the XML document of
Figure 3. The fact is associated to the root elérakthe XML schemawhereas its
dimensions correspond to sub-elements. The measiigelact are attributes in the root

element, and the attribute value of each dimenisiam attribute in the element corresponding
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to that dimension. The screening mammography ddia contains a collection of 4 686

XML documents, where each document corresponds OLaAP fact.

Figure 3. Example of an XML document from

the extirlg mammography data cube

<?xml version="1.0" encoding="IS0O-8859-1" ?>
<Suspicious_region Boundary_length="287" Number_of_regions="6">

<Patient Patient_age="60" >
<Age_class Age_class_name="Between 60 and 69 years old" />
</Patient>

<Lesion_type Lesion_type_name="calcification type round_and_regular distribution n/a">
<Lesion_category Lesion_category_name="calcification type round_and_regular" />

</Lesion_type>
<Assessment Assessment_code="2" />
<Subtlety Subtlety_code="4" />
<Pathology Pathology_name="benign_without_cal
<Date_of_study Date="1998-06-04">
<Day Day_name="June 4, 1998">

<Year Year_name="1998"
</Month>
</Day>
</Date_of_study>
<Date_of_digitization Date="1998-07-20">
<Day Day_name="July 20, 1998">

</Date_of_digitization>
<Digitizer Digitizer_name="lumisys laser" />

allback_01/case3162/B_3162_1.RIGHT_CC.LJPEG" />

</Suspicious_region>

<Month Month_name="June, 1998">

<Month Month_name="July, 1998">
<Year Year_name="1998" />
</Month>
</Day>

<Scanner_image Scanner_name="right_cc" Overlay_file_name="B_3162_1.RIGHT_CC.LJPEG"
Overlay_file_url="ftp://figment.csee.usf.edu/pub/DDSM/cases/benign_without_callbacks/benign_without_c

<Boundary Starting_column="2504" Starting_row="1920" Chain_code="6 666666666666
6666666666644444444666666664444444466666666444444443333
3333222222222222222244444444222222220000000000000000001
001001001001001001001"/>

Iback" />

/>

Objectives of our Approach

In OLAP context, hierarchical structure

of a dimiendnduces sets of attributes

organized according to the logical order of memtiersThrough a dimension, a classical

OLAP aggregation computes measures of facts ameigathese facts into groups according

to the hierarchical order of their attributes iattdimension. For example, in the screening

mammography data cube, according to the age cfgsdients, we can build aggregates of

suspicious regions as those of Figure 4. In thisrg®e, we can note that, in a single

aggregate, detected regions do not have relevaminom medical proprieties. They have

different forms and lengths of boundaries. We alste that regions of a single aggregate can
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have different types of lesion. Some of them camagent benign tumors while some others
are cancer. For example, according to expert ationta suspected regions (c), (e) and (g) of
“$40% to $49% years dlghatients represent cancer tumors whereas th@fesgions are
benign. In the aggregat&50$ to $59% years dlghatients, an expert declares that only
regions (b) and (c) are cancer. This classicalegggion presented above is fully established
in the conceptual step of the data cube. Therefiodees not provide to breast cancer experts
significant relations between suspicious regions.

Figure 4. Example of classical OLAP aggregation

— Patients between 40 and 49 years old

We wish to build aggregates of objects having sinmhedical proprieties. In the case
of the screening mammography data cube, we wokeddi construct more homogenous
aggregates of suspected regions of tumors. Thegegages should reflect relations between
objects and help experts to extract knowledge fitoeir common proprieties.

The main idea of our operat@pACis to exploit the cube's facts describing complex
objects in order to provide over them a more sigaift aggregation. In order to do so, we use
a clustering method and automatically highlightragates semantically richer than those
provided by the current OLAP operators. So thetehiusy method provides a new OLAP
aggregation concept. This aggregation providestsarcal groups of objects resuming

information and enables navigation through levélhese groups. Existing OLAP tools, like
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Slicing operator, can create new restricted aggregatsime dimension, too. Therefore,
these tools always need a handmade assistancesashair operator is based on a clustering
algorithm that provides automatically relevant &ggtes. Furthermore, with classical OLAP
tools, aggregates are created in an intuitive wayrder to compare some measure values,
whereasOpACcreates significant aggregates that express dégons with the cube's
measures. Thus, the construction of such aggregai@eresting to establish a more
elaborated on line analysis context.

According to the above objectives, we choose th€Ald an aggregation method. Our
choice is motivated by the fact that the hierarah&spect constitutes a relevant analogy
between AHC results and hierarchical structuredimensions. The objectives and the results
expected foOpACmatch perfectly with AHC strategy. Furthermore, @lddopts an
agglomerative strategy that starts by the finesitfan where each individual is considered a
cluster. ThereforéQpACresults include the finest attributes of a dimensMoreover, AHC
is compatible with the exploratory aspect of OLAB results can also be reused by classical
OLAP operators. In fact, AHC provides several higigal partitions. By moving from a
partition level to a higher one, two aggregatega@ireed together. Conversely, by moving
from a partition level to a lower one, an aggregaidivided into two new ones. These
operations are strongly similar to the classicaraforsRoll-upandDrill-down. AHC is a
well suited clustering method to summarize infoiorainto OLAP aggregates from complex

facts.
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FORMAL BACKGROUND OF OUR APPROACH

Individuals and Variables of the Clustering Algorithm

This formalization defines domains of individualglasariables of the clustering
problem. Note that these domains are extracted &onultidimensional environment. Thus,
we should respect some constraints to ensuredhist&tal and logical validity of the
extracted data. Le® be the set of individuals, ari be the set of variables. We also assume
that:

» C is adata cube havingi dimensions anan measures. According to
Figure 2, the XML screening mammography data cunsists of nine
dimensions and two measures, in this cdsed andm= 2,

= D,...,D,...,D, are the dimensions @& . For example, in Figure 2,
“Subtlety dimension corresponds tD,;

= M,,...,M,,...,M are the measures @ . For example, in Figure 2Region
length’ corresponds taM,, and ‘Boundary lengthcorresponds taVl, ;

= 0i0{1...,d}, the dimensiorD, containsn, hierarchical levels. For instance,
“Patient dimension O;) of Figure 2 is composed of two hierarchical lsvel
So, we noten; = 2

= hjisthe j" hierarchical level oD, , where | D{l...,ni};

= jO{1...,n}, the hierarchical levelh; containsl; attributes (or members);

" gy s thet™ attribute ofh; , WheretD{l...,Iij};

= G(h;) is the set of attributes df; .
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Let suppose that we intend to aggregate attrifuves level h, . So the user may
choose the dimensioD, , the hierarchical leveh, in D;, and even select individuals in
G(h;) . We assume that selected attributes are elemeifds Gherefore, we define the set of
individuals as follows:

QOG()={ gjrr- s Gy r Gy, | (1)

Now, we adopt the following notations:

= [ is a meta-symbol indicating the total aggregata dimension;

= DOqO{1...,m, we define the measud , as the functionM,:G I - 0.

As shows Formula (2)G is the set of d-tuples of all the hierarchicaldiky attributes

of the cubeC including the total aggregates of dimensions:

G:ﬁ G(hy) 0{d}

=1 | ——~—
io{1...n} (2)
G=| G(h,) O{0} |x...x| G(h,) O{T} |x...x| G(hy) O{C}
e — —
io{1...m} io{1...n} i 1...ng}

For example, for the data cube of Figure 2, bygiive above notations, we can say
that:
= M,(calcificaton, 2,[J...,) points out the aggregated value of the length of
all suspicious region havirgalcification aslesion typeand2 assubtlety codge
= M,(0...,0 PatientbetweerbOand59yearsold, lumisydaser) points out the
number of suspicious regions$ patientdoetween 50 and 59 years pktanned
by alumisys lasedigitizer.
Remind that the objective @pACis to establish a semantic aggregation via a

clustering technique on real data cube facts. dieroto do so, we adopt the cube measures as
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quantitative variables describing the individuai<b. However, it is necessary to satisfy two
fundamental constraints on variables:

» First constraint. Hierarchical levels belonging to the dimensidnwhich is

retained for the individuals can not generate \em In fact, describing an
individual by a property which contains it does natke logical sense.
Conversely, a variable which specifies a propeftgoindividual would only
describe this one;

= Second constraint In a dimension, only one hierarchical level skidog
selected to generate variables. This constrairiileadhe independence of
variables. In fact, a value taken by an attribubenfa hierarchical level can be
calculated from attributes' values belonging toltveer level.

SinceQ is selected, we formulate the possible extract¢dfsvariables> as defined

in Formula (3):

V/otof{L,.... 1, }

204V(gy) Mo 0o Gy el Guy OeoiC 3)
iof{1..n;} jﬂmnj} ro{1..n}
with s#i, risuniquefor eachs vO{1,...,I_},andqO{1,...,m}

A user can define the set of variables by seledingensionsD,, hierarchical levels
h,., and measurebl . In order to achieve precise analysis tasks, araag also select
precise attributeg_, in h, . The selection of),,, depends naturally on the objectives carried

out by the user.
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The Agglomerative Hierarchical Clustering Algorithm

Once individuals and variables are selected, wawathe AHC algorithm. We note
X the ‘individuals-variable$table. X is a(n, p) matrix. Its rows represent individuals of
Q, and its columns represent variablesofWe suppose that is the number of
individuals, andp is the number of variables.

Dissimilarities between all pairs of individualegre-computed. Thus a ( , )

dissimilarity matrix S is constructed. The dissimilarity of two individsids computed
according to a distance function. A lot of distanee be used, such as thautlidian

distancé. The general term 08 is s;, which corresponds to the distance between the
individualsi and j . The greaters; is, the less similar individualsand j are. We sum up

the AHC algorithm by the following steps:
= Step 1 Then individuals of X are assigned inta distinct clusters indexed
by {A.A,.... A};
= Step 2 Two distinct clustersA and A, are picked up such that their

dissimilarity measure is the smallest;

= Step 3 The two clustersh and A are merged into a new clustéy,,,. At each
step two clusters are merged to form a new clustegrefore, the number of
clusters is reduced by one;

= Step 4 Step 2 and 3 are repeated until the number @firodd clusters is

reduced to a required numbey, or the smallest dissimilarity value between

clusters is dropped to a lower threshold.
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In the specific context of our operatOpAGC it is up to the user to choose the number

n, of clusters he requires to see at the end of th€ Algorithm. Else, in a default situation,

the AHC algorithm is stopped when it attends alsictuster.

EVALUATION OF AGGREGATES

Recall that we propose to use AHC as an aggregaperator over the attributes of a
cube dimension. Fon individuals to classify, the AHC generateshierarchical partitions.
Like almost all unsupervised mining methods, théenndafect of AHC is that it does not give
implicit evaluation of its results. In particulave do not have any indicator about provided
partitions of clusters. Therefore, it is quite tadi to choose the best partition suited with
analysis objectives. Furthermore, the choice obibs partition is more difficult when we
deal with a great number of individuals. Usually, it is the expert who dées about the
number of aggregates that corresponds both toathiext and to the goal of his analysis.

In data mining literature, many efforts have pr@dd set of statistical measures for
cluster quality evaluationWe emphasize that in our current study, the telosterandclass
refer to an OLARaggregateprovided by our operator. Note that unsupervisestering
methods lack aniversalcriterion of cluster quality. Any measure of clrsguality in this
field closely depends on the way it is computedldb depends on the orientations of user's
analysis (Lamirel, Frangois, Shehabi & Hoffmann)£20 Hence, for our operator, we
propose to use more than one quality criterion. ddmaparison of many criteria seems
mandatory in order to study the quality of the hasg aggregates and to decide about the
best partition according to user's requirements.

In the following, we present thetra and inter-clusters inertiad_ebart, Morineau &
Fénelon, 1982) and thWward's metho@dWard, 1963) that we used as criteria to measge t

quality of aggregates obtained GpAC In addition to these two criteria, we also prapas
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new criterion based on tlseparability of classe&ighed, Lallich & Muhlenbach, 2002). In
order to formulate these criteria, we assume thewing notations:

» Q={w,@,....am} is the set of individuals to cluster;
» each individual takes the weigR{«.), and it is described by numerical

variablesV,,V,, ...,V,;

= et kD{ 0,..., n—]} be the index of AHC iterations (or partition&)=0

corresponds to the initial AHC partition where eaatividual represents a
single cluster. In general, an iterati@ncorresponds to a partition witth—k

clusters;

= initerationk, clustersA and A, are merged together, and we move from the
partition k — 1to the partitionk. A, A, ..., A, represents the current
partition of Q ;

= n isthe size of the clusted, i.e. the number of individuals iA;

= [ D{O,..., n- k}, the clusterA takes the weighP(A) = Z P(w);
WA

1 . .
= G(A) :%% P(w)V (w) is the gravity center o\ ;

= G= z P(w)V (w) is the gravity center of2 ;
wWQ

d is theEuclidian distanceandd? is theSquared Euclidian distance

Intra and Inter-Clusters Inertias

These criteria derive from the classical measufésestia (Lebart et al., 1982). They

consist of:
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* minimizing the intra-cluster distances, i.e. thetaince between individuals
within a cluster;
» maximizing the inter-cluster distances, i.e. trealce between the gravity's

centers of the clusters.

For a given subset of individual§, the intra-cluster inertia is defined as:
1(A) = 3 P()d(V(«),G(A)) 4)
aIA

The total intra-clusters inertia of a partiti@nis defined by the sum of i1 — k)

subsets' inertia:
=3 1(A) O

The inter-clusters inertia is defined by the wegghsum of distances between the

gravity's center of2 and the gravity's centers of all the subs&tsf the partitionk .

LK) = 3 P(AYA(G(A).G) (6)

According to the theorem éfuygensfor each partition, the sum of the two inertigs i
constant and equal to the inertia®@f

Ok0{0,...,n-1}, 1, . (K +1,,.,(K) = 1(Q) (7)

The intra-cluster inertia (respectively inter-ckrstinertia) is an increasing
(respectively decreasing) function according toititex of partitionsk . Remember that the
iteration k corresponds to a partition wilm—k aggregates. Therefore, the intra-cluster
inertia is a decreasing function according to thmber of aggregates. While moving from a
partition to another, a remarkable break poinhefintra or inter-clusters inertia will be an
indicator in the choice of the number of aggregatésough these criteria, we help the user to

attend a better compromise between the minimizatidhe intra-clusters inertia, the
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maximization of the inter-clusters inertia, the rhenof aggregates, the significance of the
aggregates, and the analysis' objectives.
The intra and inter-clusters inertias may presenteslimits since they have a
monotonous general trend. We also propose to esé/trd's method which is another way
of evaluating the AHC result's by measuring itsetging costwhen moving from a partition

to another.

Ward's Method

The Ward's methods, proposed in (Ward, 1963), cattsta criterion that considers
what happens to the sum of squared deviations fnengravity centers of two merged

clustersA and A . This “merging costturns to calculate thBquared Euclidian distance

between the gravity center's of the merged clusteighted according to their respective
sizes at each AHC iteration. The formula of thitecion is written as follows:

W(A,A)=—""" d%(G(A).G(A)) ()

n+n,

At each AHC iteration, this criterion measures adoin of internal inertia when two
clusters are merged together. Recall that the sitm find a partition where its clusters are as
homogenous as possible. This leads to minimizenteenal inertia of clusters. Therefore,
when the Ward's method provides a high criterioteaationk , it implies a great variation of
internal inertia when moving from a partitidn-1 to a partitionk . This variation is quite an
indicator that helps users to prefer the previausition k — 1 which corresponds to
(n—k +1) aggregates. In general, the Ward's method provwaes than one relevant

variation in a hierarchical clustering. Once agéirg up to users to choose the best partition

that provides the best solution to the analysigailves.
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Note that the two previous criteria are mainly redto the principle of inertia which
measures the homogeneity of clusters. In orderdeige a complementary way of evaluating
aggregates, we propose a new alternative critéhiatnrather measures the quality of

aggregates according to the propriety of sepatgloficlasses (Zighed et al., 2002).

Separability Based Criterion

This criterion is derived from the method of sepéity of classes basically
introduced by Zighed et al. (2002). This critergiarts by constructing a neighborhood graph
for the whole set of objects to aggregate.

A neighborhood graph, also callegh@ximity graph is a visual presentation which
displays the overall arrangement of individualshi@eir space representation. In such a graph,
individuals are presented by points, and two panésconnected by an edge if they are, by a
certain measure, close together. Specifically, paimts are linked together if there are no
other points in a certain forbidden region defibgdhese two points.

The Gabriel graphis a particular case of neighbourhood graphs megda (Gabriel
& Sokal, 1969). It has been studied in the fielatlaksification as a way to edit and condense
large data sets. In ti@abriel graph two pointsA and B are connected if their diametral
sphere (i.e. the sphere such tiAd is its diameter) does not contain any other points
Figure 5 (a) shows a plane representation®&hriel graphconstructed on a set of objects

described by two variableX, and X,.
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Figure 5: Principle of the separability based eriion
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We assume thag, is theGabriel graphconstructed on the whole s@t of

individuals. At each AHC iteratiok { 0,..., n—1}, our criterion consists in building for

each constructed clustéy (i D{l..., n—k}) its ownGabriel graphnotedg, . Remark that:

n-k

U{ gA}¢ 9o

i=1

In fact, in a partition of individuals, the uniofisub-graphs of its clusterg

(i D{ 1...,n- k}) does not correspond to the whole grapifof

Let g, also notec{ W o a)j}, be the edge that connects two individualsand w,

in a neighborhood graph. Each edgecan be associated to a weid?(g; ) according to the

oppositeEuclidean distancéhat separates its connected poistsand w; .
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-1
d(w, ;)

Pe)=P{w - »}) ©)

The weight associated to edges allows to quartigyimportance of each connection
in a neighborhood graph. In fact, two points sejgaray a large distance are easily separable,
so their connection is relatively weak. Therefdwey close points are less separable, and their
connection is quite strong. In a simple case, weatso consider that all connections in a
neighbourhood graph have the same separability. l[efeeice, we associate the same weight

(P(g;) =1) for all the edges of the graph.

For each AHC iteration, the “separability basetlecion” consists in computing the
sum of new built connections for tkBabriel graphsof clustersA (i D{l..., n- k}). Let &

be the set of the new built edges at iterakkaf the AHC. For example, according to
Figure 5, at the iteratiok = 3, the cluster 2 is merged with the cluster {3,4heTnew built

connections in this case af@ — 3} and{2 - 4}. Therefore, we note

&={{2. 3}{2 - 4}}. Let J(k) be the sum of new connectionsGxibriel graphsbuilt at

iteration k. J (k) is written according to the following formula:

J(k)=> P(e) (10)

sk
Our criterion aims at evaluation of separabilitychfsters for each AHC partition.
Two clusters are more separable when they are ctethgia a small number of edges with
weak connections. Nevertheless, the importancewfluilt edges at each iteration should
also take into account the current number of ctastehus, the formula of our “separability

based criterion” is written as follows:

a0 27

S(k) =
() n-k n-k

(11)
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S(k) computes, per cluster, the ratio of new built eadgben AHC merges two
clusters by moving from partitiotk — Xp k. In the criterion formula, we dividé k( By
(n—Kk) in order to get a relative evaluation of separgbaccording to the current number of
clusters. Whenl K has a relative low value compared to other parsj it means that the
fact of moving from thgk — 1fo thek partition, weak connections are built, and thewrsfo
the merged clusters are quite separable. So, draney prefer to select the partitigh— 1)

rather than the partitiok . For example, Figure 5 (c) displays the procedsudtling edges of
the Gabriel graphat each iteration of AHC provided in Figure 5 We suppose in this

example that all connections have the same weig(#g;) =1). This example also provides

the number of built edged k ( gnd the criterion valu& k( at each step. We note thatk ()

marks a relative low value for the partititn=5. This can help the user to select the previous

partition (k = 4) with six separable clusters.

IMPLEMENTATION AND EXPERIMENTAL RESULTS

To validate our approach, we have developed a Visbdenvironment platform
calledMiningCubes . We have included in this platform an implememtawf OpAC In the
following, we detail the architecture of this Wetpéication and present some performance

experiments that we have led over it.

Architecture of the Web Application

MiningCubes contains a set of OLAP modules like a connectioalassical data
cubes viavIS SQL Server 2000/Analysis Servi@@sonnection to XML data cubes and an
exploration of multidimensional data. In additianthese OLAP tools, we have also

integrated analysis modules based on data minintgads. Among these, we developed a
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module for our operatddpACwhich is composed of four component®aa loader
componenfrom Analysis Services of MS SQL Server 2008irectly from XML documents,
aParameter setting interfaca Clustering componerihat provides aggregates of objects,
and anAggregates evaluation componénmtmeasure the pertinence of partitions of agdesga
according to the criteria presented in the previgrgion. Figure 6, shows the general
architecture of th©pACmodule. In the following, we detail the functioofseach
component.

Figure 6: General architecture of the OpAC module
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» The data loader componentThis component connects and loads information

about the structure (labels of dimensions, hieiaattevels and measures),
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and the content of a data cube. It can work eibhes data cube stored in the
Analysis Services of MS SQL Server 2008irectly on XML data cubes. To
connect to a data cube Amalysis Serviceshe data loader component uses
MDX querieg(Multidimensional Expressiop$o import information about the
cube's structure. In the case of a connection %Mh data cube, the
component uses tH2OM (Document Object ModeMSXMLto parse the
XML schema that represents the conceptual modileoflata cube. THeOM
is also used to load the data of the cube froratsesponding XML
documents. As the application is based on the Welimblogy, a user should
enter, in a Web form, a cube name, its XML schenthits corresponding
XML documents (see Figure 7). The application ailtomatically load on the
Web server the XML schema, and the XML documents.
The parameter setting interface This component assists the user to extract

both individuals and variables from a data cubentbles navigation into

hierarchical levels of dimensions, selection dfilatttes g;, for individuals,
selection of attributeg,,, and selection of measurés, for the variables of

the clustering problem. It also provides a useistasce respecting constraints
which we have defined in the previous formalization

The clustering component The clustering component enables the selection of
the dissimilarity measure and the aggregationraoite We implemented four
dissimilarity measures (tHeuclidean DistancetheSquared Euclidean

Distance theManhattan Distanceand theChebychev Distangeand seven
aggregation criteria (the&/ard's criterion theNearest Neighbor criterigrthe

Furthest Neighbocriterion, theAverage Distanceriterion, theMcQueen's
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criterion, theMedian Clusteringriterion, and th&€entroid Clustering
criterion). Once the user selects dissimilarity suega and the aggregation
criterion, the clustering component constructsARE model, and plots its
results within a dendrogram.
The aggregates evaluation componenThis component computes at each
step of the AHC the criteria presented in the mresisection. In fact, for each
constructed partition, this component calculatésriand intra-clusters inertias,
and the separability based criterion. When AHC mnsdvem a partition to the
next one, this component also calculates the susqudred deviations
according to th&vard's methodin the end of the AHC, the aggregates
evaluation component plots the previous critersalts within graphs. Each
graph presents a curve of a criterion accordinartitions. This component
gives an idea about the quality of AHC partitiolhslso helps the user to

decide about the best number of aggregates he waotsisider.

Figure 7: An XML data cube loaded byni ngCubes
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Performances of the Web Application

We have experimentally evaluated performances o¥eb application within
datasets of XML documents. We have constructecktatasets by a random sampling on
the whole collection of OLAP facts from the scregnmammography data cube presented in
the third sectioh Recall that this data cube contains 4 686 OLAfsfavhere each fact is
presented by an XML document as shows the exanfipigyore 3.

The current experiments measure times processimgjfferent situations of input
data and parameters of our oper@pACsupported by the Web application
MiningCubes . We led these series of experiments under Windiwven a 1.60 GHz PC
with 480 MB of RAM, and an Intel Pentium 4 procasso
Figure 8: (a) Effect of XML documents' number ddNDparsing time. (b) Effect of XML

documents' number on AHC time processing
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We have measured the running time ofda& loader componerior loading XML
documents, and for constructing an XML data culbe minning time of th®OM parser is
summarized by the curve of Figure 8 (a). The gdnierad of the curve proves that the
parsing time has a linear increasing accordingg¢onumber of XML documents. Note that
these experiments were achievedamalhost so in a real client/server architecture, in
addition to the parsing time we should also take account the communication time of the

used network.
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We also evaluated the time processing of the aiugteomponent. According to
Figure 8 (b), the processing time of AHC marks lmpamial increasing according to the
number of documents. Indeed, there are two mairresipe steps in the agglomerative
clustering. The first one corresponds to the comput of the pairwise dissimilarity between

all the documents. Lat be the number of XML documents to cluster, the glexity of this
step isO(n* ) The second step is the repeated selection gfainef most similar clusters.
During the iteratiork , the AHC algorithm require®((n—- ?) fime. This lead to an overall
complexity of O(n®).

Nevertheless in OLAP context, we should note thausually deal with data cube
dimensions with relatively small number of attrigsitIn addition, in the context of our
operator, the AHC complexity would be avoided siaaeser focus on targeted analysis with

precise, and small number, of facts to aggregatthd next section, we introduce a real case

study on the XML screening mammography data cube.

APPLICATION ON THE XML SCREENING
MAMMOGRAPHY DATA CUBE

To illustrate the results of our operator, we psE run it on the screening
mammography data cube presented in Figure 2. W@seghat a user needs to create
aggregates from the attributes of 8manner namével (h,,) of theScanner image
dimension O, ). We suppose that (s)he selects frGifh,, a get of 36 mammogram

scanners. Figure 9 shows the set of the selectidddnals Q .
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Figure 9: The sef2 of mammogram scanners selected as individuals
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In order to generate variables, suppose that thesgdects the attributes of the level

Lesion type naméh,,) from theLesion typadimension O,) and the measufeegion length

(M,). According to Formula (3), the set of variables i

V. =M,(a ,0,...,0,w,00)
= (12)
wherea, [h, and wQ

With more explicit terms, according to the avaitabhta in this case study, the Zet
contains the following 11 variables:

= V,: Boundary lengtlof suspicious region witbalcification type amorphous

= V,: Boundary lengtlof suspicious region witbalcification type lucent center
= V,: Boundary lengtlof suspicious region witbalcification type pleomorphic
= V,: Boundary lengtlof suspicious region witbalcification type punctate

» V,: Boundary lengtlof suspicious region witbalcification type skin
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» V,: Boundary lengtlof suspicious region witbalcification type vascular
= V,:Boundary lengtlof suspicious region wittnass shape asymmetric breast

tissue

* V,: Boundary lengtlof suspicious region witthass shape irregular
= V,: Boundary lengtlof suspicious region wittass shape lobulated
* V,,: Boundary lengtiof suspicious region witmass shape oval

= V,: Boundary lengtlof suspicious region witmass shape round

Now, suppose that the user wants to construct ggtgs. If (s)he selecEuclidean
distanceas a dissimilarity metric ani/ard's criterionas an aggregation strategy, (s)he will
obtain the dendrogram of Figure 10. The user Wslb @btain evaluation curves of partitions
according to the criteria proposed in the fifthtset Note that the obtained dendrogram is
not easy to interpret. A breast cancer expert waoldoe able to decide about the best
number of aggregates that fits with his/her analg§ijectives. In this case, valuation criteria
included in our operator may provide additionalsefor the analysis process. Figure 11

shows resulted graphs of evaluation criteria agogrtb the number of AHC iteratioris.
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Figure 10: Dendrogram generated by OpAC
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We notice that all criteria release remarkable dfap small numbers of aggregates.
Generally, it is not meaningful to choose partiiavith very high or very small number of
aggregates. In fact, a single cluster (includiregwinole set of individuals) an clusters
(where each cluster contains a single individuad)tavo insignificant partitions for the

analysis.
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Figure 11: (a) Inertia intra and inter-clustersitaria (b) Ward's criterion (c) Separability
based criterion (equal edges weights) (d) Sepaitsithased criterion (weighted edges)

according to the growth of AHC iterations
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Recall that the choice of the best partition degatthe evaluation criterion. It also
depends on the analysis objectives of the usehigrcase study, suppose that a breast cancer
expert needs to define aggregates of similar sim@aeegions. Remember again that an

iteration k corresponds to a number of aggregates equal ) . By taking into account

the previous analysis objective, an expert can shdloe iteratiork = 30, which corresponds

to 6 aggregates (36-30). In fact, in Figure 11tf@g,intra-cluster inertia marks a relevant
increase when it moves from the iteratiorr 2% = 30. TheWard'smethod, in

Figure 11 (b) has an increase tendency when we fnoweiterationk = 30to k = 31. As we
need to minimize th&ard'sindicator, the user can prefer partition of itematk = 30. We

also see that the two separability based critesfdrigure 11 (c) and 11 (d) have relevant pics

in iterationk = 30which comes after low values in iteratikre= . Zurthermore, knowing
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that in this analysis context the clustered suspgregions have three types of pathologies
(Benign, Benign without callback, and Cancer), @alst cancer expert may need to get
aggregates homogeneous as well as possible acgdodine type of pathology. Table 1
shows the 6 aggregates of suspicious regions thegsponds to iteratiok = 30. We can see
in this table that we obtain some aggregates wathdgenous pathologies. For example,
Aggregate landAggregate 6consist in 100% oBenignsuspicious regions, whereas
Aggregate 3and theAggregate 4consist in 100% o€ancersuspicious regions. These
results may provide knowledge about similaritieswdpicious regions inside each aggregate.
Of course, the choice of variables is quite imparfar final results. The more variables are
correlated with the semantic similarity we needée in final aggregates, the more we obtain
homogenous aggregates according to that similarity.

Table 1: Aggregates of suspicious regions of tHE Ateration k = 30

Aggregate 1 — 5 suspicious regions — 100% Benign

A_1548_1.RIGHT_CC.LJPEG A_1497_1.RIGHT_CC.LJPEG 71 1.RIGHT_CC.LIPEG
A_1491_1.RIGHT_CC.LJPEG A_1472_1.RIGHT_MLO.LJPEG

Aggregate 2 — 2 suspicious regions — 50% Benign 8% Benign without callback
A_1513_1.LEFT_CC.LJPEG B_3216_1.RIGHT_CC.LIJPEG

Aggregate 3 — 4 suspicious regions — 100% Cancer

C_0085_1.RIGHT_CC.LJPEG C_0128_1.RIGHT_MLO.LJPEG 0126_1.RIGHT_MLO.LJPEG

C_0170_1.LEFT_MLO.LIPEG

Aggregate 4 — 1 suspicious region — 100% Cancer

C_0218_1.LEFT_MLO.LIPEG

Aggregate 5 — 20 suspicious regions — 30% Benigr35% Benign without callback —
35% Cancer

C_0126_1.RIGHT _MLO.LJPEG A _1512_1.LEFT_CC.LJPEG #82 1.RIGHT_CC.LIPEG
A_1546_1.RIGHT_CC.LJPEG A_1496_1.LEFT_CC.LIPEG B3B1.RIGHT_CC.LIPEG
A_1542_1RIGHT _MLO.LJPEG  B_3159 1.LEFT_CC.LIJPEG B6B 1.LEFT_CC.LIPEG
B_3170_1.LEFT_CC.LJPEG A_1479 1.LEFT_CC.LIJPEG C10aRIGHT_CC.LIPEG
B_3232_1.LEFT_CC.LJPEG B_3176_1.RIGHT_CC.LIPEG G801.LEFT_MLO.LJPEG
C_0139_1.RIGHT _MLO.LJPEG  C_0180_1.LEFT_CC.LIJPEG 1370 1.LEFT_CC.LIPEG
C_0156_1.RIGHT_CC.LJPEG B_3245_1.LEFT_MLO.LJPEG

Aggregate 6 — 4 suspicious regions — 100% Benign

B_3185_1.LEFT_MLO.LJPEG B_3228 1.RIGHT _MLO.LJPEG  3860_1.RIGHT_CC.LJPEG
B_3186_1.LEFT_MLO.LJPEG
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CONCLUSION

In this work, we propose to carry out a new on Analysis context of complex data
like texts, images, sounds and videos. Our apprizohsed on coupling OLAP with data
mining. The association of the two fields can ls®ktion to cope with their respective
defects. We have creat@pAC which is a new OLAP aggregation operator basedron
automatic clustering method. Unlike classical OL@dg®rators, our proposal enables precise
analysis and provides semantic aggregates of coroplects. In this paper, we have
generalized this approach and adafi@dCto XML data cubes. Nowadays, XML is
becoming a promising solution for warehousing carplata. We provide a formalization of
our operator and define the set of individuals @adables that a user can select from a data
cube. We propose criteria to evaluate the restilisiooperator. These criteria help users to
select the best partition of aggregates that fitk their analysis requirements. Our approach
is developed under a Web environment accordingcleat/server architecture that takes into
account data cubes modelled according to XML saurtle implementation @pACis
achieved in a general OLAP platform calddthingCubes . We have led some experiments
on the developed application to evaluate the perdoice and the complexity of our operators.
These experiments proved efficiency of our approd@bley showed its capability in handling
XML sources, too. We have also validated our apgrdharough a case study on XML data
cube taken from the breast cancer domain. Thisegtigin has shown the interest@pAC
on a real world domain where decisions are quitgontant and sometimes critical.

This work has proved the interest of associatind\Rland data mining in order to
enhance on line analysis power. We believe thaherfuture, this association will provide a
new generation of efficient OLAP operators adaptecomplex data. For future work, a lot

of issues need to be addressed. First, we nedihtodbout an automatic approach to
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warehouse complex data within XML format. This waresing step should not simply
transform complex objects into XML documents aradesthem in a repository. It would also
prepare data and represent them in an interestiygswitable to analysis and adapted to user
requirements. The second issue is devoted to prdIdAP with a predictive power by
associating it to a suitable data mining technitkesdecision tree®r association rulesThe
third deals with the formalization of an algebrattiefines a general framework of new
operators that couple OLAP and data mining. Thielada should establish a generic formal

background adapted to both classical and new OLgdPators.
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