N
N

N

HAL

open science

Endogenous timing game with non-monotonic reaction

functions

Grégoire Rota-Graziosi, Magnus Hoffmann

» To cite this version:

Grégoire Rota-Graziosi, Magnus Hoffmann. Endogenous timing game with non-monotonic reaction

functions. 2011. halshs-00553130

HAL Id: halshs-00553130
https://shs.hal.science/halshs-00553130

Preprint submitted on 6 Jan 2011

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://shs.hal.science/halshs-00553130
https://hal.archives-ouvertes.fr

CERDI, Etudes et Documents, E 2010.17

L b
VivEgsie O

CENTRE D ETUDES
ET DE RECHERCHES
SUR LE DEVELOPPEMENT

INTERNATIONAL

Document de travail de la série
Etudes et Documents

E 2010.17

Endogenous timing game with non-monotonic reaction functions.

Magnus Hoffmann* and Grégoire Rota Graziosi¥

*: University of Magdeburg, Department of Economics,
Institute of Public Economics, Universitaetsplatz 2, 39108 Magdeburg, Germany.
Email: magnus.hoffmann@ovgu.de

¥: CERDI-CNRS, Université d'Auvergne,

65 boulevard Frangois Mitterrand, 63000 Clermont-Ferrand, France
Email: gregoire.rota_graziosi@u-clermont1.fr

27 Avril 2010



April 27, 2010

Endogenous timing game with non-monotonic reaction functions.

Abstract

The aim of this paper is to generalize the endogenous timing game proposed by Hamilton and Slutsky
(1990) to cases where the reaction functions are non-motononic, as for instance in the literature on
contest. Following the taxonomy of social dilemma provided by Eaton (2004) we consider several pos-
sible situations depending on the nature of interactions (plain complementarity or plain substituability
and strategic complementarity or strategic substitutability). Under the assumptions of the existence
and the uniqueness of the Nash and Stackelberg equilibria, we highlight the presence of a first-mover
advantage or a second-mover incentive only depending on the nature of cross-effects in players’ payoff
functions and the slopes of their reaction functions at the Nash equilibrium of the static game. These
properties allow us to determine rigorously the Subgame Perfect Nash Equilibrium (SPNE) in the ten
studied situations. We establish under which conditions on the nature of interactions a leader emerges
at the SPNE.
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1 Introduction

The seminal article of Hamilton and Slutsky (1990) endogeneizes the Stackelberg leadership in
a duopoly game. This model is important since it provides a simple formalization of the trade-
off between pre-commitment and flexibility. The considered commitment consists in moving

”in Schelling’s termi-

before the others and corresponds to a “pure unconditional commitmen
nology. Amir (1995) completes Hamilton and Slutsky (1990) by establishing the necessity of
an additional condition, that is the monotonicity of each payoff in the other player’s actions.

Several developments of Hamilton and Slutsky (1990) have been proposed in the literature.
For instance, Sadanand and Sadanand (1996) consider demand uncertainty in this model. In
order to deal with the multiple equilibria issue, which may appear van Damme and Hurkens
(1999) introduce the notion of risk-dominance as defined by Harsanyi and Selten (1988). Amir
and Stepanova (2006) use the tool of supermodularity to make the minimum of assumptions.
They distinguish three possible cases depending on the slope of the reaction functions (positive
or negative for both players or positive for one, negative for the other). They establish general
conditions on the demand functions to highlight first- or second-mover advantage and then to
solve the endogenous timing game. However, these developments and others restrict themselves
to situations where the reaction functions are monotonic.

Even though the assumption of monotonic reaction functions encompasses often the main
specifications proposed in the IO literature, there are important exceptions. For example Bulow,
Geanakoplos, and Klemperer (1985a) show that for the case of the constant elasticity of demand
in Cournot duopoly, the reaction functions are non-monotonic. The same holds for the best
responses of duopolists in the endogenous-timing duopoly model examined by Maskin and
Tirole (1988). In an infinite horizon framework the dynamic reaction functions in a price
competition model also exhibit non-monotonicity. Adner and Zemsky (2005) examine a model
of technology innovation in different markets in a Cournot-framework. In their model the
emergence of competition between technologies alters the shape of the demand functions for
products in two different markets in a manner which induces non-monotonic best responses.

The monotonicity of reaction functions assumption appears also to be too restrictive in



other fields, as for instance international trade or public economics, where commitments are
an important issue too. For example, Syropoulos (1994) shows the (non) equivalence of policy
instruments (quotas and tarriffs) in the context of non-cooperative policy games with endoge-
nous timing. In this framework the tariff reaction functions of a country exhibits strategic
substitutability and complementarity, contingent on the other country’s decision on it’s tariff.
Dixit (1987) and Baik and Shogren (1992) analyze a contest for an exogenous rent between two
players whom reaction functions are increasing and then decreasing. This game is neither super-
modular nor submodular since the players’ actions are strategic complements for the “favorite”,
while they are strategic substitutes for the “underdog”! at the Nash Equilibrium. Finally, we
can also mention the recent work of Stengel (2010), who compares the leader and follower payoff
in a symmetric duopoly game without the assumption of monotonic reaction functions. This
author concludes that the follower payoff is either higher than the leader payoff, or lower than
in the simultaneous game.

In this paper, we propose a generalization of Hamilton and Slutsky (1990) by considering
non-monotonic reaction functions. Following Eaton (2004) who provides a useful taxonomy
of social dilemma, we consider ten possible situations depending on the nature of interactions
(plain complementarity or plain substitutability and strategic complementarity or strategic
substitutability). Admitting the existence and the uniqueness of the Nash and Stackelberg
equilibria, we highlight the presence of a first-mover advantage or a second-mover incentive
only depending on the nature of cross-effects in players’ payoff functions and the slopes of
the reaction functions at the Nash equilibrium of the static game. These properties are then
sufficient to determine the Subgame Perfect Nash Equilibrium(s) (SPNE) of the endogenous
timing game proposed by Hamilton and Slutsky (1990). By doing this, we then extend the
taxonomy of Eaton (2004) in determining the SPNE(s) in each studied case. The rest of this
paper is organized as follows: section 2 precises the assumptions of Hamilton and Slutsky (1990)
and derives some properties of the payoff functions; section 3 establishes the SPNE(s) of the

endogenous timing game; section 4 concludes.

I Dixit (1987) defines the “favorite” (respectively the “underdog”) as the player who has a probability to
win the context above (respectively below) one half at the Nash equilibrium of the static game.



2 Model

First, we present our assumptions. Secondly, we consider the three basic games (the static game
and the two Stackelberg ones) and give a sufficient partial ranking of the equilibrium values.

Third, we identify the presence of a first-mover advantage or a second-mover incentive.

2.1 Assumptions

The (continuous) payoff functions are given by II* (z;, x;), where z; € X; (respectively z; € X)
is the strategy of player i (j) defined over a nonempty compact interval of the real line.? We
make the assumption that player ¢’s payoff functions is concave in her own action and monotone
in the other player’s action. Thus, existence of a Nash equilibrium (NE) is assured. Following
Eaton and Eswaran (2002), we define plain interactions, more precisely plain complements (PC)

and plain substitutes (PS).

Definition 1 The game ezhibits plain complements (plain substitutes) for player i if

3H1 (iL‘z‘, ZEj)

V(Iz‘,l’j) & Xz X Xj, O
J

The notion of plain interactions is very close to this of spillovers, but it appears more
precise than the latter. The necessary condition given by Amir (1995) is then equivalent to the
assumption that the property of PC or PS holds for any values of z; and x;. Following Bulow,
Geanakoplos, and Klemperer (1985b), we will also use the notion of strategic complementarity
(SC) or strategic substituabiliy (SS). Let denote by (“;72;’]%) = II; (s, ;) the second cross
derivative of the payoff function for player i. We have SC (respectively SS) for player i if
IT;; (24, 2;) > 0 (respectively II}; (2;,2;) < 0). Since we consider non-monotonic best responses
the property of SC and SS may vary for a player, contingent on the strategies chosen by both
players.> We therefore will define the property of SC or SS at the Nash Equilibrium (NE) of

the static game.

2 The action z; may be for instance quantity in Cournot duopoly, price in Bertrand duopoly, effort in a
rent-seeking game or tax rate in a model of tax competition.
3 This contrast with the the property of PC or PS which holds for each player in any studied games.



Definition 2 At the Nash Equilibrium of the static game, defined by vV = (va , xév ), player 1
regards strategic complements (strategic substitutes) if

62Hi (l‘i, Cl?j)

V(xi,acj) GXi XXj, G
10T xN

=11, (=), 2)) >0 (<0).

These definitions allow us to encompass several different settings, which are considered by
Eaton (2004). For instance, the classic version of the Cournot duopoly is a game of PS and SS,
while the Bertrand duopoly with differentiated goods is a game of PC and SC. The model of
private provision of a public good proposed by Bergstrom, Blume, and Varian (1986) exhibits
PC and SS for players and a formalization of defense expenditure among enemy countries
would be a game of PS and SC (see Eaton (2004)). However, we will also consider some
mixed situations going beyond the taxonomy proposed by Eaton (2004) and getting closer to
the seminal work of Hamilton and Slutsky (1990). For instance, our results may be applied to
some particular and influential frameworks, as the model of Singh and Vives (1984), or to the
contest games usually used in the rent seeking literature. Singh and Vives (1984), which is
considered in Hamilton and Slutsky (1990) discuss an asymmetric case, where two firms in a
differentiated duopoly market can only make two types of binding contracts with consumers, a
price contract and a quantity contract. In the case where both firms decide to make different
decisions regarding the nature of the contract, we obtain a game of PC and PS for one firm
(which chooses the price contract) and a game of PS and SS for the other firm (which chooses
a quantity contract). An important application of our results would be the literature, which
uses the Contest Succes Function.* Indeed, since we allow for non-monotonic best responses
the property of SC and SS may vary for a player, contingent on the strategies chosen by both
players. In the case of rent seeking, as provided by Dixit (1987), player i’s best response function
increases in x; for lower values of z;, and decreases in z; for higher values of ;. In other terms,
each contestant regards actions as SC or SS depending on her effort and the opponent’s effort.

Existence and uniqueness of the the Nash and Stackelberg equilibriums usually involve
several restrictions on the payoff functions. In order to remain as general as possible, we make

the following assumptions

4 The CSF is the function that maps players’ efforts into probability of winning the prize.



Assumption 1
(i) The Nash equilibrium of the simultaneous game is unique.
(17) The equilibrium of the Stackelberg games exists and is unique.

The first assumptions guarantees that our definition of SC, or SS respectively, is unique
for each player in the static game. A sufficient condition for the uniqueness of the Stackelberg

equilibrium is the concavity of the Stackelberg leader’s payoff function IT* (a:i, xf (xz)), where

xf (x;) is the reaction function of player j. More formally, we assume for the rest of the paper

that
d?1T° (xz-, xJF (xz))

2
dz;

< 0. (1)

Given ASSUMPTION (1), in particular the assumption of uniqueness regarding the Stackelberg-
equilibrium, we know that the sign of the slope of players’ best response functions at the NE
are identical to the sign of the slope of the follower’s best response function in the Stackelberg

equilibrium.

2.2 A sufficient partial ranking of the equilibrium values at the three
basic games

We consider three basic games, denoted by I'V, I't and I'*2, which respectively correspond

to the static game and to the two Stackelberg games. Let denote by (va , xjv ) the Nash equi-

librium values of the static game, and (ZL‘ZL , xf (IZL)) the equilibrium values of the Stakelberg

equilibrium, where player ¢ leads. We have
N —

i
x; = argmaxyex, 1I' (v, x;)

N
L

= argmaxy;ex; IV (75, 7;) .

The Stackelberg equilibrium is determined by backward induction. We have:

fff (2;) = arg mnax I (), i), (3)



and

L i F
T :arg;?g(}iﬂ (25, 2] (21)) - (4)

Given the optimizing behavior in the basic games (expressions 2, 3 and 4), we are now in
the position to establish some partial rankings of the levels of agents’ actions at the different

equilibrium, which would be sufficient for our principal result. We then have:®

Lemma 1 Under ASSUMPTION (1), we have: ¥ (i) € {1,2}> and i # j,

[ N ,.N [ N .N

IV (2, 21) < 0 IV (2;,21) > 0, (5)

and

oo { Tl ) >0 (TGE ) <0

IF (2,2)) > 0 I (a;,2,) < 0. (6)
Proof. See APPENDIX A.1. m

This LEMMA compares the NE’s level with this choosen by the leader. The obtained rankings
result from the concavity of the objective function of the leader given in (1). Let consider for
instance the case of SC for player ¢ at the NE and PS for player j. By definition, the leader
anticipates how the follower would react to a change in her action with respect to the NE
values. When player j leads, it is in her own interest to induce a reduction of the action of the
other player (i), since this action is a PS for player j. Due to the property of SC for player i,
the leader (player j) knows that by reducing her action she initiates the other player to do the

same. That is the reason why we obtain in this case: ZL‘]L < :L‘;V . Similar reasonings apply for

the other situations.

2.3 First-mover advantage and second-mover incentive

We now compare the payoffs in the three basic games (I'V, I't and I'?), which will give us
the opportunity of detecting potential first-mover (second-mover) advantages or first-mover

(second-mover) incentives. We define these notions as follows

Definition 3 (i) Player i has a first-mover advantage (a second-mover advantage) if her equi-
librium payoff in the Stackelberg game in which she leads, denoted by ', is higher (lower) than

5 For the rest of the paper, we pose xf = xf(mf)



in the Stackelberg game in which she follows (FSJ').

(i1) Player i has a first-mover incentive (a second-mover incentive) if her equilibrium payoff in
the Stackelberg game in which she leads (she follows), denoted by I (FSJ' ), 1s higher than in
the static game (FN )

From LEMMA (1) and DEFINITION 3, we can state that:

Lemma 2 Under ASSUMPTION (1), we have
e Player i has a first-mover advantage if

— Actions are SC' at the NE for player v and they induce PC' for one player and PS for
the other,

— Or if actions are SS at the NE for player i and they are PC or PS for both players.
More formally, we have

(RS J

I (zf,a;) > I (27, 27) @{ I (wr,,) TP (25, 2) <0 " I (w5.25) TE (23, 1) > 0.

e Player ¢ has a second-mover incentive if

— Actions are SC at the NE for player i and they induce PC for one player and PS for
the other,,

— Or if actions are SS at the NE for player i and they are PC or PS for both players.
Equivalently,

IL; (@, 27) > 0 IL; (a2, o)) <0

) N _ N 7 F L

1 07] IR R

Proof. see APPENDIX A.2. m

The preceding LEMMA takes into account the non-monotonicity of the reaction functions,
since it relies only on the sign of the second cross derivatives at the NE of the static game.
The intuition is the following. If, for instance, we have SC for player 7 at the NE and a game
of PC for player j, then, given LEMMA 1, we know that the Stackelberg leader will increase x;
compared to the NE-level. The effect of this on player ¢’s payoff is twofold. There is a direct
effect, the payoff effect, which is positive (negative), given that is a game of PC (PS) for player i.
And there is an indirect effect, the strategic effect, which causes x; to increase (decrease) given
that player i regards ; as SC (SS). However, the indirect effect, caused by the increase of z; on
player i’s reaction is unambiguous, since player ¢ will maximize her payoff by moving towards

her best response function. The net effect on player i’s payoff is positive if it is a game of PC for



player i, and negative if it is a game of PS for player i. Therefore, in this setting, player ¢ has
a second-mover incentive in the former case and a second-mover disincentive,® or equivalently,
a first-mover advantage, in the latter one.

Note, that once we know whether plain interactions (PS or PC) have a similar effect for both
players, we only need to know whether a player’s best response function is in- or decreasing
to identify a first-mover advantage or a second-mover incentive. For instance, in the classical
Cournot Duopoly game (with PS) as well as in the private provision of public goods framework
(with PC) we establish a first mover advantage for both players. Moreover, in the case where
the cross-effects in the payoff functions are of different signs, a game with SS for player ¢ and
SC for player j at the NE, player j will always have a first-mover advantage and player j a
second-mover incentive. The reason for this is that player ¢, whether she increases or decreases
x; as a Stackelberg leader compared to the NE, will always choose a point in the strategy space
that lies inside the Pareto-superior set, defined as

P = {wy, 2o [T (2, 2;) > (2}, 2Y)Vi,j =1,2 and i # j} .

(AR Rad|

Player j, on the other hand, always chooses a point in the strategy space outside PS.

3 Resolving the endogenous timing game

The issue of endogenous timing is examined according to the extended game with observable
delay proposed by Hamilton and Slutsky (1990). This game, denoted by T, allows players to
choose non-cooperatively and simultaneously their timing decision in a preplay stage either
as soon as (early) or as late as possible (late). Their decision is announced by the players
subsequently. The players choose then their action according to their timing decision to which
they are committed. If both players decide to play at the same time (whether early or late),
the static game (FN ) is played. If player ¢ chooses to move early and player j chooses to move

late, the Stackelberg game (Fsi) where player ¢ leads is played. The extended game <f‘) has

6 See expression (15) in Appendix A.2.



the following reduced normal form:

Table 1: Normal form of the extended game

Player 2

early late

Player 1 | early | IT' (2}, z)") ,11? (2, 2f’) | I (2f,28) , 11% (2F, 1)

late | IT' (2f, 2f) 112 (2f,2f) | II* (2f, 2)) 102 (22, o))

The solution of the game (f) is equivalent to the solution of the leadership problem. There
is no leader if both players choose the same timing decision; a leader emerges when they choose
complementary roles. Under our assumptions, the solution of the timing game can be directly
explained by the nature of the interactions among the two players at the Nash equilibrium of

the static game only. We obtain the following Theorem:

Theorem 1 Under ASSUMPTION (1), we have:

e If payoff functions exhibit similar plain interactions (H; (24, 2) T (5, ;) > 0), then

1. The SPNEs are the two Stackelberg outcomes, if players’ strategies are SC at the
NE.

2. The SPNE is the outcome of the static game, if players’ strategies are SS at the NE.

3. The SPNE is the outcome of the Stackelberg game (Fsi) where player i for whom
actions are SS at the NE will act as a Stackelberg leader and player j for whom
actions are SC at the NE will act as a Stackelberg follower.

e If payoff functions exhibit opposite plain interactions (H; (i, ;) Hg (xj,2;) < 0), then

1. The SPNE is the outcome of the static game, if players’ strategies are SC at the NE.
2. The SPNEs are the two Stackelberg outcomes, if players’ strategies are SS at the NE.

3. The SPNE is the outcome of the Stackelberg game (FS") where player i for whom
actions are SS at the NE will act as a Stackelberg follower and player j for whom
actions are SC at the NE will act as a Stackelberg leader.

Proof. See APPENDIX A.3. =
THEOREM (1) shows that the SPNE(s) is contingent on the nature of plain and strategic
interactions. For instance if plain interactions are of the same sign for both players, it is

sufficient for a sequential move game to emerge as an SPNE, if one of the players regards

9



actions as SC. The sufficient condition if the signs of plain interactions differ is that one of
the players regards actions as SS. The reason for this is that a leader, thus the outcome of a
Stackelberg game, would only emerge at the SPNE if at least one best response function lies
in the Pareto-superior set. Only in this case we have a second-mover incentive for at least one
player.

Figures 1 and 2 provide a graphical illustration of our result. In both figures player 1 exhibits
SC and player 2 SS. Figure 1 represents the cases when plain interactions are similar. The bold
lines represent the non-monotonic reaction functions of player 1 and 2. The dashed (dotted)
lines represent the iso-payoff-curves of the players when the game exhibits PS (PC) for both
players. In the case of PS (PC) the Pareto-superior set P°, represented by the grey surface,
lies to the south-west (north-east) of the NE. Thus, a sequential move game will emerge as a
SPNE if at least one of the players regards actions as a SC, here player 1.

If the signs of plain interactions differs the opposite holds. In figure 2 the dashed (dotted)
lines represent the iso-payoff curves of the players when the game exhibits PS (PC) for player 1
and PC (PS) for player 2 and the grey surface to the south-east (north-west) represents PS.
Hence, at least one player has to regard actions as a SS in order to guarantee a Stackelberg
outcome as the SPNE of the extended game (here, player 2).

T2
A

\ BRl [l
\

Figure 1: Similar plain interactions.
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Figure 2: Opposite plain interactions.

Given THEOREM (1), we can also state the following Corollary.

Corollary 2 Under ASSUMPTION (1), we have:

(i) If the unique SPNE of the extended game is the outcome of a Stackelberg game, then the
SPNE Pareto-dominates the simultaneous game and the other Stackelberg game.

(ii) If the SPNEs of the extended game are the outcomes of the two Stackelberg games, then
both SPNEs Pareto-dominate the static game, but can not be ranked in a Pareto sense among
each other.

(iii) If the unique SPNE of the extended game is the simultaneous move game, then the outcomes
of the three basic games can not be ranked in a Pareto sense.

Proof. Immediate m

It is worth mentioning that in the case of multiplicity of SPNE (PC and SS or PS and SC),
several authors as van Damme and Hurkens (1999), van Damme and Hurkens (2004) or Amir
and Stepanova (2006) use the notion of risk-dominance. However, this notion may not be
applied without specifying the payoff functions. For instance, van Damme and Hurkens (1999)
or Amir and Stepanova (2006) use linear demand functions in a duopoly context.

An immediate illustration of our results is the analysis of contest provided by Dixit (1987)
and Baik and Shogren (1992). In a two-players contest for an exogenous rent, these authors
define the “favorite” and the “underdog” through the probability of winning the contest at
the Nash equilibrium of the static game: the “favorite” (respectively the “underdog”) has a

probability superior (respectively inferior) to one half. We can easily establish that this contest

11



corresponds to a game of PS for both players where for one player, in fact the “underdog”,
appropriation efforts are SS, while for the other, the “favorite”, efforts are SC. For instance, let
consider a logit Contest Success Function, denoted by p (z;, ;) . We have

oy i (3)
P(T®i) = TS

where f! (z;) > 0 > f! (z;) by assumption. This is also the probability of winning the exogenous
rent R for player ¢ depending on her effort z; and the effort of the other player (z;). The payoff

of players are
I (x5, 2;) = p (vi,2;) R — 2; and TV (25, 2;) = (1 — p (24, 25)) R — z;.
We note that
Hﬁj (@i, 2;) = pij (i, ;) R = —Hfj (x),2;),

Thus, the strategic interactions among players can never be of the same sign. Moreover, we

have

[fi (i) — f5 ()] £ (2) £} (25)
[fi () + f; ()

pij (T, 75) = >0 fi(z:) > fi(x;) & p (25, 25) >

DO —

Thus, the Stackelberg outcome where the “underdog” leads is the SPNE of the commitment
game as Baik and Shogren (1992) established it, since players’ actions are SS at the NE for the

“underdog” and plain interactions are of the same sign for both players (PS).

4 Conclusion

We generalize the Hamilton and Slutsky’ game of commitment by taking into account the non-
monotonicity of the reaction functions. We consider several situations depending on the nature
of interactions among two players. The underlying games may then be neither supermodular

nor submodular. By signing the slopes of the reaction functions at the Nash equilibrium of

12



the static game, we are able to provide a partial ranking of the equilibrium values of players’
actions. This ranking allows us to establish the presence of a first-mover advantage or a second-
mover incentive, which in turn yield to determine the SPNE. We conclude that a leader and
obviously a follower emerge at the SPNE(s) if for at least one of the players actions are strategic
complements (strategic substitutes) at the Nash Equilibrium of the static game and the cross-

effects in the payoff functions are of the same (different) sign(s) for both players.

13
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A Appendix

A.1 Proof of Lemma 1 (a partial ranking)
Let define the function ¥, (x;) as

Wi (i) = 105 (w3, 25 (23)) + 10 (24, 25 (2:)) dx;

(7)

. . . . . oML (4,25 (24
This function corresponds to the first derivative of the leader payoff function: ¥; (x;) = W. For x},

we obtain the FOC of the leader, that is ¥; (zf) = 0. Under AsSUMPTION (14i) we have W} (z;) < 0.

(”“) >0

o If H] ( xj @ ) > 0, actions are SC for the player j at the Nash equilibrium, or equlvalently

at z; = 2 (the reaction function of player j is increasing in z; at the Nash equilibrium). From (7), we
have
_ 7 N _F/ N J ¢
= I (371 y L g (z; )) Txi’
since II! (2, x f (zlN)) = I (2N ;V ) = 0. We now consider two situations depending on the presence
of PC or PS.
- If Hj» (xi,xj) > 0, from preceding we obtain
v, (:va) >0=Y,; (xZL),
since ———= dw’ ( ) 0. The decreasing of U, (.) in z; involves
— In constrast, PS for player ¢ (Hg (i, 25) < O) involves

o If ng (z ;V ;) < 0, then we have —IC@ < 0 at the Nash equilibrium. The two cases are then

— If I} (4, ¢5) > 0, we deduce that

U, (z) <Oy (2F) & 2l >zl (10)

K2

— If H;- (xi,zj) < 0, we have
U, (:EN) > U, (le) o) <t (11)

7

O

A.2 Proof of Lemma 2 (First-mover advantage and second-mover
incentive)
By definitions of the Stackelberg and the Nash equilibria, we have

[T (a2 (a)) > T (00,27 () 2
ST (N ol (@) = I (o a). -



where the ﬁrst inequality results from the leader’s maximization program, and the second from the specification
of z; to xI¥. The leader of the Stackelberg game always has a payoff level superior or equal to this obtained at
the Nash equﬂlbrlum. In other terms, players always have a first-mover incentive.

We determine under which conditions in terms of PC, PS, SC or SS player ¢ will have a first-mover advantage
or a second-mover incentive .

A.2.1 First-mover advantage

From the maximization’s program given in (4), we know that player i’s payoff as a Stackelberg leader is

I (f,27) > I (2, 27) = maxIT' (2, ) > 11" (2], 27") | (13)

190%] J J

where the first inequality results from (12) and the second from the definition of the Nash maximization program.
The existence of a first-mover advantage may be reduced to determine the conditions such that the following
inequality holds:

I (2], 2)') > 10" (2, 27) - (14)

This inequality only emerges if
e The cross-effect in the player i’s payoff function is positive (IT; (.) > 0) and :Ej > ZE , which, given
LEMMA (1), is only consistent with

Hl ( a, z) ) >0 or Hij(zfv,:cév
Hl (xi, ;) <0 [y Tj)

e The cross-effect in the player i’s payoff function is negative (H; (.) < 0) and atjv < :c , which, given
LeEmMA (1), is equivalent to

Hl ( T, J)>0 or Hﬁj(a?fvﬂs;v
Hi (i, z;) >0 i T5)

We remark that a player who has a first-mover advantage has also a second-mover dis-incentive, formally
defined as ' '
I (va,xjv) > 1T (xf,xf) . (15)
A.2.2 Second-mover incentive
From (3), we know that _
I (:L'F :EL) = maxII’ (z;, J) IT' (z N L) (16)

AR P Ti Ty

To highlight a second-mover incentive, we have to establish conditions for the following inequality:

1K (va,x]L) >0 (2, :zrév) . (17)

This inequality only emerges if

e The cross-effect in the player i’s payoff function is positive (IIj (.) > 0) and 2
LEMMA (1), is only consistent with

Hz (Z, J)>O or Hﬁj‘(zfv,:cév)<0
I (2;,,) > 0 z,)

< x , which, given

e The cross-effect in the player i’s payoff function is negative (H; (.) < 0) and xév

LEMMA (1), is only consistent with

I (2N, alV) >0 o I (2«
H{ (xi, ) <0 iy L)

> ij , which, given

17



A.2.3 Payoffs’ ranking

From (12), (13), (14), (16), (17) and (15) we deduce the following rankings of the player i’s payoff function at the
equilibrium of the three basic games depending on the existence of a first-mover advantage or a second-mover
incentive:

Player i has a first-mover advantage < IT° (xf, xJF) > T (:EZ ) > (z £ JL) (18)
" I (of' o) > IV (o o)
xz; ,x7) > 1I° ;
Player 7 has a second-mover incentive < { i L i 19
I (o oF) > 10 (o8 23 (19
|

A.3 Proof of Theorem 1 (Subgame Perfect Nash Equilibria)

A player always has a first-mover incentive: IT* (:EL zl ) > H’( T, T ) Vi € {1,2} (see expression 12). In

order to determine the SPNE, we use the results in Lemma (2) and may compare the payoff levels when the

country follows and when it plays simultaneously (IT° ( T, T; ) I ( fV , ﬁv ))

o If payoff functions exhibit similar plain interactions (Hg (zi, ) H{ (xj, ;) > 0),

1. SC at the NE for both players: IT;; (zX, T; zN) > 0 for (i,7) € {1,2}. Both players have a second-
mover incentive (see LEMMA 2). Since both have also a first-mover incentive, we deduce that the
SPNE are the two Stackelberg outcomes: if a player chooses to play early, the other prefers to move
late; if a player chooses to play late, the other prefers to play early.

2. SS at the NE for both players: II{; (], 2l) < 0 for (i,5) € {1,2}. Both players have a first-
mover advantage (see LEMMA 2) and a second-mover disincentive: IT° ( R ) > 1T ( i JL) (see
expression 18). The SPNE are then the Nash outcome: moving early is a strictly dominant strategy

for both players.

3. SC for player 2 and SS for player 1 (at the NE): 113, (2, 2)) > 0 > I}, (21, 2). LEMMA (2)
establishes that player 1 has a first-mover advantage, while player 2 has a second—mover incentive.
Combining with the first-mover incentive for both players, we have:

I (azf,2f) > max | I (2, 23) It (2], 2d) }
{ 2 (of 2F) > 112 (2, 2) | (20)

The SPNE is the outcome of the Stackelberg game where player 1 leads and player 2 follows.
e If payoff functions exhibit opposite plain interactions (H; (x4, 5) Hg (xj,25) < 0),

1. SC at the NE for both players. From LEMMA (2) both players have a first-mover advantage and a
second-mover disincentive (see expression 18). Thus, the dominant strategy for both players is to
play early. The unique SPNE is then the outcome of the simultaneous move game.

2. SS at the NE for both players. Both players have a second-mover incentive (see LEMMA 2). Since
both have also a first-mover incentive, we deduce that the SPNE are the two Stackelberg outcomes.

3. SC for player 2 and SS for player 1 (at the NE): 11}, (2, 2{") > 0 > I}, (2{’, 2% ). From LEMMA
(2), we know that player 1 has a second-mover incentive and player 2 has a first-mover advantage.
The SPNE is then the outcome of the Stackelberg game where player 1 follows and player 2 leads.(]
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