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Abstract

We consider an optimal growth model of an econoatynfy an exogenous pollution quota. In the
absence of an international market of pollutionnmts, the economy has three instruments to
reach sustainable growth: R&D to develop cleanehnrtelogies, investment in new clean capital
goods, and scrapping of the old dirty capital. B&®D technology depends negatively on a
complexity component and positively on investmenthis sector at constant elasticity. First, we
characterize possible balanced growth paths foferdifit parameterizations of the R&D
technology. It is shown that countries with an urglerforming R&D sector would need an
increasing pollution quota over time to ensure meda growth while countries with a highly
efficient R&D sector would supply part of their mgwed pollution permits in an international
market without harming their long-term growth. Sseg¢owe study transitional dynamics to
balanced growth. We prove that regardless of hageldahe regulation quota is, the transition
dynamics leads to the balanced growth with bindjogta in a finite time. In particular, we
discover two optimal transition regimes: an inteagirowth (sustained investment in new capital
and R&D with scrapping the oldest capital goods}] an extensive growth (sustained investment
in new capital and R&D without scrapping the oldesgtital).
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1. Introduction

Identifying sustainable growth paths is becomingeatral question in economic theory.
The issue has many challenging normative, demographd technological aspects as
pointed out by Arrow et al. (2004). On the techigidal side, many research avenues
have been taken so far resulting in a quite dertseature. In particular, several
researchers have studied the design of researcldarelopment (R&D) programs to
meet the environmental constraints necessary fetamability (like the pollution
reduction targets formalized in the Kyoto Protoc&arly interesting contributions to the
issue of pollution control and growth can be foumaan der Ploeg and Withagen (1991),
Withagen (1995) or Selden and Daging (1995). Meydt&D-based endogenous growth
models and environmental sustainability concerns een the object of an equally
important literature: Bovenberg and Smulders (1986p explored the link between
environmental quality and economic growth in an cgmhous growth model that
incorporates pollution-augmenting technological s and Grimaud (1999) who
studied a decentralized model of Schumpeterian tyravith environmental pollution, are

among the earliest contributors to this topic.

A central question of the latter literature turnst @ be whether the environmental
regulation can ultimately deliver a win-win situatias economies facing this regulation
will have strong incentives to innovate resultingiew and “clean” growth regimes. This
mechanism, often referred to as the Porter hypsthéas been studied in numerous
papers, some empirical (like the seminal paper bwéll et al., 1999) and others more
theoretically-oriented (see Acemoglu et al., 2(di one of the most recent contribution

on the induced-innovation hypothesis under envirema constraints).

This paper is a contribution to the latter linere$earch. More precisely, we consider an
optimal growth model with R&D expenditures and pthn quotas. Technological

progress is therefore endogenous; it is also spdais embodied in capital goods: thanks
to R&D efforts, new capital goods use less and teseurces (say, energy), that is, they
get cleaner over time. Such a view of technologigedgress is documented and

commented in a substantial literature.

In modern economic theory, the technological chamgeusually described as an

embodied, endogenous, and energy-saving phenomdfane. specifically, substantial
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economic evidence supports the direct impact oR&BD spendingon theindustry-level
capital-embodied technological chande particular, Wilson (2002) used industrial data
to confirm that “the technological change, or inatten, embodied in an industry’s
capital is proportional to the R&D that is done gtipam) by the economy as a whole”.
Wilson also found that the cross-industry variatiom estimates of embodied
technological change matches the cross-industriati@n in embodied R&D. Finally,
Ayres (2005) argued that “technical progress issmssly equivalent to increasing
efficiency of converting raw resources, such ag,¢ot useful work...” (p. 142).

This said, our paper has three salient and distm&tatures. First of all, it explicitly uses
a vintage capital framework in the tradition of Gelet al. (1966): capital and energy are
complementary (Leontief technology), and new viesagonsume less energy over time
(energy-saving technical progress). Second, weiatplaccount for pollution quotas:
because of international agreements of the Kyobdopol style, national economies are
assigned pollution reduction targets, which canfdx@nalized asexogenous upper-
bounds on total pollution emissions. The exogenatythe quota is certainly a
shortcoming: we don’t assume an international rtadfepollution permits. Here we
consider an optimal growth problem of a single etoy, and as one can see, the
problem is already extremely complex analyticallgchuse of the vintage structure
adopted and the size of the associated optimalraoptoblem. Extensions to two-
country symmetric or asymmetric settings seem caatjmmally manageable but
certainly not analytically tractable. So we stioka single economy under the exogenous
pollution quota to bring a clear-cut analyticaligig into the problem. We shall study
how varying the quota dynamics can affect the ogitishort-term and asymptotic
properties of the model. Here, it is important ttice that the emission quota and
capital-energy complementarity induce an obsolestemechanism, which in turn opens
the door to endogenous scrapping: as in Boucekéire. (1997) and Hritonenko and
Yatsenko (1996, 2005), the oldest vintages willremoved from the workplace and

replaced by less energy consuming new vintages.

® The literature of pollution permits markets, iatéd by Dales (1968) and Montgomery (1972) is huge,
specially following the Kyoto protocol which stinatéd an impressive conceptual and practical liteeat
on efficient pollution control at all levels, intetional (see Godal and Klassen, 2006) or regi(set
Boucekkine et al., 2010) .
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Third, after characterizing possible balanced ghop#ths, we shall study transitional

dynamics. In particular, we aim at identifying algathe different routes to sustainable
and balanced growth, which is not so frequent i@ émdogenous growth literature,

usually restricted to a balanced growth analysise Value-added of studying the

transitional impact of environmental policy has edready stressed by Bovenberg and
Smulders (1996) in an endogenous growth set-upuirpaper, the role of the historical

pollution conditions will be shown to be decisivethe shape of the optimal transition

generated for given pollution quotas.

Relation to the literature

Our framework is closely related to Boucekkine, tblienko and Yatsenko (2011),
referred as BHY hereafter. The two papers shareséime vintage capital production
function and the same R&D technology. But while BH®dress a firm problem, here we
will solve an optimal growth model in the Ramseys® On one hand, the optimal
growth setting is simpler because we get rid of(#egenous) series of capital goods’
and energy’s prices. But on the other, it can lgeladaically much more involved if a
general utility function were to be used. To sifyplive consider a linear utility function:
strictly concave utility functions render the artedgl work intractable, even at the stage
of a balanced growth path (BGP hereafter) comprtatiVithin this simpler framework,
we are able to derive, as in BHY, an analyticalrabtrization of BGPs. Additionally,
we are able to characterize the pollution quotdgarhich are compatible with the
existence of BGPs for any parameterization of t@®Rechnology, which is a useful
step to take before introducing an internationatkaiafor pollution permits. This issue is
not treated in BHY. Last but not least, we displag optimal transition dynamics to

BGPs, an issue not covered in BHY.

To our knowledge, and with the exception of BHY,atber paper has considered R&D
decisions and vintage capital with endogenous pangpat the same time. Feichtinger et
al. (2005, 2006) have developed an alternative éraonk balancing the efficiency gains
of running new vintages with the learning costsoemsged, which opens the door to
optimal investment in old vintages, in contrasbts modelling where such a possibility

does not exist (no learning costs). Having said, tReichtinger et al. (2005, 2006) have
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not integrated R&D decisions in their setting, have they endogenized scrapping. Hart
(2004) has constructed a multi-sector endogenomstgrmodel with an explicit vintage
structure. But his paper differs from ours in @&sketwo aspects: it builds on two types of
R&D, one output-augmenting and the other, say, renmental-friendly, while in our
model only resource-saving adoptive and/or inneeatR&D is allowed. More
importantly, the vintage structure considered imtKi2004) is rather short: the number of
vintages is fixed, and therefore, there is no way uncover a comprehensive
modernization policy optimally combining the scraggpof the dirtiest technologies and

the development of new and cleaner technologies.

Concerning the type of environmental regulation/andonstraint, a large body of the
related literature uses environmental taxation,cifipally emission taxation as in
Feichtinger et al. (2005) or Grimaud (1999). Anotsigeam of the literature models the
pollution permits market as an alternative to tesxatJouvet et al. (2005) in an optimal
growth overlapping generations setting with exogesndechnical progress, or more
recently, Krysiak (2011) in an endogenous techriokdgprogress framework, have
studied the specific implications of allowing faiading in pollution permits. In our
paper, we consider the case of a national econohighmhas to deal with an optimal
growth problem subject to a fixed pollution quotathe absence of an international
market for pollution permits (in this sense, ourommmy is autarkic from the
environmental point of view). As acknowledged ahawes limitation is entirely due to
the extreme mathematical sophistication of the lpralonce proper vintage structure are

considered together with endogenous technical eghang

Main findings

This paper has essentially two contributions. Istfplace, it extends significantly the
BGP analysis of BHY. In the latter, the R&D techogy is taken “balanced” in the sense
that the standard (negative) complexity comporelat Segerstrom (2000) compensates
the (positive) return to R&D investment componenthe parameterization considered,
which is a common assumption in the literaturethiis paper, we shall explore all the
cases: when the negative component dominates aed Wwhs dominated. We believe

that this extension is worth doing having in mind extension of the model to a two-
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country case in presence of an international madkepollution permits. The R&D
technology may not be the same across countriesie soountries (like certain
Scandinavian countries) are historically more demsito the development of energy-
saving technologies than others, and are likelpgomore efficient at this. Others are
lagging clearly behind. In the absence of inteoral pollution permits, we show that
they should experience different balanced growthgd any. The countries with under-
performing R&D sector would need an increasing wimh quota over time (in a very
accurate sense to be given) to ensure balancedthgrevhile countries with a highly
efficient R&D sector would supply part of their mpeged pollution quotas in an

international market without harming their longregrowth.

The second important new contribution of this papehe complete dynamic analysis of
the problem, which demonstrates the convergenagptimal trajectories to a long-run
balanced regime. Namely, regardless how large ¢gelation quota is, the transition
dynamics in the model leads in a finite time to thedanced growth with an active
regulation. The derived transition dynamics indésatseveral possible short-term
scenarios. In particular, we demonstrate two ogtiregimes: an intensive growth
(sustained investment in new capital and R&D withapping the oldest capital goods),
and an extensive growth (sustained investment w wapital and R&D without
scrapping the oldest capital). Our paper is thst Hne to disentangle the latter regime as
a short-term optimal transition regime. Namelythé country is not initially a large
polluter (the energy pollution is lower than theotpulimit), then it should initially use
more new capital without scrapping the old onethgcountry experiences an extensive
economic growth. In other words, our model preditiat historically poor countries
may find it optimal to massively invest and thereféo massively pollute during their
development process, consistently with the increppart of the environmental Kuznets
curve. Such an initial growth regime comes to emenvthe quota limit is reached and is
followed by an intensive balanced growth with spiag of dirty capital and active
energy regulation. After the transition dynamicgignthe optimal capital investment
possesses everlasting replacement echoes thatt régeanvestment dynamics on a

prehistory interval.
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The paper is organized as follows. Section 2 dysptae optimal growth problem and
extracts the corresponding optimality conditionsctidn 3 is devoted to the analysis of
long-term dynamics, that is, to the existence amdpgrties of BGPs. Section 4
characterizes optimal transitional dynamics ofrtiealel. Section 5 concludes.

2. The optimal growth problem

We consider a benevolent social planner of a nati@onomy who maximizes the
discounted utility from the consumption over thériite horizon:
maxl = r_nRax_[ u(y(t) —i(t) - R(t))e™dt, (1)
R,a LR,a 0

whereu(.) is the utility functionr is the social discount ratgf) is the investment into

new capitalR(t) is the investment into R&D,

t
y(t)= | i(z)dr 2)
a(t)
is the production output at timg a(t) is the capital scrapping time, subject to the

following constraints
o<i(t) <y®R(), R®=0, a@®)=0, 4gt)<t. (3)

The total energy consumption is

e®= | @
a B(T)

To address capital modernization, the model (1)-@éparts from the concept of
homogeneous capital and assumes that newer caipitatjes consume less energy (and,
therefore, are environmentally friendlier). In (#)e energy consumption by one machine
of vintaget (i.e., installed at tim¢) is equal to 1B(t). The variableS(t) is endogenous
and reflects a broadly defined energy-saving enmdabtéchnological level, which may be
implemented in new energy—efficient devices, cléachnologies, alternative energy
sources, etc. For clarity, our model does not mea@ny output-augmenting embodied or
disembodied technological change: each machineofoitew) produces exactly one unit
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of output. Needless to say, the output not invegégtier in R&D or in new capital) is
consumed, that i€(t) = y(t) —i(t) — R).

Now we assume that due to international agreem#rgssconomy is committed to limit
pollution emissions. This features the presenceagbollution quota. The quota is
exogenous in the absence of international marketspbllution permits, which we
postulate here. Assuming that energy consumptitimeisinique source of pollution in the

economy, the pollution quota can be formulatedoliews:
E(t) < Emad(t). (5)

Next, we assume that the level of the technologicagressf(r) depends on the R&D

investmenR(t) as

B _TRD)  gog<q
B B

(6)

f'(R)>0, f*(R)<0. By (6), the ratg3/f of technological progress is a concave increasing
functionf(R) in R and a decreasing function of the ley#itself. The latter specification
reflects a negative impact of technological compyesn R&D success (see Segerstrom,
2000, for example). The parametemeasures the impact of the R&D complexity on the
technological progress rate. It is consistent wiith available evidence on the role of
technological complexity in the adoption of cleaohnologies (see, for example, BHY).

Also, we restrict ourselves to the case
f(R=bR', 0<n<1, b>0,

which means that the elasticityof the rate of technological progress with resgect

R&D expenditures is constant. The R&D investmemh@e efficient for largen.

As one can see, the technological assumptions anstraints of the optimal control
problem are identical to those considered in tha foroblem studied in BHY. Yet the
optimal growth setting originating in (1) requires different interpretation of some
variables and constraints as, for example, theupoli quota constraint. Algebraically
speaking, the problem (1) with linear utility looksmpler than in BHY due to the
absence of exogenous energy and capital pricesinfisg a nonlinear utility would not
allow for a full analytical characterization of B&Pso, we stick to the linear utility

function here. In parallel with investmerft) in output units, we will use investment
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m(t)=i(t)/4t) in the energy consumption units for conveniefdt¢e optimization problem
(2)-(6) becomes

rnrjgzl = rpgﬁ [y(t) - Bt)m(t) - R(t)le™"dt , 0<r<1° (7)
yit) = [ B@)m(r)dr, 8)
a(t)
/a’(r)szZ(r), 0<d<1 )
Bty  p°(1)
E(t) = jm(f 7 < E L, (1), (10)
a(t)
0< Atm(t) <y(t)-R(®), R{t)=0, alt)=0, alt) <t (11)

with the given initial conditions on the prehistory

a(0) =a<0, Aao)=Ho, mM1)=mo(7), R(7)=Ro(7), 7l[a0, O]. (12)
The optimization problem (7)-(12) includes six ualm functionsm(t), R(t), a(t), y(t),
E(t), and4(t), t0[0,), related by three equalities (8)-(10). We cho@sm, andv=a’as
independentontrols and considsr, a, E and S asdependenstatevariables. LeR, m, v
belong to the spac&®]0,0) of measurable on [®) functions bounded almost
everywhere g.e) on any finite subinterval of [®) (Corduneanu 1997). We also assume

a priori that the integral in (7) converges (ithaié true in all subsequent theorems).

Solving the differential equation (9), we obtaire thxplicit formula for the productivity
A7) through the previous R&D investmdrion [ay, 7:

1/d

ﬁ(r)=[bde"(v)dv+ijl, Bz(bd(f)Ron(V)dV"’ﬁodj- (13)
0 ag

The problem (7)-(12) is an optimal control probleith state constraints. To analyze its
complete dynamics, we need optimality conditionst thvill include all possible

combinations of the state constraints-inequalit5<Ena(t) and St)m(t)<y(t) R(t).

® The conditiorr<1 appears later in order to allow for non-trivgalutions (otherwise the optimal dynamics
is no investment because of too high discount rate)
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Notice that the latter is equivalent to consumptimn-negativity. Clearly, having a
concave utility function satisfying Inada conditiomould rule out the corner regime
c(t)=0 associated with this condition. For mathenateonsistency, we shall consider
here all the possible cases allowed by lineartytilthe optimality conditions are given
by Theorem 1 belowAs we shall see, all combinations can appear duhedong-term

dynamics (Section 3) or the transition dynamics(iga 4).

Theorem 1 (necessary condition for an extremum). Let (R*, m*, a*, f*, y*, E*) be a

solution of the optimization problem (7)-(12). Then

(A) If E*(0)=E max(t) and S+ ()m*©)<y*(t) -R*(t) at t7A0[0,»), and Bnay (1)<0, then

A(f<0at RH)=0,  K(1)=0 at R¥t)>0, (14)
AB<0at m()=0, k(=0 at m{(t)>0, A, (15)
where
| =bnR () B+ (r)m(r)[—e_” _f i e‘”}dr e, (16)
a™(t)
'@ = [e"[BO)-Baa)ldr-e A), (17)

the state variable @) is determined from (10),74t) is the inverse function of{, and

A) is given by (13).
(B) If E*(t)<Emax(t) and B* (ym*(t)<y*(t) -R*(t) at t/74, then
A(<0at R{H=0,  K(1)=0 at R{t)>0,
R(<Oat m{t)=0,  k(H)=0 at m*t)>0, (18)
A(H<0 at daxt)/dt=0, L'(t)=0 at daxt)/dt>0, tIA,

where

() = /3(t)rf errdr - e'“] , (19)
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I (®) =-T e B(a(r))m(a(r))dr, (20)

IR(t) is as in (16), angt) is as in (13).
(C) If E*(t)<Emax(t) and B+ ()m*(t)=y*(t) -R*(t) at tZ40[0,0), then
d(H<Oat R{t)=0,  K(1)=0 at R¥t)>0, (21)
A(D<0 at dax(t)/dt=0, L/(t)=0 at da(t)/dt>0, 4,

where }/'(t) is as in (20)m*(t) andy*(t) are determined from equation (8),

o a(r)
Ie' () =bnR®)[ B~ (@)m(r)| [ x(&)dé - x(7) |dT = x (1), (22)
X(t) is found from the integral equation
a™(t)
() = j y()dr at 74 (23)

and y(t)=e™ at tJ[0,0)—-A.
(D) If E*()=Emax(t) and B+ ()m*(t)=y*(t) -R*(t) at t7A0[0,c0), then
H)<0at RX)=0, K()=0 at RYt)>0, (24)

where K'(t) is given by (22)x(t) is found from

a™(t)
O j {1—%}(@)& at 4, (25)

and y(t)=e™ at tJ[0,:0)-4, and mAt), a*(t), and y*(t) are determined from nonlinear

t

equations (8) and (10) .

The proof is provided in Appendix. Theorem 1 is the esiten of Theorem 1 in BHY
(page 190) that explored only cases A and B becausé @#i not analyze transition
dynamics. Even for those cases, some differences simwAn essential difference
emerges in the derivation of optimal scrapping when tietpn quota is not binding. It

is easy to see from (20) thit(t)<0. Hencea*=a, is corner and the optimal regime is
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boundary ina. This might not be the case in the counterpart case ifirthgroblem’
Economically speaking, this outcome is natural: in our optignawth problem, the
unique reason to shorten the lifetime of capital goodsasbihding pollution quota,
while exogenously increasing energy prices (for exampdéecting scarcity) is an
additional motive to scrap in the firm problem of BHY. S@ tinm model has a room for
a non-boundary control in the scrapping age even whequbta is not binding.

More (but less essential) differences emerge in the exgnes$ the optimal interior
investment rules depicted in Theorem 1. Let us briefly pmétrthe optimal interior
investment rules in case A, which will turn out to be thpdrtant one in the long-run as
demonstrated in Section 3. As to the optimal investment iruleew capital, it can

reformulated as:

: f“e { 2(2))}dr -

The rule is very close to the counterpart in Boucekkinal.e{1997): it equalizes the
present value of marginal investment cost (the right-tsaohe) and the discounted value
of the quasi-rents generated by one unit of capital loatg along its lifetime (the left-
hand side). Here costs and benefits are expressedria tdrmarginal utility, but since
utility is linear, marginal utility terms do not show up. Tdugasi-rent at generated by a
machine of vintage is the difference between the unit of consumption foegmnbuy

one unit of new capital and the operation cost athich is the product of the amount of

energy consumed to operate any machine of vintageat isﬁ, and the shadow

price of energy(a(7)) at the date(7).

The optimal investment rule in R&D in case A mayréeritten as:
o el — e—ra’l(r)
bnR“‘l(t)j L ()m(n) —————-e [dr=e™
r
t

As for investment in capital, this rule equalizee tmarginal cost of R&D (right-hand
side) and its marginal benefit (the left-hand side) before, the marginal utility terms do

not show up due to the linear utility. Now notettimcontrast to a unit of capital, which

" See equation (21) in BHY, page 190.
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is necessarily scrapped at finite time, the beneffiR&D investment is everlasting
through R&D cumulative technology, which explaingegration front to infinity in the
left-hand side. Other than this, the left-hand sifithe rule can be interpreted as in BHY:
bnR™(t)
B (1)

increases profitability by improving the efficienof all vintages after the date but

the marginal increase A7), r=t, following the marginal rise ifR(t), that is

since machines have a finite lifetime, this effgwuld be computed betweemanda™(7)
—rr —ra~}(r) a™(1)

for each vintage, which explains the facto?; = je‘rsds in the integrand.
r

T

Next, we study the dynamics of the optimizationbpeen (7)-(12). We analyze the long-
term dynamics looking for possible exponential beé&d growth paths in Section 3 and
then we move to the short-term transition dynanmcSection 4.

3. Optimal long-term dynamics.

In this section, we identify interior optimal trajeries over a “long—term” intervat,,po)
starting with some finite instaht> 0. After such interior regimes are indentifiecg thext
step will be the analysis of a short-term “tramsitidynamics over the interval [f),

Let us examine what kinds of long—term interiorimegs are possible in the problem (7)-
(12). The necessary extremum condition of Theorespekifies four possible Cases A-D.
We can immediately rule out Cases C and D in thg lan because then the integrand of
the objective function (7) is zero ovey,) and it is straightforward to show that these

cases cannot be optimal in the sense that theyoanenated by other solution paths.

Next, Case B with non-binding environmental constr&<E.x appears to be also
impossible. Indeed, then an interior solution stdag found from the system
IR(t)=0, I,(t)=0, I,'(t)=0, tO[t o),

wherelg(t), In'(t) andly'(t) are determined by (16), (19), and (20). As wela&rpd
before, this case implies an optimal regime whgaundary ira. Therefore, no long-
run interior regime with inactive environmental uégion E<En. is possible. We shall
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see in Section 4 that such a regime (extensive thjowan arise in the short-term

dynamics and it leads to Case A with binging castiE=E. in a finite time.

So, the only possible long-run case is Case A thighbinding environmental constraint
(10): E(t)=Enadt) at tO[t;,). Then the optimal long—term dynamics can invoare

interior regime Rm,a) determined by the system of three nonlinear éoposit

r()=0, Im (£)=0,

t

[ mr)dr =€), tO[t, ), (26)

a(t)
where IR (t) and I,,(t) are determined by (16) and (17). lretl here and thereafter,
otherwise]r'(t)<0 andl'(t)<0 by (16),(17). The equatiohg(t)=0 andl, (t)=0 lead to

: o0 r 1d-1 e’’’ _e—ra'l(r) ) .
bnR“l(t)I{bde”(E)dE+ Bd} mp) E————-e" jdr=e", @)

a(t) alr 1/d ¢ 1/d
j {1—{bd (j)R”(E)d£+ Bd} /[bdj R"(&)d& + Bd} }e'”dr:e'” (28)

t
attd[t;, ).

So, the optimal long-term growth in our model neeegy involves the active
environmental regulation (Case A of Theorem 1). W& summarize this as the
following theorem.

Theorem 2. Long-term interior optimal regimes are possiblghe problem (7)-(12) only
under the binding environmental constralftE nax.

We are interested iexponentialnterior solutions to the problem (7)-(12). Thddwing

lemma is helpful in this context.

Lemma 1 (BHY). If R(t)=R e for someC>0, then the productivity3(t) is almost

exponential:

bd

1/d
c j e“"? atlarge t. (29)
n

/&t) ~ ﬁn/d(
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The productivity is the exact exponential functgi)=Be*"* = R" d(bd/én)“deé‘” d

at the specially chosen rat€ = nBY(bdR").

For brevity, we will later omit the expression ‘latget” in the notationf(t)=g(t). Now

we can formalize the concept of a balanced growath g problem (7)-(12).

Definition 1. The Balanced Growth Path (BGP) is a solut{®», my, a,) to the system
of three nonlinear equations (26), (27) and (28)¢lts that R(t) grows exponentially,

mu(t) is exponential or constant;d,(t) is a positive constant, and the constraints (11)
hold.

We will explore the possibility of the BGP undeetbinding environmental constraint
separately in the casesd, n<d andn>d. We start with the inequality casesd and

n>d, which were not treated in BHY in their firm prebh. We believe that this analysis
is important having in mind an extension of the gldd a two-country case in presence
of an international market of pollution permits.eTR&D technology may not be the
same across countries: some countries (like cerfagandinavian countries) are
historically more sensitive to the development mérgy-saving technologies than others,
and are likely to be more efficient at this. Othare lagging clearly behind. In the
absence of international pollution permits, we shbat they should possess different

balanced growth paths if any.

3.1. Casen<d.

Let us start with the situation where the complexparameterd is larger than the
efficiency parametern. This is the case of national economies where R&D
technology is not likely to ensure balanced groimtithe long-run on its own. We show
hereafter that indeed the pollution permits assigioesuch an economy should increase

over time for the economy to have balanced andmaile growth.

Theorem 3. Let n<d. If the quota Fa(t) does not increase exponentially, then themois
interior BGP in the problem (7)-(12). However, if
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Emaxt)= E €', 0<g<min{rd/n, r(d-n)/r}, (30)
then the problem (7)-(12) has an interior exporargolution

Ri)=Re™, wit) ~ €' Bat) ~ €™, mit)=M " a,()=t-T,  (31)

where

c=9  W=Eg/f-e), (32)

y . d
R =pn®*d¥*M ¢ c™ 1-e™ -1| , (33)
r-C@-n) r

and the positive constant T is found from the mear equation

-CnT/d =T

e —-€e

- =1. 34
r r-Cn/d (34)
The solution (R, my, a4) is a BGP, at least, when
_ 4-CT
n>1-1-¢ (35)

If g>min{rd/n, r(d-n)/r} in (30), then the problem does not possess a fsotation

because the quotag(t) increases too fast.
Proof. Let us substitute
®=Re™ and t-a(t) = T = const>0 (36)

into (26), (27) and (28) and estimate the growtteoofm(t) at larget. By (26),m(t) satisfies

m(t) =m(t -T) + E,.'(t). (37)
bd 1/d
Applying Lemma 1 and Theorems 1 and 2, we find gt R," (C—j e,
n
w a-dy/d o7
bnR"eCt I [@ R ”ec”f} m(7) 1.e -1lle"dr-e™ =0, (38)
- LCn rr

_ bd 1/d (t+T
R (C_j { J‘ [eCnt/d — glnr-Myd ]e‘”dr — gCnt/d gt } =0 (39)
n t
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at larget. To keep(38), we need an exponentially growingt) with the rateC(1-n/d)>0. By
equation (37), it is possible onlyH;.(t) increases exponentially, i.e., (30) holds. Othezyi®
BGP exists.

Let (30) hold, therm is found from (10) asm(t)= M €%, where M >0 is determined by (32).
Substituting it into (38), we can havdg (t)=0 only if g=C(1-n/d) and the level constant

R satisfies (33).

The equation (39) with respect To has appeared before in the vintage models witlgemnxous
technological change (Boucekkine et al 1998, andohrknko and Yatsenko 1996). After
evaluating the integrals inside, it leads to thelimear (but not integral) equation (34), which has

a unique positive solutiofhif C<rd/n (Hritonenko and Yatsenko 1996).

To prove that the path (32)-(34) is a BGP indeed, need to show that the state constant
La)mut) — RA(t) <ys(t) holds, at least, at larget By (8 and (38),

vd . et
y () = ﬁ”’dﬁ(gj %ea. Therefore,

Cn C

1/d _ 4CT ~ 1/d-1 AT
— R deCt m(mj 1-e _1|- Mbn (mj 1-e _1
Cn C (r—-C+Cn){Cn r

= ﬁ“’deCtl\W(@jud cn (1+ ' _Cj 1-e _1]-n 1-e" 1

Next, substitutinge™" from equation (34) into this formula and combingimilar terms, we

1/d T
(1) = BAYMA®) = Rs(t) = R™* {I\W(Ej {1_ e _ } — R }e(:t_

obtain

riin/d meCt
(r—-C+Cn)

Yo (©) = B, (9, (©) - R, (1) = (%j
(40)

r-C ) L
x 1-C(l-n)-e“")+e ¢ -
{Cn( ( ) ) }

The first term in brackets is positive at (35) &nel second term is positive ratd.

The theorem is proven. 0
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Some comments are in order here. At first, one toa®bserve that the sufficient
condition (35) to ensure the existence of BGPs lreeendogenous magnitudé€sand

T. Unfortunately, we couldn’t express it in terms thie parameters of the model.
Nevertheless, it appears to be valid for all ecarahly reasonable ranges of parameters
n, C,andT, for example, ifC<0.1 and 0.05r<1, then (35) holds af>1 year, which is
definitely reassuring. Second, it is important @tice that balanced growth is compatible
with a substantial interval (30) ofvalues. Small values for the growth rate of padiut
guota are enough to ensure balanced growth, whialrémarkable property. In contrast,
too large values ofj lead the economy to explosive growth, which isneeoically
straightforward. Third, in this case, the growtkeraf the econom{ is proportional to
the growth rate of pollution quotas: clearly, th&ORsector and the associated induced-
innovation mechanism are too weak to ensure batbgeewth in this case of under-
performing R&D sector, relaxing pollution quotaseotime is a necessary accompanying
condition. Countries with less efficient energyisavresearch program should rely on

the international markets of pollution permits tolth sustainable and balanced growth.

A final crucial remark is worth doing: the innowatirate is equal t&€n/d=gn/(d-n)while
the growth rate of production &=gd/(d-n).Consistently, ih=0, then the growth rate of
innovation is zero while the growth rate of prodmetC is g. That is to say, growth
generated in this case is semi-endogenous: therevar interdependent engines of
growth, one exogenous coming from the quota (amernational market of pollution
permits, not modeled here) and the other is endngereflecting the Porter mechanism.
The R&D sector is not necessary for the existerigexamgenous) balanced growth paths,

however, operating it allows to reach higher valolegrowth and welfare.

3.2 Thecasen>d

This case is formally symmetrical to the previong dut has an opposite interpretation.
Here the R&D sector is highly efficient. While tbeuntries studied in Section 3.2 should
ask for more pollution permits to reach balanceowgn, we expect just the contrary
here: countries with highly efficient energy-saviteghnology may supply part of their

assigned pollution permits in an international nearlwithout harming their growth.
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Moreover, they must do that in order to achieveustasnable growth. We shall check

these claims in this section.

Theorem 4. Let n>d. If the quota Fa(t) does not decrease exponentially, then no BGP is
possible in the problem (7)-(12). If

Ema{t)= E€%, 0<g<<l-d/n, K<I, (41)
then a unique BGP (Rmy, a,) exists,

Ri)=RE™,  wit) ~ €, Bat) ~ €™, mt)=M €%, a,()=t-T,  (42)

whereC = g_dd M =Eg/{L-e™"), and the positive constan®and T are found from
n —_—

formulas (33) and (34).

Proof. It essentially follows the proof of Theorem 3 amedds to similar expressions with the
exception that nown(t) decreases rather than increases with the gateormulas (36)-(39)
remain valid.

To keeplg ()=0 by (38), we need an increasiRf})~e~ and a decreasing(t)~ €% with g=C(1-
d/n)>0. If m(t) decreases exponentially, then by (E)L(t) also must decrease exponentially

with the same rateg to have a BGP.

The main difference in the proof is th8t(tym,(t) — Ra(t) <y.(t) at larget, because the second

term in brackets in (40) is negativergd. So, we assume thats small,r<<1.

By (45), Cn/d<r<<1 is also smallThen, as shown in (Hritonenko and Yatsenko 1999, t
unique solutionT of equation (34) is large such tHRt~ (Cn/d)™°. ThereforenT/d<<1 and

CT<<1. Expressing the exponents in (40) as the Taddes, we have

~ bd 1/d rﬁn/dmem r—C ~ _9
Y/\(t)_lg/\(t)m/\(t)_R/\(t)~(aj (r—C+Cn){ n (T 1+n) dT+CT}

Finally, becausé is large, the last equality leads to

0= £,0m,0)-R, =[] e LR o)

> (@j TR Me CT{(E - j(l —1J +ofT 1)} >0
Cn (r—-C+Cn) d n
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The theorem is proven. O

Therefore, our claims in the beginning of this gectare verified. Sections 3.1 and 3.2
pave the way for the conception of multi-countrytezmsions of our model with an
international market of pollution permits. Becawseh extensions are not immediate
and, especially, because they are computationalyjndemanding, they are out of the
scope of this paper. Rather, we provide with thalyams of transitional dynamics in our
single country model, which is novel in some esséaspects.

3.3. Balanced growth at n=d

Let us address the situation when the parametéiR&8D efficiency” n equals the
parameter of “R&D complexityd. Then, an interior BGP regime is possible onlthié
quotaEmat) is constant.

Theorem 5. If n=d and the environmental quota,g(t) is not constant at large t, then
no BGP with positive growth exists.

Proof. By Theorems 1 and 2, any interior reginf® fn, a) has to satisfy the nonlinear system

(26)-(28). LetR(t)=R € and t-a(t)=T=const>0. Then, (26) leads to (37). Let us assume t
Enax(t) varies in time. Them(t) cannot be constant by (37).

1/n
On the other side, in our cagf) = ﬁ(ej e and equality (27) is

00 (l_n) -7
bnﬁn—leC(n—l)tJ'|:g_ReCT:| m(T){E _€ _1:|e_”dr =™ (43)
r r

t

Differentiating (43), we have

(1-n) -7
br{g} m(t){% _ er _1:|e—rteC(l—n)t - d(e—rteC(l—n)t )/ dt

It means tham(t) must be constant to satisfy (43). Hence, no B&§ts

The theorem is proven.[]

8 Section 3.1 is technically similar to BHY, so weese the case=d briefly.
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We now move to the case of constant economic astidutional environment, which is
the case where BGPs typically arise. The findingssammarized in Theorem 6 below.
This theorem is the optimal growth counterpart bedrem 3established in BHY (page
193) for the firm problem.

Theorem 6. If n=d and Ena{t)= E =const,then an interior solution of problem (7)-(12)

Ri)=R €™, Bat) ~ €', ya(t) ~ €', mu(t)= M =const, a,()=t—-E/M,  (44)

is possible, where constants C aki are determined by the nonlinear system

1/d — ANl 1-e"=™
C*[r/C+d-1]=dMb — -1y, (45)
A TEIM -CE/M _ o-tE/M
1 e -1, (46)

The solution (R my,a,) exists and represents a BGP, at least, in tHeiahg cases:

(i) d>0.5 and large enougkE ; then the optimal G 0 and t-g(t) - asE - .
(ii) E<<1, rY‘<Bo'p-+2r], (47)

then C, 0<Cx<r, is a solution of the nonlinear egoat

_ — (r
C[r -C(1-d)] = dEb"" 1—@[—#6} +o(r 48
[ 1-d)] { 2\ Je (r) (48)
and M =E+/C/2+0(r). The uniqueness of the solution is guaranteed if
1/d-1/2 d> = 1/d\/_
r' et <— —FEb 2. 49
4(1-d) (49)

Proof. Formulas (44)-(49) follow from Theorem 3 in BHY, ®&de it is also shown that the
system (45)-(46) has a soluti@»0 andM >0 in the cases (i) and (ii).

To prove that the path (44) is a BGP indeed, wednte show that the state constant
VAt =B.()m(t) — R4(t)>0 holds along (44), at least, at large By (8), (29), and (32),

bjlld 1_e—CE/M

t)= RM| — e®. Therefore,
=R 2] 5
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s v A B PR
YO - BAOMAD - Rt) = Re {M( Cj { = 1} 1}

Expressing the exponent above as the Taylor seveesbtain

Yo ©) = B, (M, (©) - R, (1) = ﬁ{m@ [E/ - S(EIM) +o(r) -1} -1}&

N

On the other side, expressing the exponent ing83he Taylor series, we have
CEDI [y —CL-d)] = de”{E/I\T—%(E/I\W)Z +o(r) —1}.

Combining the last two formulas, we obtain

Cd Cd

YA (®) = B (M, () Ry (1) = ﬁ{L(l_d)—l}eCt I ~Creso,

The theorem is proven 0

The conditions (i) and (ii) are sufficient for tlexistence of the BGP. Of course, the
BGP can also exist when these conditions do nat.hidle uniqueness condition (49) is
also sufficient. The only possible case of non-uaitess when we need condition (49) is

when the optimaC is close ta.

It is clear that the BGP in cased is also induced by the R&D sector of the economy
and illustrates a Porter-like mechanism. Indeedstatement (i) of Theorem 6 indicates,
the growth rate tends to zero when the quota desagpincreases indefinitely). The long
term growth is endogenous and is determined byrtbdel parameters andd and the

quota levelE . It can readily shown that a further decreas&olfeads to the decrease of

both optimal growth rat€€ and optimal investment in efficiency unitd . In other
words, while an induced-innovation mechanism isvatk, strengthening environmental
regulation by tightening quotas negatively affébtsrate of innovation and growth of the
economy. As in BHY’s firm problem, we uncover adiof mild Porter-like mechanism
guotas are necessary for R&D to get launched lustiact quotas kill the growth. In the
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balanced casa=d, the innovation rate, that is the growth rate/&), is equal to the

growth rate of production (and investment variaib{@sandR(t)). °

Finally, it is also interesting to note that twdfelient BGPs are possible in the firm’s
model of BHY, one being a Porter-induced BGP and dther one caused by a
monotonically increasing (exogenous) price of epemgsource. Without the resource
scarcity, the only sustainable regime there isBd analogous to our (44). When the
resource becomes increasingly scarcer, this BGBeset exist and another scarcity
generated BGP appears.

4. Trangtion Dynamics

We can show that the short-term dynamics will remgualitatively the same for any
bounded regulation functioBmat), provided that a long-term interior regime exists
However, as shown in Section 3, essential diffiealerise in finding such regimes. For
this reason and for clarity sake, we restrict duesein this section with the caserotd
and a constant functidan.4t)= E . The long-term interior regime in this case is B@P

(R4, My, a4) determined by Theorem 6.

As proven in Theorem 2, the long-term dynamics ss@ely involves the active

environmental balance restriction (10). In thistieeg we will show that:

(1) All Cases A-D from Theorem 1 are possible mors-term dynamics. The optimal
trajectories during the transition period appeab¢oqualitatively different depending on
whether the environmental restriction (10) is allti active,E(0)=Eax (Cases B and C),

or inactive E(0)<Emax (Cases A and D).

(2) The short-term transition dynamics always |le@d$e long-term interior regime with
the active environmental restriction.

The solutionR*(t), m*(t), anda*(t), t{J[0,»), of the optimization problem (7)-(12) must
satisfy the initial conditions (12). The essentratial condition isa(0)=ay because the

unknowna(t) is continuous. Ilfagzax(0), then the dynamics oR¢, m*, a*) involves a

® We don’t detail here the computation of the BGPgdes without saying that given that growth is
endogenous, we also face a problem of indetermiimatgvels. This technical point is made precisealy
BHY.
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transition from the initial stata(0)=ay to the long-term interior trajectorg,(t) from

Theorem 6. Also, the given model functions shaisgathe inequality

0

R, (0)+Bmy(0) < | {ﬁo + Ro(v)dv}rn)(r)dr. (50)
~&

-3

Otherwise, the constraint (11) is violated= and the economic system is not possible.

4.1. Optimal intensive growth at active environment regulation.

Let E(t)=Enax starting from the initial timeé=0 (the case of a country-polluter). Then
the optimal dynamics is subjected to Case A or DThéorem 1 (with the active
restrictionE(t)=Enmax 0n [00)). This regime is growth with intensive capital renovation
induced by technical progress. In order to makeaw& napital investmentn(t) at t>ty,
some obsolete capitah(a(t))a’(t) should be removed, following the equality (10den

the givenE(t)=Emax Or

t
j M(7)d7 =Emax
a(t)

In the long-term dynamics considered in Sectioth8,optimal R&D innovatiorR*(t) is
the interior trajectoryR,(t) determined fromg'(t)=0, wherelg(t) is given by (16). The
optimal R*(t) reaches the trajectoi,(t) immediately at=0. The long-term dynamics

has the interior turnpike trajectoay for the capital lifetime, determined froig (t)=0 or

a’()

[ [Bt) - Ba)ldr =e™ B().

If ag=ax(0), then the optimal capital lifetime*=a,, that is, no transition dynamics at all.
If agzax(0), then we can show that the optim&(t) will reacha,(t) at some timé>0. If
ap>ax(0), then the optimal investmemnt*(t)=0 is minimal at 0t (Case A). Ifag<ax(0),
then the optimal investment*(t)=(y*(t) —R*(t))/£*(t) is maximal at Ot (Case D).

After the transition, att,, the optimal long-term trajectom*(t), in a general case,

possesses a repetitive pattern (Hritonenko andeyikts 1996, and Boucekkine, Germain
and Licandro, 1997) determined by the dynamicen@j on the interval 4o, t]]. These
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replacement echoes are absent at the “perfect’ialinicondition apy=ax(0),

mo(D=M , 100[a0,0]. To illustrate them, we provide a numeric exaerghiown in Figure 1

that will be used and developed in the next section
Example 1. Let
r=0.05, ¢=n=0.5, b=0.005, Ena(t)= E =22,
a=-22, =1, R(D=0, my(n)=1, 10[-22,0].
Then,B=£(0)=1 by (13) and the BGP exists:
Rt)=Re", C=0.00225, m,(t)=Mo=0.55, a,(t)=t—40, t0[0,).

The BGP is indicated by the dotted lines in Figlirdn this caseE(0)=mya;=22 is equal to
Ema{0)=E , hence, the environmental balance (10) is acttaetisg t=0. Sincea,(0)=—40 <

a;=—22, then the optimah*(t)= —22 andm*(t)=0 at 0<¢<t=18 (Case A). Aftet, the optimal
a*(t) coincides witha,(t) and m*(t)=m*(t—40) exhibitsreplacement echogshown with dotted

lines).

4.2. Optimal extensive growth

Let the energy pollutiof(t) be lower than the limiEmax at timet=0, which means that

the country is not initially a big polluter.

We assume th#&(t)<En.x over a finite interval €t<t,, where the momeri is to be
determined. Then, we have Case B or C of Theoreat [kast, at the beginning of the
planning horizon. Sinck/'(t)<0 by (20), the boundary regina(t)=a, is always optimal
while E(t)<Emax

First, let m{t)<(y(t) -R(t))/4(t) (Case B), thenl'(t)<0, otherwise the optimal
investmentm* is maximal possible and we immediately switchCase C. By (19), Case
B is highly unlikely in economic practice. In meaas extremely underfunded initial
capital (determined by the lengdh of prehistory) combined with a high impatiencegthi
discount rate). Indeed, simple calculations show that for trecdunt rates 10%<50%,
Case B happens if the initial prehistory lengghs less than 1.05 - 1.4 years. For such
values ofay, the constraint (50) imposes extremely severericéens on the initial

functionsmy and Ry and valueg. In Case B, the optimal investment is zero and no
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capital scrapping occurs, which corresponds tatrilil solution R°=0, m’=0, a° of the
problem (7)-(12) described in Remark 1. In thisecabe non-trivial long-run solution

with investing into new capital and R&D is not pitds.

For economically reasonable values of tsealintr<10%/year and the initial capital
lifetime ap more than one yealy (t)>0 by (19). Hence, the optimal investment is
maximal possible and we have Case C. Then, thetgocan use more new capital and
there is no need to remove the old one, which eacldssified aan extensive economic
growth. The upper bound fan(t) is given by the constraint (11) and the optimm(t)
jumps to this bound immediately after0. In this case, the inequality-constram(t) <
(y(t) —R(t))/4(t) limits both optimal controlsR* and m*. Therefore, the transition

dynamics on some initial period [] is determined by the restriction

*® + SO = y*(1) 51

t
until E(tx)=Emax The energy pollution amoui(t) :_[m* (r)dr is accumulated fast and
EN

the energy regulation limiEmnax Will be reached soon, which will mean the endha# t
extensive growth phase. Following Case C of Theotenme optimalR*(t), m*(t) and
y*(t) over [0tx] are determined from the system of three nonlireprations (10), (51),
andlg'(t)=0.

The endy of the “extensive-growth” transition period [R] is determined from the
condition E(ty)=Emax After the transition period [Qy], the optimal dynamics will switch
to the scenario of Section 4.1 with the active traimst (10).

If a*(t)#an(tk), then the “extensive-growth” transition on {g,is followed by one of the
intensive growth transition scenarios dpt|, t>tx, described above in Section 4.1. If
a*(ty>ax(tk), then the optimal investmemb*(t)=0 is minimal on {.t] (Case A). If
a*(ty)<ax(tv), then the optimal investment*(t)=(y*(t) —R*(t))/* (t) is maximal on t,t]
(Case D).

Example 2. Let all given parameters be as in Example 1 exagf#d =0.5, 111[-22,0]. Then the
BGP is the same as in Example 1 but the transitjoramics is different and is shown in Figure
2.
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In this casel(0)=mya,=0.5*22=11 is less thaB.(0)=22, hence, the environmental balance (10)
is inactive on an initial interval [Q,] at the beginning of the planning horizon. The aiyiics of
the optimalm*(t) andR*(t) on [0, t] follows the restrictionR*(t)+ S*(Y)m*(t)=y*(t) (Case C of
Theorem 1). The optim&t*(t) over [0,t] is found from (27) as

RY(t) = 20y () B+ (r)m(r){e_"%w - e‘”}dr

t

te a™i(t)
where x(t) = J')((r)dr+ J'e'”dr over [0,t] is found from (23nd x(t)=e™ on [t,»).
t

ty
Finding an approximate solution of the arising eiumes, we obtain thaR*(1)=0.2 at &t<t,.
Then, the optimain*(t)=10.8 att=0 andm*(t)=21.8 att=t,. The corresponding*(t) increases
fast and reaches the limit vallg,,=22 att,=0.75. The correspondingf(t) also increases fast

from y*(0)=11 toy*(t,)=22.

The further optimal dynamics ofy,po) is similar to Example 1 and follows Case A. Isfoown in

Figure 2 with black curves.

As opposed to the “intensive-growth” scenari Example 2, the optimal trajectory

m*(t) alwayspossesses the replacement echoes after the ibansiideed, no “perfect”

initial condition is possible in this case. mfi(7)=M on [a,,0], then ag>as(0) by
0 0

E(0)<Emax Alternatively, if ag=a(0), then _[mo(r)dr < j Mdr. The optimal short-term
8 8

trajectorym*(t) is different fromM on the “extensive-growth” transition period [,

and the optimal trajectomn*(t) will repeat the dynamics afi(t) on [a, ty].

We can summarize the above reasoning in the fatigwtatement.

Theorem 7. In the case n=d and a constant regulation quota.Ethe transition
dynamics of the problem (7)-(12) leads to the BGikh vactive energy regulation
(described by Theorem 6) in a finite time0t regardless how large the valugkis.

The transition dynamics is absent=@) only if

03a4(0) and HEO)=Emax (52)
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If (52) holds and = M , then the optimal m M , otherwise, the optimal trajectory m*

possesses everlasting replacement echoes thattréfedynamics of m* on the interval

[a0, t].

This theorem describes the complete dynamics otéhnéral planner problem (7)-(12) in
cased=n. The dynamics will be qualitatively similar forywnalues ofn andd and any
bounded regulation functioBmadt). As it is already shown in Section 3, the preseoic
the environmental quota constraint is essentiagéiting a meaningful optimal dynamics
in the central planner problem (7)-(12). Anothestification is that the model (8)-(12)
with no quota Ema=) has only élow-up solutionthat strives too in a finite time for
anyn andd and the corresponding objective functional (7alisays infinite (Yatsenko,
Boucekkine and Hritonenko, 2009).

The optimal dynamics highlighted in this scenare quite new in the related economic
literature (see for example, Boucekkine, Germaid aitandro, 1997). They deserve
some comments:

i) At first, note that the modernization policy chosby the firm consists in
increasing investment in new equipment and R&Dhout scrapping the older
and more resource consuming machines. In HritonankbYatsenko (1996) and
Boucekkine et al. (1997), the modernization poldyo encompasses scrapping
part of the older capital goods in a way similaithe intensive growth scenario
described above. The reason behind this differenaguite elementary: a firm
with a low enough initial capital stock (and sottwiow enough initial resource
consumption) has no incentive to scrap its old nmashas long as its resource
guota constraint is not binding. In contrary, dtiading quota, investing in new
machines is not possible without scrapping someletesolder machines because

of market clearing conditions or binding regulatmmstraints.

i) Note that in our case firms which are historicdlynall” polluters are precisely
those which are historically “small” producers. &xted to a country level, our

exercise predicts that historically poor countmel find it optimal to massively
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invest and therefore to massively pollute duringirthdevelopment process.
During such a transition, new and clean machindiscavexist with old and dirty
machines in the productive sectors, implying anmimguously dirty transition,
mimicking the increasing part of the environmetaknets curve.

5. Concluding remarks

In this paper, we have studied the optimal R&D estment and replacement policies in
an economy subject to a fixed pollution quota with access to international pollution
permits markets. In the first place, we have sigaiftly extended previous work by
characterizing all possible balanced growth patinsahy parameterizations of the R&D
technology. In particular, we have shown that coastwith under-performing R&D
sector would need an increasing pollution quotar dvee to ensure balanced growth
while countries with a highly efficient R&D sectshould supply part of their assigned
pollution permits to an international market withdwarming their long-term growth. In
second place, we have studied transitional dynaracbalanced growth, a task not
undertaken so far. We have uncovered two optinaisition regimes: an intensive
growth (sustained investment in new capital and R&Eh scrapping the oldest capital
goods), and an extensive growth (sustained invegtmenew capital and R&Without

scrapping the oldest capital).

As mentioned repeatedly along the text, a natuxtdnsion of the present work is to
consider multi-country extensions of the model amohcorporate an international market
of pollution permits. Such extensions would allowr asymmetric countries (due to
different R&D technologies in the sense of Secti@ik and 3.2) and study optimal
allocations of permits and its implications for ¢pterm in each country. If the vintage
structures and associated scrapping decisions gpe K is likely that the required
solution approach would be less analytical thanahe followed in the single country
case studied in this paper. Another possible ekiens to sacrifice the endogenous
scrapping of capital in order to obtain an anadjtic tractable multi-country vintage

model with international pollution market.
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Appendix

Proof of Theorem 1. The proof is based on perturbation techniquethefoptimization theory. It
extends the approach that has been earlier appjiddritonenko and Yatsenko (2005, 2008) to
vintage models with exogenous technological chamgestate constraints.

Case B. Let the restrictions (10),(11) be inactive oneat&in subset] of the interval [Op):
E*()<Emadt) and R()+At)m(t)<y(t) at t0A0[0,0). We chooseR, m, and v=a' to be the
independenunknown variables of the OP (7)-(12). Then, théedéntial restrictiora'(t)=0 in (11)
takes the standard form{t)=0. The dependent variablgd), E(t) andA(t) can be found from (8),
(10), and (13). We assume tiftm, v[IL",[0,0).

We refer to measurable functiodR®, dm, anddv asadmissible variationsif R, m, v, R+JdR, m+dm,
and v+ov, satisfy constraints (8)-(11). Let us give smalimissible variationsdR(t), dm(t), and
ov(t), t0(0,00), to R, a m, and find the corresponding variation
A =l (R+tR m+amyv+ov)—1(R,mV) of the objective functiondl Using (7)-(10) and (13),

we obtain that

1

a=ferr [ (obfRe)+aR@) a8 | o)+ anteer

0 a(t)+&a(t) 0

. 3 (A1)
~ (R(H) + &R(D) - (dbg(R(f) + R(O)"dE + ij (m(t) + ano)]dt

—Te‘”[ j (db} R"(£)dé + B¢ j" m(r)dr - m(t)(db} R"(5)dé + B jd + R()]dt

0 a(t) 0
t
where da(t) = [ov(£)dE . To prove the theorem, we shall transform the esgipn (Al) to the
0

form

a= I (1 (t) LAR(E) + 17, (t) LM(E) + 1, (t) CBv(t))dlt + o | R, o], oM, (A2)
0
where the norm is|f| = esssup|e™ f (t)|. This transformation involves several steps. First
[0,00)

applying the Taylor expansidx+ k) =f(x)+'(X) x+o() twice, we have
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(dbi(R(g) + R(E)"dE + ij"

= (dbi (R"(&) + nR™()AR(E) +0(dR(¢)))dé + B jd (A3)

= B(r) +bns"" (T)i R™(O)R(E)dS + i o(dR(¢))d¢.

t t a(t)+da(t)
Next, using (A3) and the elementary property.[ f(r)dr = .[ f(r)dr - .[ f(r)dr of
a(t)+d(t) a(t) a(t)

integrals, we transform (Al) to

a = j e [bn j m(r)/fl'd(r)(})R“‘l(E)d?(f)dfdzdt

max{a(t),0}

t
n j B(r)am(r)d it
max{a(t),0}
a(t)+da(t) 00 (A4)
rt

" [ Brym(rdmt- [e[RD) + SOt

a(t) 0

_Te-
_ l -
-Te‘” m(t) B+ ()| bR (&) dR(E)ddt + Te‘“ o(JR(t), am(t))dt,

where maxf(t),0} appears because the variatiafgt), dn(t) are zero on the interved0].

Next, we interchange the limits of integration lie second term of (A4) as

0 t w a’(t)
j e j B(r)om(r)ddt = j j e "7 d7 [B(t)dm(t)dt,

0 a(t)

in the first term as

[e'l [ mng iR @R

max{a(t),0}

© a‘l(r)

=bn_[ j j e d& n(7) B(r) " dr (R™(t) OR(t)dlt,

and similarly in the fifth term. To transform th&ird term, we use the Taylor expansion
a(t)+a(t)
f(t,r)dr = f(t,a(t)) +o(da(t)) . Then, collecting coefficients ofR, dm, and da, we

a(t)

rewrite (A4) as:
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0 o a1)

a :j [-e™ +bn_[ ( j e d& —e™ ) in(r) B+ (r)d 7 CR™(t)] CBR(t)dlt
o a’t)
+[ [ [ e"rdr-e™ 0Bttt

+ —T e B(a(t))m(a(t)) (Da(t)dt + Te’” O(AR(t),dm(t), da(t))dt.

t
Finally, recallingda(t) = [ ov(£)d¢ , we convert the last expression to
0

o ar)

a :T [ +bn_[ ( j e d& —e ) in(r) B4 (r)dr TR™(t)] COR(t)dlt

a™(t)

[ j e d7r —e ™| [B(t) om(t)dt (A5)

t

+

Ot—8 O——38
+ C—y 3

e B(a(r))m(a(r))dr Bu(t)dt +Te‘” o(JR(t), aM(t), d(t))dt

Formula (A5) in notations (17), (19), (20) providée required expression (A2). The domain (11)
of admissible control®, m, v has the simple standard fofRe0, m=0, v=0. So, the optimality
condition (18) follows from the obvious necessaoydition that the variatiod/ of functional /
can not be positive for any admissible variatidR&), dm(t), ov(t), t0[0,e).

Case A. If the constrainR(t) + At)m(t) < y(t) is inactive and the restriction of (10) is active

E(t) = Ema(t) attd40[0,»), then we choosBR andm to beindependent unknowref the OP. The

dependentgtate variablea is uniquely determined from the initial problem

m(a(t))a(t) = m(t) - Enax (1),  a(0)= 2o,
obtained after differentiating (10). As shown initbinenko and Yatsenko (2008),Ef..x (t)<0, then
for any measurablen(t)=0, a unique a.e. continuous functiaft)<t exists and a.e. has(t)=0".
Therefore, the state restriction&t)=0 anda(t)<t in (11) are satisfied automatically, so we can
exclude the dependent variabl&om the optimality condition.
Similarly to the previous case, let us give smdih&sible variationgR(t) and dn(t), t0[0,»), toR
andm and find the corresponding variatiah = | (R+ R, m+dm) — [ (R,m) of the functional.

In this case, the variatioda is determined byim. To find their connection, let us present (10) as

19 For brevity, the theorem omits the possible cEsg,(t)>0 that is also treated in Hritonenko and
Yatsenko (2005, 2008).
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Eax(t) = j.m(r)dr = j.(m(r) +om(r))dr

a(t) a(t)+a(t)
then
a(t)+a(t)
Janyr=" [minar +ojan &) (A6)
max{a(t),0} a(t)

Next, we use the above formula (A4) for the vamiatdl as a function ofdR, om, and da and

eliminate da from (A4) using (A6). To do that, we rewrite thieirtd term of (A4) by adding
® a(t)+da(t)

i.[ e" B(a(t)) .[ m(7)drdt and applying (A6) as
0 a(t)

o a(t)+da(t)
~fe™ [ B@m(r)dmt
0 a(t)
a(t)+aa(t) 0 a(t)+a(t)
=- j e pam) | mr)dmt+ j e [ (Bla) - Br)m(r)dmit
a(t) a(t)

(A7)
=- j e B(a(t)) j om(r)dmdt + j e o(da(t), am(t))dt

max{a(t),0}

wa}(r)

=- j j e B(a(r))dr Dm(t)dt + j e o(da(t), am(t))dt

atda

The integral I (B(a) - B(r))m(r)dT in (A7) has the ordes(da) becausgd(7) is continuous.

Substituting (A7) into (A4) and collecting the cfigients of dm anddR, we obtain the expression

A =[ (1@ ERE) +1,(t) Bn)dt +o(| R, |am]) (A8)

in the notations (16) and (17). The rest of theopreidentical to Case A.

Case C. Now the active constraifR(t) + St)m(t) = y(t) on 4 involves four unknown variables
So, we cannot handle this constraint as easy asadhgtraintE(t)=E.(t) in Case B. We will
apply the method of Lagrange multipliers to tak& iaccount the equality-constraiR(t) +
AHm(t) = y(t), 4
Let us introduce the Lagrange multipli&t), t0[0,), for the equalityR(t) + St)m(t) =y(t) on4
and make the usual assumption th@=0 att][0,.0)-4 because of the complementary slackness

condition. Now we minimize the Lagrangian
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L=1+[ (y(t)=R(t) - BO)MH)A(D)dt (A9)

instead of the functiondl (7). As in previous cases, we give small admiesidriationsdR(t),
om(t), and ov(t), td(0,.), to R, m and a and find the corresponding variation

A =L(R+Rm+dmv+d)-L(R,mvV) of the objective functional (A9). Providing all

necessary transformations as above, we arriveetfotltowing expression

o

A= (I (t) R + I}, (t) [m(t) + 1, (0) (b)),

0

where

a™(r)

[0 =bnR O £ @M [ - AOI0E ~e™ L= ADIK() dr - - AQ)]

R a™(t)
I (1) = B(1) j e [1-A(n)ld7 —e™ [1- A1) A1)
andl,'(t) is given by the same formula (20).

As usually in the method of Lagrange muikird, we choosel(t) from the condition
K »(t)=0 att0A. Introducing the new variablg(t)=[1-A(t)]€", it leads to the formula (23). The

expression forl’ r() in the variableyis (22).

Case D is the combination of Case C and Case A. It isygmoby combining reasoning and
transformations of Cases A and C. The theoremaggm. [
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Figure 1.Transition and long-term dynamics under active remvnent regulation from Example

1. The dashed line shows the inverse functian The dotted lines indicate the BGP regime.
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a*(t)

Figure 2. Transition and long-term dynamics under initigddtive environment regulation from
Example 3. The optimal dynamics at active regufetiom Example 2 is shown in grey color.




	Raouf_BHY_Page de garde_generale
	Raouf_BHY

