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Abstract

The aim of this paper is to present a software tailed
ANALOR, which allows semi-automatic prominence detection
in spontaneous French. On the basis of a manumaltation
performed by two experts on a 70-minute long corpus
including different regional varieties of French [@an,
Swiss and metropolitan French) and various diseogenres
(from read speech to spontaneous conversations)system
conducts a learning-method in order to determires liest
thresholds for prominence prediction. This procedur
appreciably improves detection, with consistencywben
automatic identification and the human labelingngsfrom
75.3 without training to 79.1 of f-measure afterprs-based
learning.

Index Terms. prominence, discourse genre, corpus-based
learning method, automatic detection.

1. Introduction

Nowadays, the automatic detection of prominence is
considered by experts as an international challdogethe
processing and linguistic analysis of spoken capahatever
the linguistic  topic is (intono-syntactical rules,
discourse/prosody interface, pragmatic effectscotatuation,
marking of expressivity and emotion, etc.). Tramitlly,
automatic prominence detection has been basei) prafual
annotation, which is used as a reference for thtenaatic
learning step and the development of a prosodicemof
discourse; (ii) in-depth knowledge of the acousticrelates of
prominence perception. Many studies have addressed
problem of prominence detection over the last decaahd
algorithms are still emerging [1][2], particularfgr French
[3][4][5][6]. In this paper, we present one of teesgorithms
(ANALOR), focusing on the learning methods and the
theoretical prerequisites underpinning its constitu

2. Comparing three systemsfor French

The earliest studies on the perceptual and automati
identification of prominence in French were coneédctvithin
the PFC Project ([7][8]), and were continued by aforimal
consortium of linguists in a certain number of pedions
(see [9] for more details). They gave birth to éhsystems:
ANALOR (see [3] and 83 below for the most recent desoript
of the tool), RosoProM [4] and RcamPROM [5]. A study
comparing the performances of these algorithmshenbgasis

of a 50-minute annotated corpus of spontaneousckpeas
published in [6].
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2.1. Constitution principles

The three systems share at least three princip(gs:
prominence is syllabic; (i) as prominence is a aloc
phenomenon [10], the context-window for identifioat of
prosodic variations must be a constrained one) (hie
acoustic parameters involved in prominence peroeptire
numerous, but f0 and duration are the most importeres
concerning French. Beyond these three principles; fbllow
different options.

Thus, among the numerous acoustic parameters egolv
in prominence perception, the three software progreo not
focus one the same prosodic features. From thig pbiview,
ANALOR is the least sophisticated of the three. It cagrsidhe
presence of a subsequent silent pause (a silersepaging
considered as a strong clue for the identificabbthe end of
a prosodic group in French [11]), and it calculagmificant
variations in relative height and relative duratawerages to
detect the syllables which stand out from theiriemment
like a figure on a ground.R@soProMdoes the same, one
difference however is that it also considers thespnce of a
rising tone on the current syllable (if the ammiguof the
contour reaches a certain value, the syllableheltonsidered
as prominent)IRcAMPROM is the most complex of the three
tools, as the prominence detection it conductsists@é the
manipulation of ten acoustic parameters, comprisingtion
(syllable duration, local speech rate and nucleusatebn);
pitch (f0), and spectral (specific loudness) feagur

Concerning the context-window for relative calcudas of
significant prosodic variations,NALOR employs the “prosodic
period” (a unit defined by the presence of a silpatise
following a contour of a certain amplitude, andoasated with
a melodic reset, see [3] for further details), itaises a more
or less large dynamic unit (like any other disceunsit, the
size of a “prosodic period” varies greatly from speaker to
another). RosoPRoM considers a static and constrained
domain for prominence detection, namely the imntedia
syllabic context (the two preceding syllables amel following
one), while RcAMPROM mixes the two strategies by taking into
account the immediate syllabic context (one syHlabéfore,
one after) and the inter-pausal group.

2.2. Performances

A subpart of the C+Rom database (see [9] and see 8§3.4.
below) has been used to train, evaluate and contharthree
algorithms. The set of recordings (50-minutes lomggs
composed of a total of 12851 syllables (semi-auttaidy
parsed with the EasyAlign [12] Praat [13] scripgnd
annotated for prominence analysis by two expertsirg the
manual annotation by these two experts, 973 sgtallere
excluded (because they were associated with angatiom
connected with a hesitance or because they presspezific
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Figure 1:ANALORScreen shot of the utterance: “euh jusqu’a I'églNotre Dame vous prenez la premiére a gauche”
[mp-7]. On the abscissa, temporal values are givemilliseconds; on the ordinate, the values ofifr@ logarithmic
scale can be seeBuration labels are given in milliseconds. Annatatitiers are, from top to bottom: phones, syllables
(both in SAMPA), manual annotation (“prommanu”, icgating prominence syllables (P), excluded syllal{8, silent
pause () and breath (*)) and graphemic words.

prosodic properties, such as being in a post-fpmsition or
containing a schwa, see [9] for the details of phecedure)
and 3244 syllables were annotated as prominent.oDtie
remaining syllables, 8634 units are non-prominerd aon-
excluded syllables.

Two of the software programs were automaticallyntre
on the basis of the manual annotation. Whiko$opProOM
conducted a discriminant analysisschmProM conducted
both a discriminant analysis and a context-dependdn
determine the best threshold for automatic prontaen
labeling. The results showed that the tool whictl hat been
trained was the less robust. IndeedyA£OR presents an f-
measure of 69.7%, with a tendency to under-detedtiecall:
63.6% and precision: 77.2).rRBsoProM performs slightly
better (f-measure: 71.7%), but tends to over-dietedrecall:
78.9%, and precision: 68.2%) while the performarufe
IRCAMPROM is the highest (f-measure 75.4%) and the most
well-balanced (recall: 76.4%, and precision: 74.5%)

2.3. Summary and consequences for futurework

This study is interesting with regard to three pmin(i) It
revealed that too large a window for the relativausstic
calculation (such as the prosodic period) engendeder-
detection; too small a window (such as the ored®PROM
uses), however, is not more adequate, becauseli te over-
detection. A compromise between the two seems tohbe
optimum solution. (i) The comparison of the thedgorithms
reveals that increasing the acoustic parameterdididot lead

to significant improvements in performance (whee four
acoustic RosoPrRomMparameters were compared with the ten
IRCAMPROM features, a MacNemar test (p = 0.005) showed
that there was no significant difference betweere th
performances of these two tools). In linguistics etsewhere,
the simpler the system, the better. We therefor@ddd to
manipulate as few criteria as possible. (iii) Theeaiment
was also instructive because it showed the limitsthe
generalization ability of a rule based system dmedrteed for a
corpus-based training for prominence detection.

3. Prominence detection with ANALOR

These observations have guided our improvementshé¢o
ANALOR software. In the next section, we present the gésin

we have made to the original algorithm as it wascdbed in

[3].
3.1. Acoustic parameters calculation

The automatic algorithm still relies on basic nelatacoustic
parameters such as f0, duration and pause. Theegebk have
however been made.

The first concerns the context-window for relative
calculations of duration and height averages. Whilehe
original algorithm we considered the intonationaripd to
estimate the significant melodic and duration \taies, we
now use a fixed environment, determined by the ethre
preceding syllables and the three following onethefcurrent
syllable. This strategy was chosen in order to rdétee a
processing window close to the accentual phrass (thit,
which is hard to define on grammatical criteriagenerally
considered as composed at most of seven syllabbes[14]
and [15]).

One other change we made concerns relative syllabic
duration. Ideally, a syllable duration model basedintrinsic
syllable properties and normalized local speecle riatr
spontaneous speech should be used (for the fipstriexent on
read aloud sentences see [16]). However, such aInsoid
has to be reliably developed and tested. We therefmok
only the number of phonemes of the syllable inwoaat, thus
avoiding the bias of syllable weight: for examplesydlable
composed of five phones is by nature longer thanoao-
phonemic one, as has been demonstrated by workllabis
quantities (see for example [17]).

The last modification made concerns rising tonege L
ProsdProM, ANALOR now detects a syllable as prominent if it
bears a rising tone reaching a certain amplitudee O
difference however between the two tools is thaANALOR,
the rise amplitude is measured on the vocalic péarthe
syllable, not on the whole part of it. This redion to nucleus
is based on the fact that the melodic variations@msonants
are less relevant perceptually than those bornevdwels
[18]).

Figure 1 illustrates how MaLOR calculates the different
acoustic parameters used for prominence detectidre
algorithm calculates, for the current syllableg)(Sthe
following features: its relative height and duratiaverage
compared with the fO and averages of the threeegieg
syllables (S; S, and S)) and the three following ones;SS.,



and S5), the presence of a rise if there is a positiveentent
of fO on the syllabic nucleus, and the presencano&djacent
silent pause (the latter label is based on thenpeual
syllable segmentation of the corpus). FO measuregigen in
semi-tones, while duration measures are calculatédout

any unit. Note that the contextual relativizatienblocked if
there is a syllable marked as excluded in the iapefier

(based on the pre-manual annotation of the corpua)silent
pause in the immediate context of the current kidlaln the
example, the last syllable of the utterance isofedld by a
pause. Duration and fO measures are thus calcubatgdvith

reference to the three preceding syllabic interv@lEking on

the current syllable makes a small window appeawliich

one can consult the different measures calculated.

3.2. Method for prominence threshold optimization

As mentioned in the previous section, prominendediien is

performed on the basis of a multi-criteria analygisch relies

on five parameters. The silent pause parameter oeseed

to be trained (the duration of such a prosodic abig not

important in a prominence identification task, as eonsider

that the presence of a pause is sufficient to aietiv
prominence, see [3] for the details of the argumigom), but

the other four have to be. They are:

e The relative syllabic duration threshofg},

e The weight given to the number of phones in the
calculation of the syllable duratiofsy,

< The relative syllabic height average thresh&d,

e The intra-vocalic amplitude rise thresho8,

The method we decided to follow in order to obttie
best parameters for automatic prominence identifioa
consisted in carrying out a supervised corpus-béssthing.
The aim was to hone the f-measure performance impatng
systematically the results with the human annatatio

The algorithm used for automatic learning is baseda
random local search, in decreasing steps, in thranpser
space from a relevant value. More precisely, i§ a vector of
the space (a 4-D space, the vedtdraving as componen§s,
Weh, §4 andS), the algorithm can be described as follows:

Let g be the browse step,; the value of the parameter set,
andF; the F-measure at stepf the procedure. We perform a
random search to find a new value\bivhich improves the F-
measure by searching in the neighborhood/oflefined by
stepd. That is to say we try thé values of the form:

V=V +3 DLV, @

where® is a normally regular distributed random vector in
the hypercube unit.

As long as we find a better value for V, we congirtay
replacingV; by this value. 1N, attempts are made without
finding a better value, we proceed to step of the procedure
with a stepd.; = g /2. The procedure stops when the step
becomes smaller than the ordinate given value The results
given below were obtained witk,,, = 250,46, = 0.4 anddy,
=0.01.

To conclude this description of the corpus-basedniag
method, it should be pointed out that this algonitis efficient
if and only if the initial values of the parametesse
sufficiently close to the optimal values. In otheords, the
initial values were fixed on the basis of a lingigcienalysis,
calling on specific linguistic knowledge. For thésudy, we
considered the following initial value§; = 2; Wp, = 3.3; Sy

= 2 and & = 3. For a justification of the value of these
thresholds fixeda priori, the reader is referred to [11], [19],
[20] and [21].

3.3. Material

The C-PROM corpus was used to train the algorithm an
compare its performance with a manual annotatios.ti#e
corpus is fully presented in [9], only a brief suamnis given
here. The corpus is 70 minutes long, compriseentras,
with, from the more to the less formal: Read Spe@r8),
Political Speeches (PS), Conferences (CF), News Bastsic
(NB), Radio Interviews (RI), Map Tasks (MT) and Life
Stories (LS); in all, 29 native speakers of Fre(th females,
16 males) from Belgium, Switzerland and France ravelved.
On the basis of pre-manual syllable segmentatiwo, éxpert
transcribers annotated the prominent syllableshefdorpus,
and labelled elongations associated with a hestapost-
tonic schwas and post-focus syllables. One of tithcss of
this study re-annotated post-tonic schwas and fooss
syllables as prominent or non-prominent syllablds. also
excluded the syllables preceding a pause connewsittd a
syntactic interruption, in order to filter the site pauses.
During this coding phase, he also corrected cegaiotations
(removed, deleted or added some syllables bourgjarie

Table 1.Details of the corpus study, with, from left to
right: discourse genre, duration, number of sylksl
number of prominences (P), non-prominent/non-
excluded syllables (NP) excluded syllables (Z), and
valid syllables.

Disc. Duration Nb. Valid

genre (sec.) Syll. P NP z syll.
RS 401 1830 | 470 1357 0 470
PD 635 2174 632 1539 1 633
NB 621 3165 | 825 2279 58 883
CF 687 3133 818 2202 108§ 926
RI 627 2591 684 1806 90 774
MT 590 2222 562 1490 162 724
LS 622 2663 685 1763 199 884

T?_TA 4183 17073 427 12436 | 618 | 17112

Table 1 shows the detail of the corpus used far shidy.
It comprises 17730 syllables, among which 4676 wesieked
as prominent (P), 618 excluded via the manual atioot tier
(2), and 12436 which were neither associated witlesitance
or a syntactic interruption, nor were prominent YNFhe
algorithm uses the 17112 valid syllables (P + NRabkles) to
train itself.

3.4. Evaluation

Following the method described in 83.2., we trajrfed each
discourse genre, the intuitive thresholds initidilyed. The
measure selected to assess agreement between thealma
annotation and the automatic identification is theeasure,
that is to say the harmonic average between pogciand
recall [22]. Table 2 shows the performance of oot for each
discourse genre.



Table 2.% of F-measure for each discourse genre,
before and after training. Average for all the

discourse genres is given in the grey columns. The

column “gain” indicates the jump before and after

learning.
Genre initial performance trained performance Gain
Prec. Rec. | F-ms Prec. Rec.| F-ms
RS 79.86 71.7 | 7556 | 76.41| 77.87| 77.13 | 1.57
PS 75.07 83.39| 79.01 82.35 81.86| 82.16 3.15
NB 74.57 | 73.58| 74.07 75.7 82.3| 78.86 | 4.79
CF 76.11 73.23| 74.64 79.18 79.95| 79.56 4.92
RI 71.88 82.6 | 76.87 79.3 80.89| 80 3.13
MT 75.31 76.51| 75.9 79.86 79 79.43 3.53
LS 83.27 | 61.75| 70.91 | 73.44| 80.73] 76.91 | 6.00
TOT. | 7658 | 7468 | 7528 | 78.03 | 80.37 | 7915 | 3.87

As we can see, the corpus-based learning improed t
results by about 3.87% of f-measure: the performarefore
training is 75.3%, against 79.15% after trainindneThest
progression is for the LS discourse-genre (6%) thiedworst
for RS (1.57%). Concerning the agreement rate betwee
manual annotation and automatic detection, it Gasden that
the best score is for PS, while the worst is forre€ordings.
Globally, the performance reached by our tool (3%} is
close to the inter-annotator consistency found%jy(\here it
was estimated at 82.8% of F-measure), which isequit
encouraging.

While it may be a little adventurous to compare two
experiments which were not carried out with exautith the
same material, we can conclude that the modifinatimade
considerably enhanced the detection precision ofanl. The
improvement introduced also made it possible tastdihe
precision and the recall, and to achieve a moréhethnced
detection. When precision and recall between the tw
performances are compared, results show that, &pantPS
and LS, the detection is sufficiently well-balanc&tbreover,
in comparison with the first experiment, the fimakults no
longer tend to over- or under-detection (recall 803 and
precision = 80.37).

4. Discussion & Conclusion

The aim of this paper was to present a softwarkftasemi-
automatic prominence detection in spoken FrenabmFa pre-
aligned and annotated transcription, thsAOR algorithm
calculates the value of a certain number of prasodntextual
variations, involving fO, duration and pause featurOn the
basis of a manual prominence annotation, it thémates the
best thresholds associated with the activation ydfatsic
salience. The performances obtained on the corpudies
gave encouraging results, as they reveal that #re&ation
between human and automate was nearly the sambeas t
variation between two humans. Our following invgsations
will focus on the detection of elongation connecteith a
hesitance, and integrate syntactic tagging, in rotaleonduct
a fully automatic prominence detection in spontaisespeech.
ANALOR can be downloaded from:
http://www.lattice.cnrs.fr/Analor.html Sources are in free
access.
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