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ABSTRACT 

Over the last decade, distance-based methods have been introduced and then improved in the 
field of spatial economics to gauge the geographic concentration of activities. There is a growing 
literature on this theme including new tools, discussions on specific properties and various applica-
tions. However no typology of distance-based methods exists. This paper fills this gap. The proposed 
classification helps understanding all properties of distance-based methods and proves that they are 
variations on the same framework. 

Running head: Distance-based measures of concentration 
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I. Introduction 

In the “spatial economics” article of the 
New Palgrave Dictionary of Economics, Gilles 
Duranton wrote “On the empirical front, a first 
key challenge is to develop new tools for spa-
tial analysis. With very detailed data becoming 
available, new tools are needed. Ideally, all the 
data work should be done in continuous space 
to avoid border biases and arbitrary spatial 
units.” (Duranton 2008). In recent years, 
economists have made every effort in that 
direction. For example, in the long-term inter-
est of economists for the measurement of 
spatial concentration of activities, distance-
based methods are the last tools added 
(Combes et al. 2008). Economists traditionally 
employ disproportionality methods 
(terminology by Bickenbach and Bode 2008) 
defined on a discrete definition of space1 like 
Gini index (Gini 1912), Ellison and Glaeser 
index (1997) or the entropy index of overall 
localization (Cutrini 2009). In opposition, the 
newly introduced distance-based methods are 
continuous functions of space and provide 
information about concentration at all scales 
simultaneously. The seminal work by Ripley 
(1976, 1977), the K function, has been quickly 
transferred to field scientists in ecology 
(handbooks by Diggle 1983; Cressie 1993 for 
instance), but remained incidentally used in 
economics (Barff 1987; Feser and Sweeney 
2000; Sweeney and Feser 1998; Arbia and 
Espa 1996; Arbia 1989) before the works of 
Marcon and Puech (2003, 2010) and Duranton 
and Overman (2002)2 which introduced an 
alternative approach. 

We propose in this paper a classification of 
distance-based methods. Two main reasons 
motivate our work. Firstly various distance-
based methods are used today by economists. 
The richness of the toolbox provided by these 
measures may come with some confusion for 
the economist interested in testing a hypothe-

                                                           
1
 e.g. a continent is divided into country, divid-

ed in turn into regions etc. 
2
 Published as Duranton and Overman (2005). 

sis rather than a methodology so a classifica-
tion may be helpful. Secondly, we provide in 
this article a unified theoretical framework by 
proving that all of distance-based-methods 
rely on counting the number of neighbors of 
points, normalizing this number by space or 
another number of neighbors, averaging the 
results in the appropriate way and finally 
normalizing the result. Monte-Carlo simula-
tions of the null hypothesis allow testing the 
data against it and also solving remaining is-
sues. As a result, if objects (for instance 
plants) attract each other, one will find on 
average more neighbors (the other plants) 
around them than if they were distributed 
randomly and independently. In conclusion, 
these methods are variations on the same 
framework to gauge the spatial concentration. 

The paper is organized as follows. In the 
first part, we quickly present the common 
framework. Then, the various available dis-
tance-based measures are introduced. The 
third part builds a typology of these methods, 
showing that they follow the same pattern but 
vary as they assume different theoretical 
choices. The last part is a discussion about 
each tool’s properties and their pertinence to 
address economic questions. 

II. Basic principles 

Before presenting in details distance-based 
measures, we shall propose a general over-
view of the framework of these functions. 

When studying the location of activities, 
economists are interested to precisely de-
scribe the spatial distribution of one kind of 
entities (“points”3), for example shops of a 
given activity. In that case, they aim at detect-
ing phenomena of attraction (“agglomera-
tion”, “localization”) or repulsion (“disper-
sion”) between those entities on a territory. 
Another field of research rests on the relations 
between entities belonging not to one but two 

                                                           
3
 In the entire article, “points” refer to the stud-

ied entities (shops, plants etc.) of the sample. 
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different groups (“co-localization” phenome-
non). All the tools we consider in this review 
identify the spatial structure of the distribu-
tion. The particularity of these tools is that 
they treat space as continuous and not as a 
collection of predefined zones. As a conse-
quence, they are functions of distance be-
tween the analyzed entities. Results are pre-
sented as a plot of a function of distance, 
whose values are meaningful or not, and al-
ways compared to an envelope (two curves) 
representing the confidence interval of a null 
hypothesis to test. “Intertype functions” are 
used to characterize co-localization. They are 
built in the same way. The curve allows show-
ing the potential attraction or repulsion of two 
types of points (between two types of shops 
for example). 

In more technical terms, those distance-
based methods investigate the spatial struc-
ture of point patterns. Their mathematical 
framework is that of point processes (see the 
first chapters of Møller and Waagepetersen 
2004 for a rigourous introduction). It is clearly 
out of the scope of this paper to explore the 
point process theory but a basic knowledge is 
required for a good understanding of what 
follows. Point processes are similar to random 
variables (the best known are described by 
their law, with parameters) but their output is 
not a number but a point set in space (often 
called a point pattern). Practical interest is 
limited to two-dimensional finite spaces, that 
is to say points on a map. The observed point 
set is a realization of an underlying point pro-
cess whose law is unknown so its characteriza-
tion must be non-parametric: some statistics 
will be used for tests and even quantify some 
properties, but identifying the point process 
will generally remain impossible. These statis-
tics will be defined according to pertinent 
properties of the point process. Their value 
will be estimated from the data. The first 
property of interest is its intensity, the num-
ber of points per unit of space observed in a 
small area. Intensity is denoted  ( ), where   
is a point of the sample. If intensity is the 
same all over the space, it is denoted   and 
the point process is said to be stationary. The 
probability to find a point around   is  ( )    

Intensity can be estimated by density  ̂( ), 

the number of observed points per unit of 
space. In simple cases, points are just counted. 
If density changes over space, kernel methods 
(Diggle 1985) must be used. They rely on 
counting points around  , up to a chosen dis-
tance called bandwidth, while giving a de-
creasing weight to the further points. 

III. Distance-based methods: a 
brief presentation 

A. The g function 

The second order property of point pattern 
characterizes the relation between points: 
attraction, repulsion or independence. It is 
defined as the ratio between the joint proba-
bility to find two points in two places   and  , 
denoted  (   )     and the product of 
probabilities to find each of them. For practi-
cal purpose, this property is supposed to de-
pend only on the distance between the points 
(as it does not change with direction, the point 
process is said to be isotropic). A stationary 
and isotropic process is called homogenous. 
The second-order property is denoted 

 ( )  
 (   )

 ( ) ( )
 where   is the distance be-

tween two points   and  . If points are dis-
tributed independently,  ( )  1 (no interac-
tion between points). If  ( )   , the proba-
bility to find two points   apart is greater than 
if they were independent and inversely for 
 ( )   . The first case corresponds to attrac-
tion, the second to dispersion. 

Writing the conditional probability to find a 
point around   when a point actually is at   
was the origin of all the measures presented 
here. It results in the following method: 

 Some points are chosen as the reference, 
for example the general distribution of eco-
nomic activities. We deeply discuss hereinaf-
ter the importance of the reference choice. 

 Neighbors of reference points are counted 
at distance r. Neighbors may be of a different 
type from reference points or the same. In the 
former case, intertype measures are defined 
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while in the second case intratype measures 
used. 

 The ratio of the average density of neigh-
bors at distance r from reference points to the 
density of this type of points anywhere is the 
estimator of g, noted:  ̂( ). It is a location 
quotient. 

Estimating  ( ) from the data requires a 
technique to count neighbors at a given dis-
tance: kernel functions again are used, but in 
one dimension this time. A kernel function 
gives a weight to neighbors at distances 
around  . The weight is greater the closer to r 
the distance is, and the kernel function sums 
to 1 for all distances. Duranton and Overman 
(2005, Eq1) used a Gaussian kernel following 
Silverman (1986). The most efficient is also the 
simplest (Illian et al. 2008, chapter 4.3.3), the 
simple box kernel with bandwidth of parame-
ter h: 

 (‖     ‖  ) 

 |
 

  
        ‖     ‖     

      

 

(1) 

   and    refer to the spatial position (exact 

location) of two points. In the remainder,    
will designate reference points,   their neigh-

bors. 

 ( ) is estimated by: 

 ̂( )  
 

     ̂
∑∑  (‖  

      

   ‖  ) (   ) 

(2) 

 (   ) is an edge-effect correction depend-
ing on both points. When a point is close to 
the boundary of the area under study, some 
of its neighbors are not observed because no 
data is available out of the area. Several cor-
rections are conceivable for relatively simple 
shapes (Goreaud and Pélissier 1999) but are 

intractable for actual geographical units (like 
countries).4 

The unbiased estimator of    is 
 (   )   ⁄  (Stoyan and Stoyan 2000) where 
  is the number of points and   the area of 
the study area. 

B. The K function 

Ripley (1976, 1977) integrated   on a range 
of distances from 0 to   to define the K func-

tion:  ( )  ∫  ( )     
 

 
. If the point pro-

cess is homogenous and independent (a ho-
mogenous Poisson process) the spatial pattern 
is called complete spatial randomness (CSR), 
and  ( )     . If  ( ) is greater than    , 
then more points are found within a radius   
apart from each point. The point process is 
said to be attractive: spatial concentration is 
detected. Values of   ( ) inferior to     indi-
cate that points repulse each other up to dis-
tance   (dispersion). As  ( ) is not easy to 
plot and     is not an easy-to-compare refer-
ence, Besag (1977) proposed to transform it 

into  ( )  √ ( )  ⁄    so that its refer-
ence value is 0. 

 ( ) can be interpreted as a distance 
(Marcon and Puech 2003):  ( )    means 
that as many neighbors are found around 
reference points up to distance   as would be 
expected at distance     if neighbor points 
were distributed independently from refer-
ence points. We believe that  ( )    ⁄  is a 
better normalization because it is a location 
quotient: the density of neighbors around 
reference points divided by the density of 
neighbors anywhere. Note that the reference 
value is 1. 

Estimation of K is done by counting neigh-
bors up to   and is defined as: 

                                                           
4
 See Marcon and Puech (2003) for more in-

sights and Law et al. (2009) for a recent review. 
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 ̂( )  
 

   ̂
∑∑  (‖     ‖

      

  ) (   ) 

(3) 

 (‖     ‖   ) is the indicator function 

equal to 1 if the distance between    and    is 

less than  , 0 else. Like  ̂,  ̂ suffers edge ef-
fects. 

  is the cumulative function of  : it pro-
vides information up to a given distance while 
  gives them at a distance. Abusing language, 
in analogy with random variable terminology, 
the latter type of functions is called probabil-
ity density functions below, even though few 
of them are actually normalized so that they 
sum to 1. 

With K intertype functions, neighbors of a 
particular type (Lotwick and Silverman 1982) 
are counted around points of another one. 
The null hypothesis may be that points are 
labeled randomly or that point locations are 
independent. It must be chosen with care to 
avoid erroneous results (Goreaud and Pélissier 
2003; Arbia et al. 2008):  

 “random labeling” is appropriate when 
locations are given, types are chosen (think of 
shops in a city), 

 while “population independence” is the 
good hypothesis when points can be set any-
where, but not independently from other 
points of the same type (think of exploring 
interactions between two types of sellers on a 
beach -ice creams and sun hats for instance, 
each of them having its own spatial structure). 

C. The Kmm function 

The Kmm function was introduced by 
Penttinen et al. (Penttinen et al. 1992; 
Penttinen 2006). It generalizes Ripley’s K func-
tion by associating quantitative marks  (  ) 
to points, that can be used as weights (Espa et 
al. 2010)5. It can be understood as a K function 

                                                           
5
 By considering the spatial distribution of 

firms, a classical weight for the entities is the num-

 

computed on a data set where  (  ) points 
are superposed where a point with mark 
 (  ) is found. 

Its estimator is: 

 ̂  ( )

 
 

   ̂ ̅ 
∑∑  (‖     ‖

      

  ) (  ) (  ) (   )

 
 

 (   ) ̅ 
 ∑ ∑  (‖     ‖

      

  ) (  ) (  ) (   ) 

(4) 

 ̅ is the average point weight. 

 ̂  ( ) was not normalized by  (  
 ) ̅  by Penttinen et al. (1992) who trans-

formed it into    ( )  √
   ( )

    where   is 

the total weight of points. Studying the spatial 
concentration of firms, Espa et al. (2010) di-

vided  ̂  ( ) by    (we estimated it by 

 (   ) ̅ ) so that  ̂  ( ) has the same 

properties as  ̂( ). We follow them here. 

D. The D function 

To deal with inhomogenous point patterns, 
Diggle and Chetwynd (1991) introduced the D 
function, equal to the difference of two K 
functions: that of the points of interest, called 
cases, and that of other points, called con-
trols.        . 

The authors show that under the null hy-
pothesis,      . Both also equal the inter-
type function of cases and controls     . When 
not zero,   cannot be interpreted, it is limited 
to tests. We introduce here an alternate ver-
sion of D, we will denote   : 

                                                                                    
ber of employees. However, one can also consider 
other weights as the value-added per firm. 
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           (5) 

It also equals 0 under the null hypothesis 
and can be used exactly like D. Its advantage 
compared to Diggle and Chetwynd’D is that it 
compares two K functions computed around 
the same points (the cases). Thus,     

 ⁄  is 
the difference between two location 
quotients: that of the cases around 
themselves and that of the cases around the 
controls. 

E. The ginhom and Kinhom functions 

The K function cannot be estimated from 
data if the point process is not stationary. 
Baddeley et al. (2000) derived the inhomoge-
nous version of K called Kinhom equal to 
      ’s integral and centered on     under 
the assumption of independence of points. It 
has been little used in economics (but see 
Arbia et al. 2009; Arbia et al. 2012) because it 
requires the estimation of the intensity of the 
point process by kernel methods. If the ker-
nel’s bandwidth is very small, intensity is high-
ly variable and independency is found, while a 
wide kernel results in more stationarity and 
dependence. In other words, the results are 
highly dependent on the arbitrary choice of 
the estimation kernel bandwidth (Diggle et al. 
2007). 

It is estimated by: 

 ̂     ( )

 
 

 
∑∑

 (‖     ‖   ) (   )

 ̂(  ) ̂(  )      

 
(6) 

      ’s estimator can be found in Law et 
al. (2009): 

 ̂     ( )

 
 

   
∑∑

 (‖     ‖  ) (   )

 ̂(  ) ̂(  )      

 
(7) 

F. The O-ring function 

Wiegand and Moloney (Wiegand et al. 
1999; Wiegand and Moloney 2004) argue for 
the use of a probability density function (pdf) 
rather than a cumulative function to have 
more informative results at each distance. 
They defined the O-ring function:  ( )  
  ( ) and developed a method to correct for 
edge effects by pixelization of the original map 
allowing any border shape. O-ring values are 
not directly interpreted but compared to the 
envelope of simulations of a null hypothesis to 
allow its rejection. As far as we know there is 
no application of the O-ring in economics. 
However, it may be a promising method if 
only discrete spatial data are available at a 
very thin level of observation. 

G. The Kd function 

Duranton and Overman’s (2005) Kd is the 
pdf to find a point’s neighbor at a given dis-
tance. It counts and averages the number 
point pairs at each distance, smoothes the 
results to obtain a continuous function that is 
normalized to sum to 1. Kd’s values are com-
pared to the confidence interval of the null 
hypothesis that points are randomly placed on 
their actual location set. A variant of Kd 
named Kemp (also proposed by Duranton and 
Overman 2005) allows to weight points, 
counting employees in firms. 

Duranton and Overman’s f function in their 
definition of Kd is actually not our kernel func-

tion but  (‖     ‖  ) . We have: 

  ( )

 
 

 (   )
∑∑  (‖     ‖  )

      

 

    ( )

 
 

∑ ∑  (  ) (  )      

 ∑∑  (  ) (  ) (‖     ‖  )

      

 

(8) 
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H. The M function 

Marcon and Puech’s (2010) M function is a 
cumulative function that gives the relative 
frequency of neighbors of a chosen type (de-
noted   

 ) up to each distance, compared to 

the same ratio in the whole area under study. 
Its definition is: 

 ( )

 

∑
∑  (‖     

 ‖   ) (  
 )     

∑  (‖     ‖   ) (  )     
 

∑
    (  )
   (  )

 

 
(9) 

   is the total weight of the points   
 . The 

denominator is slightly different in the inter-

type function, ∑
  

   (  )
 , avoiding a small 

bias. 

IV. A typology of distance-based 
methods 

In what follows, we see that all these func-
tions can be built empirically following the 
same five steps. 

First, neighbors are counted around each 
point at or within a distance  , sometimes 
weights are summed instead of just counting. 
Second, an average number of neighbors  ̅( ) 
is calculated. Third,  ̅( ) is divided by a refer-
ence measure  ( ). In accordance with the 

Table 1: Estimating the number of neighbors. 

Function Neighbors around    Observations 

 ̂( ) (   )⁄  
 (    )  ∑  (‖     ‖   ) (   )

     

 
The number of neighbors is counted 
and corrected from edge effects. 

 ̂  ( ) (  
 )⁄  

 (    )  ∑  (‖     ‖   ) (  ) (   )

     

 
As K above, but each neighbor 
counts for its weight. 

 ̂     ( ) (  
 )⁄  

 (    )  ∑
 (‖     ‖   ) (   )

 ̂(  )     

 
As K above, but each neighbor 
counts for the inverse of the density 
around it. 

 ̂( ) 

 ̂( ) 
 (    )  ∑  (‖     ‖  ) (   )

     

 

As K above, but the neighbors are 
counted at distance  . 

 ̂     ( ) 
 (    )  ∑ ∑

 (‖     ‖  ) (   )

 ̂(  )          

 

As g above, but each neighbor 
counts for the inverse of the density 
around it. 

  ( ) 
 (    )  ∑  (‖     ‖  )

     

 

As g above, without edge-effect 
correction. 

    ( ) 
 (    )  ∑  (‖     ‖  ) (  )

     

 

As Kd above, but each neighbor 
counts for its weight. 

 ( ) 
 (    )  ∑  (‖     

 ‖   ) (  
 )

     

 

Each neighbor of the type of interest 
counts for its weight. 
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typology of Brülhart and Traeger (2005) we 
shall use the following vocabulary: 

 “Topographic measures” use space as their 
reference: the number of neighbors is divided 
by the area of a ring or a disk (      or    ). 

 “Relative measures” divide the number of 
neighbors of interest by that of all neighbors. 

 “Absolute measures” do not have any ref-
erence values. 

Fourth,  ̅( )  ⁄ ( ) is compared to the 
value it has on the whole domain,  ̅   ⁄ . 
Fifth and last, significance of the values of the 
functions at several distances is generally 
tested against a null hypothesis by Monte-
Carlo simulations of the appropriate counter-
factual. These steps are detailed below. 

A. Step 1: a number of neighbors 
 (    ) 

The first step consists in counting neigh-
bors of each point, at distance   (on the circle 
of radius  ) or up to distance   (in the circle of 
radius  ). The first option defines pdf func-
tions (g, ginhom, Kd and O), the second one cu-
mulative functions (K, Kinhom, and M). M, Kemp 
and Kmm attribute points a weight, such as a 
number of employees in firms. This raw num-
ber of neighbors of a point    at a distance   

or up to   is denoted  (    ). ginhom and Kinhom 
do not just count 1 for each point but give 
them a weight inversely proportional to the 
local density of points: more neighbors are 
expected where more points are located and 
these portions of space must not be over-
weight. 

Table 1 summarizes the way neighbors are 
counted around reference points for each 
function. Reference points (circle centers) are 
denoted   , their neighbors are   . The point 

types may be identical or not, defining inter-
type functions in the latter case. By construc-
tion, M focuses on one special type of neigh-
bor points denoted   

  and compares their 

distribution to that of all neighbors denoted 

  .  (  ) is the weight of point   .  ̂(  ) is the 

density of points around   . It is the estimator 

of  (  ), the intensity of the point process. 

Hats are used for estimators, to avoid confu-
sion: K, g, O have a mathematical definition 
relying on the point process they are used to 
characterize and they are estimated from the 
data. In opposition, Kd and M are pure empiri-

cal functions.  (‖     ‖  ) is some kernel 

function able to evaluate the number of 
neighbors at distance  .  (   ) is some edge-
effect correction depending on both points. 

Table 2: Average number of neighbors. 

Function Average number of neighbors Observations 

 ̂( ) (   )⁄  

 ̂( ) 

 ̂( ) 

  ( ) 

 ( ) 

 ̅( )  
 

 
∑ (    )

 

 
The number of neighbors around each 
point is not weighted. 

 ̂     ( ) (  
 )⁄  

 ̂     ( ) 
 ̅( )  ∑

 (    )

 ̂(  ) 

 
The weight of each reference point is the 
inverse of the intensity of the point pro-
cess around it. 

 ̂  ( ) (  
 )⁄  

    ( ) 
 ̅( )  

 

  ̅
∑ (  ) (    )

 

 
The average is weighted ( ̅ is the average 
weight). 
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B. Step 2: computing an average 
number of neighbors 

The value obtained around each point fol-
lowing Table 1 is then averaged for all refer-
ence points. In topographic, inhomogenous 
measures, the weight of each point is inverse-
ly proportional to the intensity of the process 
around it so that space is sampled uniformly. 
All points have the same weight in Kd and M. 

Table 2 summarizes the way the average 
number of neighbors is calculated.  ̅( ) is the 
average number of neighbors.   is the total 
number of reference points (the centers of 
circles). 

C. Step 3: a reference measure 

These numbers of neighbors are then di-
vided by a reference measure  ( ) (Table 3). 

Table 3: Reference measure. 

Function Reference measure Observations 

 ̂( ) (   )⁄  

 ̂     ( ) (  
 )⁄  

 ̂  ( ) (  
 )⁄  

 ( )      The reference measure is the area of a 
circle 

 ̂( ) 

 ̂     ( ) 

 ̂( ) 

 ( )      As K above, but the measure is the 
length of a ring. 

  ( ) 

    ( ) 

 ( )    Kd is not compared to anything. It is an 
absolute measure. 

 ( )  ( )  ∑  (‖     ‖   ) (  )

     

 
The number of neighbors of the type of 
interest is compared to the number of 
neighbors of all types. 
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D. Step 4: the reference value 

Normalization comes then (Table 4). 
 ̅( )  ⁄ ( ) is divided by its reference value 
 ̅   ⁄ . The latter can be understood as the 
value of the former with   large enough for all 
points to be neighbors to each other. Then, 
possible spatial structure does not matter:  ̅  
counts all points except the center of the cir-
cle,    is the total area (topographic 
measures) or the total number of points (rela-
tive measures) or 1 (absolute measures). 

All measures in the table are location quo-
tients except for the O-ring (but  ( )  ⁄  is) 
and    which is an absolute measure. 

E. Last step: null hypothesis 

We have obtained a value for each func-
tion at distance  . Computation can be re-
peated for several values of   to get each con-
centration measure as a function of distance. 

To decide whether these values reject the 
null hypothesis we want to test (generally 
independence between point locations), Mon-
te-Carlo simulations summarized in Table 5 
are drawn. They also allow solving various 
issues the analytical formulation of measures 
could not deal with. 

Kd does not contain any reference to the 
overall distribution of points, as a relative 
measure should. Comparing Kd to its simulated 
values allows giving the values a signification, 
while the values themselves are meaningless. 
Quite similarly, Kosfeld et al. (2011) use K in 
heterogenous space: to characterize the spa-
tial structure of an industry sector, they draw 
point sets of the same size among the actual 
locations of all industries to build a confidence 
envelope of the null hypothesis that the sector 
under study is distributed like all industries. 

M allows giving the points a weight, typi-
cally a number of employees. But it does not 

Table 4: The reference value. 

Function Reference value Observations 

 ̂( ) (   )⁄  

 ̂( ) 

 ̅ 
  

 
   

 
 

The reference value is the intensity of points, 
evaluated by the total number of points minus 
1 (the circle center) divided by the area of the 
window. 

 ̂     ( ) (  
 )⁄  

 ̂     ( ) 

 ̂( ) 

 ̅ 
  

   
Local weights used in inhomogenous measures 
are such that the reference value is 1. 

 ̂ is a special case because its authors decided 
not to normalize it as a location quotient as g 
but have an expected value equal to the inten-
sity in the case of CSR. 

 ̂  ( ) (  
 )⁄   ̅ 

  
 
(   ) ̅

 
 

The reference value is the density multiplied 
by the average point weight. 

  ( )  ̅ 
  

     
Absolute measure. 

    ( )  ̅ 
  

 
∑ ∑  (  ) (  )      

∑  (  ) 
 

Absolute measure. 

 ( )  ̅ 
  

 
 

 
∑
    (  )

   (  )
 

 
The reference value is calculated as 
 ̅( )  ⁄ ( ) with   large enough for all points 
to be neighbors to each other.    is is the 
total weight of points belonging to the neigh-
bor type,   the total weight of all points. 

Intertype  ( )  ̅ 
  

 
 

 
∑

  
   (  )

 

 
As above, but the circle center does not be-
long to the neighbor point type. 
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take into account the possible influence of the 
structure of point weights, like Ellison and 
Glaeser index includes the value of the Her-
findahl index H to correct for industrial con-
centration (see Ellison and Glaeser 1997). The 
simulations are done with the actual weights 
so weight structure is controlled for by the 
confidence interval of the null hypothesis, if 
not numerically. 

The O-ring statistic does not take into ac-
count the heterogeneity of the point process. 
Its value is compared to that of an inhomoge-
nous, independent simulated process to de-
tect aggregation or repulsion. 

The null hypothesis of Kmm varies. 
Penttinen et al. (1992) inferred the unmarked 
point process model and used it to simulate 
points with a random permutation of marks. 
The null hypothesis was the independence of 
marks, given the point set structure. Practical-
ly, Kmm can be used when the unmarked point 
process is a homogenous Poisson, but very 
difficultly in other situations. Espa et al. (2010) 

integrate both point locations and mark struc-
ture in a single model of localization, whose 
parameters cannot be inferred yet. 

Monte-Carlo simulations provide many 
values of the simulated function for each val-
ue of  . A proportion of them according to the 
accepted risk level is eliminated (often the 
greater and the smaller 2.5% in order to ob-
tain a 95% confidence interval). The remaining 
values constitute the local (i.e. at  ) confi-
dence interval of the null hypothesis observed 
value of the function of   are compared to. 
Duranton and Overman (2005) note that re-
peating the same local test for all values of   is 
not satisfactory as the resulting local confi-
dence interval should be not too restrictive. 
They propose a way to build a global test fol-
lowed by Marcon and Puech (2010). Loosmore 
and Ford (2006) proved the inadequacy of the 
local test. 

Goodness-of-fit (GoF) tests are an 
alternative explored by Heinrich (1991) but 
not applied yet in the empirical literature. 

Table 5: Simulation of the null hypothesis. 

Function Usual null hypothesis for intratype functions Null hypothesis for intertype functions 

 ̂( ) (   )⁄  

 ̂( ) 

A homogenous Poisson process of intensity  ̂ 
(estimated from the data). 

Random labeling: point locations are kept, 
labels are redistributed. 

Population independence: point sets are shift-
ed relatively to each other. 

 ̂     ( ) (  
 )⁄  

 ̂     ( ) 

 ̂( ) 

An inhomogenous Poisson process of intensity 

 ̂( ) (estimated from the data). 

As K. 

 ̂  ( ) (  
 )⁄  Generally, a homogenous Poisson process with 

random labeling. 
No intertype function: marks are continuous. 

  ( ) Points are redistributed across actual locations. Points are redistributed across actual locations 
of centers and neighbors. 

 ( ) Points are redistributed across actual locations. Reference points are kept unchanged; all 
other points are redistributed randomly across 
actual locations. Reference and neighbor roles 
are exchanged and confidence intervals are 
computed again. The intertype function is 
significant if the null hypothesis is rejected in 
both cases. 
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They consist in calculating the discrepancy 
between an estimated function for the real 
data and its expectation under the null 
hypothesis: the value obtained is compared to 
its distribution under the null hypothesis. In 
the general case, neither the expectation nor 
the quantiles of the distribition are known so 
they must be obtained by Monte-Carlo 
simulations. Loosmore and Ford (2006) 
published a GoF test for the K function in 
ecology. An analytical (without simulations) 
GoF test of the K function against CSR is now 
available (Lang and Marcon 2010). Also, 
Jensen and Michel (2011) developed an ana-
lytical test for Kd and M based on a different 
approach. 

V. Discussion 

Various applications of distance-based 
methods can be found in the economic litera-
ture to gauge the spatial concentration of 
activities (see for instance Puech 2003 for a 
review). Unfortunately, the choice of a meas-
ure is far from being systematically justified by 
a rigorous comparison of the properties of 
existing distance-based methods. Generally, 
the only motivation given is that such an ap-
proach solves the Modifiable Areal Unit Prob-
lem (MAUP) introduced by Openshaw and 
Taylor, 1979 (1979). To put things clearer on 
the MAUP, if statistic tools rely on a discretiza-
tion of space (like Gini, Herfindahl or Ellison 
and Glaeser indices) Morphet underlines that 
“the result will be sensitive to the shape, size, 
and position of the areal units chosen” 
(Morphet 1997, p. 1039). Thus, after introduc-
ing the well-known Ripley’s K function in the 
field of economics (see Barff 1987; Arbia and 
Espa 1996; Marcon and Puech 2003), specific 
developments were done to adapt distance-
based methods to the measurement of the 
spatial distribution of activity. The Kd function 
(Duranton and Overman 2005) or the M func-
tion (Marcon and Puech 2010) were proposed 
and now are widely used (Klier and McMillen 
2008; Jensen and Michel 2011; Ellison et al. 
2010). The main reason is that only these two 
functions respect a maximum of the good 

criteria for a concentration index in spatial 
economics (Combes and Overman 2004). 

The statistical literature (Møller and 
Waagepetersen 2004) mainly deals with ho-
mogenous point processes, used for topo-
graphic measures. Many theoretical results 
exist, such as g and K expectancy for many 
processes (Diggle 1983; Illian et al. 2008). 
Topographic measures for inhomogenous 
space and relative measures still lack much 
mathematical support. Kd was built on empiri-
cal foundations: its values are not estimators 
of a theoretical statistic. From an economic 
point of view, it is now well admitted that 
measures of relative concentration should be 
preferred to gauge the geographic concentra-
tion of activities (see Duranton and Overman 
2005; Combes and Overman 2004; Combes et 
al. 2008). In economic geography, the typical 
question to address is that of the spatial struc-
ture of employment, supposed to be aggrega-
tive because of externalities (Marshall 1890; 
Krugman 1991). Since the spatial distribution 
of activities is very heterogenous, homoge-
nous topographic measures are of little use 
(Marcon and Puech 2003) but relative ones 
are able to detect aggregation scales (Combes 
and Overman 2004; Duranton and Overman 
2005; Marcon and Puech 2010). Moreover, 
the use of relative measures allows testing the 
predictions of theoretical models because an 
industrial over-representativity is generally 
expected. Usually, studies assess deviations of 
the spatial distribution of a sector from that of 
the aggregate activity (see Krugman 1991; 
Brülhart and Traeger 2005 for example; Ellison 
and Glaeser 1997). In a more sophisticated 
way, comparing the distribution of  the pro-
duction of a given industry to that of its de-
mand may be informative to test various theo-
retical predictions for example the Home 
Market Effect (Krugman 1980) or the tradabil-
ity of services (Jensen and Kletzer 2006). 

A recent debate rests on the respective ad-
vantages of pdf and cumulative measures 
(Marcon and Puech 2010; Wiegand and 
Moloney 2004; Law et al. 2009). Arguments 
are not repeated here (the reader should refer 
to the cited papers) because the choice de-
pends on both on the question analyzed and 
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the availability of data. For instance it has 
been shown by Marcon and Puech (2010) that 
M or Kd are useful to evaluate the spatial con-
centration of activities and depending of the 
question analyzed, one could give clearer re-
sults than the other. As Marcon and Puech 
underline, M and Kd are more complements 
than substitutes. For instance, Kd provides 
more precise estimations than M for gauging 
the local density of activities. However, M 
better assesses the global effect of the super-
position of spatial structures. As a conse-
quence, if the question is “up to which dis-
tance do externalities matter?”, then a cumu-
lative function is more appropriate, while a 
pdf will answer “do externalities matter at a 
given distance?” better. 

To go further, we provide in Table 6 the 
tools’ properties so that a researcher can use 
the appropriate function. After the reference 
and neighbor types have been chosen, the 
basic question to answer is whether the refer-
ence is topographic (then, whether space is 
homogenous or not) or relative. Note that no 
distance-based methods gauge the absolute 
concentration. A benchmark is systematically 
retained: physical space (topographic 
measures) or another variable (relative meas-
ure). Last, some functions provide quantitative 
information about the point pattern structure: 
how many times more neighbors are found at 
(g, ginhom) or up to (    ⁄ , M) the chosen 
distance? Others only allow a test to reject the 
null hypothesis of independence (O-ring, Kd). 

Kinhom has been employed by Diggle et al. 
(2007) and Arbia et al. (2012) in a case-control 
design: some points, the controls (the whole 
employment location in Arbia et al.’s study of 
the high-tech industries in Milan), are used to 
estimate the point process intensity (assuming 
they are approximately independently distrib-
uted), while the different pattern of cases is 
attributed to dependence. This approach is 
quite similar to that of M where all points 

weight 1: estimating  ̂(  ) in Table 1 for Kinhom 

with a simple box kernel with bandwidth   is 
not different from  ( ) in Table 3 for M. The 
main difference (normalization apart) is that 
all reference points have the same weight in 
M, while each piece of space has in Kinhom 
(Table 2). 

The next step is clearly beyond descriptive 
statistics. Duranton and Overman (2008) em-
phasize that this way of research is very prom-
ising to explain the location strategies. How-
ever, these functions will be really useful if 
they can be related to some economic models 
they will allow to validate or not (as the one 
proposed by Picone et al. 2009). In a discrete 
space approach, Ellison and Glaeser (1997) 
built their index from a profit-maximization 
model. In opposition, distance-based methods 
were built from geometrical considerations 
(the point process theory for g and K). Very 
few works indeed relate concentration values 
to an economic model built around spillovers, 
labor pooling and input-output linkages. Feser 
and Sweeney (2002) use the D function to test 
for the existence of a factor’s effect on ag-

Table 6: Choice of the appropriate function to describe a point pattern structure. 

Function choice Topographic,  
homogenous  

Topographic,  
inhomogenous 

Relative 

Probability Density 
Functions 

G ginhom  

O-ring (test only) 

Kd (test only), Kemp(test 
only, with weights) 

Cumulative func-
tions 

K 

Kmm (with weights) 

Kinhom M (with weights) 

Di 

Case-control Kinhom 
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glomeration. Models using explicitly a dis-
tance-based measure of concentration as the 
output of a combination of factors used as 
proxies of the expected causes of concentra-
tion (such as Rosenthal and Strange 2001 with 
Ellison and Glaeser's index) are just two as far 
as we know: Puech (2003, chapter 5) and El-
lison et al. (2010). The first one is an attempt 
to model the value of M around each firm as a 
linear function of these proxies. With much 
better data and surely much more audience, 
Ellison et al. use Kd values as outputs and 
show the major role of input-output linkages. 

VI. Conclusion 

A decade ago, disproportionality methods 
such as Gini or Ellison and Glaeser index were 
economists’ classical tools. It was proved by 
Briant et al. (2010) that they face serious is-
sues known as the MAUP (Openshaw and 
Taylor 1979; Arbia 1989). Quite logically, 
methods were then developed to take ad-
vantage of the knowledge of the exact posi-
tion of objects. The first ones were statistics 
based on the distance of the nearest neighbor 
of points, after Clark et Evans (1954). They 
have been outdated by the distance-based 
measures of concentration reviewed in this 
paper because the latter use the information 
provided by all points less than   apart from 
each reference point instead of just one. An 
exception is Leslie and Kronenfeld (2011) who 
develop a new statistic, the colocation quo-
tient, based on the ratio of nearest neighbors 
of the type of interest. 

When geo-referenced data are available, 
distance based measures of concentration are 
a complete set of tools to test data against 
null hypotheses of independence (to show 
aggregation or repulsion) and for some of 
them to quantify the phenomena (M is a loca-
tion quotient, so it is easy to interpret). We 
explained in this article (Table 6) which tool to 
use according to the underlying framework 
(topographic or relative). Topographic 
measures are widely used and updated by 
ecologists in handbooks (Law et al. 2009; Illian 
et al. 2008; Fortin and Dale 2005) which wide-

ly ignore relative measures. Economists use 
mainly relative measures (Marcon and Puech 
2010; Duranton and Overman 2005, 2008) 
because they better fit economic considera-
tions. Several economists (Combes et al. 2008) 
clearly state that applications of distance-
based methods should now be privileged by 

researchers. The problem of the availability of 
geo-referenced economic data or easy-to-use 
programs to implement these functions are 
short-term issues (Overman 2008). However, 
relating these descriptive tools to economic 
theory is the real challenge, following the way 
opened by Ellison et al. (2010). 
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