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ABSTRACT 

 

This paper develops a Schumpeterian approach to structural change, by grafting the 

role of business cycles and creative destruction into the growth retardation theory. 

The context of the empirical analysis is represented by the growth path of 20 Italian 

regions over the period 1981-2003, in the light of the transition towards the 

knowledge-based economy. The results strongly support our hypotheses: 1) early-

industrialized areas are fully involved in the generalized movement towards the 

knowledge-based economy. 2) In late-industrialized areas, due to the delayed 

expansion of manufacturing activities, productivity growth and innovation takes 

place within manufacturing sectors.  
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1 Introduction 
 

Most advanced countries have been facing a process of dramatic reshaping of economic 

activity for the last two decades. Indeed, a wide body of empirical literature has 

provided evidence of a widespread transition towards the so-called knowledge-based 

economy (Freeman and Soete, 1997).  

Such evidence has stimulated an increasing cross-fertilization between the analysis of 

structural change and the economics of innovation and technological change, and 

contributed to the resurgence of interest in the dynamics of economic change within 

economics. A possible reason may be ascribed to the powerful interpretative ground 

provided by the structural change approach, in particular with respect to the 

understanding of path-dependence in economic development and of cross-country 

differences in technology adoption (Silva and Teixeira, 2008). 

The focus on structural change is especially relevant when analyzing the rise of the 

knowledge economy. Indeed, the increasing weight gained by service sectors represents 

a crucial complementary factor contributing to renewed productivity growth in the new 

economy (Griliches, 1994; Jorgenson, 2001; Antonelli, 2003; Broersma and van Ark, 

2007). 

Yet, empirical contributions have basically neglected the role of the change in 

economic structure that is necessary in order to adapt to changes brought about by 

technical progress. For this reason, this paper aims at investigating the shift towards the 

knowledge based economy by looking at the relationships between innovation, 

structural change and productivity growth.  

We adopt a Schumpeterian view of the process of innovation, according to which 

economic agents are likely to innovate as a reaction to unexpected changes within the 

economic environment (Schumpeter, 1947). Innovative behaviour emerges within a 

stage of the business cycle, when economic growth has reached its maximum, and 

spreads across the system unless the expected profitability declines (Schumpeter, 

1939).  

This approach needs however to be integrated so as to give full consideration to the role 

of structural change within the broader process of economic development. The grafting 

of Schumpeter’s legacy into the retardation theory articulated by Simon Kuznets 

(1930), allows for the qualification of innovative behaviour in the light of the endless 

process of structural change which characterizes modern economic growth. The shift of 

employment towards new sectors feeds the shift of innovation capabilities. Industries 

whose retardation is not yet accomplished are still able to enjoy high rates of 

innovation activities. On the contrary, industries experiencing the slowdown are 

characterized by a migration of the entrepreneurial ability towards the new emerging 

sectors. 

Within this framework, one is able to appreciate the uneven distribution of growth rates 

not only across sectors, but also across different geographical areas within the same 

sector. Innovation and retardation are strictly intertwined, and the economic 

performances of regions are linked to the stage of development of their leading 

industry. In late-industrialized areas aggregate productivity growth is still expected to 

be driven by manufacturing industries, and innovative efforts are undertaken to 

creatively respond to the dynamics of employment within service sectors. Early-
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industrialized areas are instead likely to succeed in the transition to the knowledge 

economy, as long as both service sectors and the complementary technologies are 

properly developed. 

The focus of the analysis is on the re-allocation of labour force across different sectors, 

investigating the way it affects aggregate productivity growth and the level of patenting 

activity. The context of the analysis consists of the growth path of 20 Italian regions in 

the period 1980-2003. The Italian case provides a good benchmark to investigate the 

effects of differential stages of development on economic and innovation performances. 

Indeed, the comparison between the employment dynamics in manufacturing and 

service sectors in Italy, the U.K. and the U.S. shows that the decrease of manufacturing 

share of value added in the former is far slower than in the US and in the UK. As a 

result, the share of manufacturing industries in Italy turns out to be still high in the late 

1990s, while that of service sectors increases very slowly (Antonelli et al., 2007). 

Within this context, the features of Italian regions are such that they reproduce the 

economic and industrial dualism between early- and late-industrialized countries (Fuà, 

1980). On the one hand North-Western regions have been the cradle of modern 

industrial firms, while on the other hand North-Eastern and Central regions have been 

historically characterized by a delayed diffusion of the manufacturing base during the 

1960s and the 1970s (Fuà and Zacchia, 1983).  

In this context the contribution of this paper is twofold. On the one hand, it provides an 

attempt to integrate in a single theoretical framework two high complementary strands 

of analysis, which have been separated for decades, i.e. Kuznets’ retardation theory and 

Schumpeter’s theory of innovation. On the other hand, it aims at rejuvenating a field of 

enquiry that has been lacking appropriate consideration since the 1980s. For this reason 

the debate about the economic development of Italian regions has somehow missed the 

opportunity to investigate cross-regional differences in the light of the economics of 

innovation. 

The remainder of the paper is organized as follows. In Section 2 we outline the 

theoretical framework, articulating the relationship between productivity growth, 

structural change and innovation. Section 3 presents the features of the economic 

context which represents the backdrop of the analysis. In Section 4 the data and the 

methodology are described, while in Section 5 we show the results of the econometric 

analysis. Finally some concluding remarks follow in Section 6. 

 

2 Theoretical Framework 

The importance of structural change to the process of economic growth is hardly new 

to economic analysis. Empirical and theoretical works addressing this issue may be 

dated back to the 1930s (Kuznets, 1930; Burns, 1934). More recently the effects of 

structural change on productivity growth have received renewed attention. On the one 

hand, some studies dealt with technological change by focusing on the consequences of 

both the changing specialization of national economies in favour of “hi-tech” activities, 

and the gap with countries specialized in “low-tech” activities (Fagerberg, 1994 and 

2000). On the other hand, some authors investigated the effects of structural change on 

the returns to R&D activity and on the tendency of the rate of profit to fall (Frantzen, 

2000; Wolff, 2003). 



 

 4 

The interplay between Schumpeterian dynamics and retardation theory enhances the 

understanding of differences in the transition towards the knowledge-based economy in 

different areas. Indeed innovation represents the main engine of economic progress 

within the capitalistic system (Schumpeter, 1928 and 1939). Moreover such an engine 

is constantly switched on, as “the opening up of new markets, foreign or domestic, and 

the organizational development […] illustrate the same process of industrial mutation […] 

that incessantly revolutionizes the economic structure from within, incessantly destroying 

the old one, incessantly creating a new one” (Schumpeter, 1942: p.83). 

Kuznets himself stressed the bearing of Schumpeter’s approach upon the analysis of 

structural change. He noted that the process of creative destruction entails two parts, the 

creation of new combinations on the one hand, and the destruction of the old ones on 

the other hand. The introduction of radical innovations alters the structure of the 

economy, creating new jobs and making the existing ones obsolete. This in turn 

engenders a dislocating effect upon employment, which tends to shift from the old 

sector to the new one, with major difficulties in terms of switching costs (Kuznets, 

1972). 

Economic agents operate in environments shaped by the conditioning influence of 

factors both internal and external to the economic system. When there is an unexpected 

change in one or more of these factors, economic agents have to adjust
2
. The way this 

happens may reside either within the comfortable borders of the existing practice, or 

outside its range. Creative response is an adaptation effort carried out by doing 

something completely new, which alters the data of the system (Schumpeter, 1939 and 

1947). 

Innovation emerges out of the process of competition within the capitalistic system, as 

an outcome of the creative response. Economic performances and innovation 

performances are characterized by complementary cycles. Innovating activities appear 

to be clustered in time, long after the expanding stages of the industry. Such a lag is due 

to a delayed diffusion of entrepreneurial ability among firms within the sector 

(Schumpeter, 1939).  

The bringing about of innovation is a specific task of the entrepreneur, who is the one 

getting things done by bearing the risk of putting resources to untried uses 

(Schumpeter, 1911 and 1928). The scope for profiting from innovating is what pushes 

the entrepreneur to choose to creatively react rather than passively adapt. These profits 

however are not indefinitely available in the industry, but are instead temporary. The 

competing down process is likely to deter further innovation efforts (Schumpeter, 1939 

and 1942). The decision to innovate holds as long as the benefits are larger than the 

costs. When a saturation level is reached, in which the expansion on the supply side 

goes faster than that on the demand side, innovation efforts are likely to gradually fade 

out
3
. 

While Schumpeter’s analysis of the cyclical behaviour of economic and innovation 

activities received major criticisms, mainly concerning his methodology, it had the 

merit of drawing attention to the role of innovation in the process of structural change 

(Kuznets, 1940). In particular, in his 1939 book Schumpeter focused on three 

countries
4
, showing that the process of economic development was led by five 

industries and three institutional innovations
5
. Thus in his work is found the concept of 

“leading sector”, which was common to other authors in the same years, such as 

Kuznets and Burns (Rostow, 1975).  
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What was missing in Schumpeter analysis was the explicit appreciation of the process 

of structural change, and of how and why it takes place. This was instead among the 

main concerns of the growth retardation theory articulated by Kuznets
6
. According to 

this view, growth rates are unevenly distributed across industries, and economic 

performances of countries (or regions) are strictly related to the dominant industry 

within the area.  

As Kuznets put it, “some nations seem to have led the world at one time, others at 

another. Some industries were developing rapidly at the beginning of the century, 

others at the end. Within single countries or within single branches of industries […] 

there has not been uniform, un-retarded growth” (Kuznets, 1930: p.3). Hence the 

economic leadership may shift from one country to another, as an effect of the 

reduction of industry growth rates, which in turn causes the lead in development to 

shift from one branch to another: “The main reason for the shift seems to be that a 

rapidly developing industry does not continue its vigorous growth indefinitely, but 

slackens its pace after a time, and is overtaken by industries whose period of 

development comes later” (Kuznets, 1930: p.5). 

Hence industry growth rates are expected to decline over time, and then those 

industries whose period of development comes later are likely to overtake the mature 

ones. This implies that one should observe an alternation of leading industries and of 

leading countries as well. Such diversity across industries generates a process of change 

in the economic structure of production, in terms of relative composition of activities. 

Differential growth rates across branches of an industry are hence likely to create 

structural change. 

The change of leading sectors is the engine of structural change. This latter may be 

viewed as a multidimensional concept, in that “major aspects of structural change 

include the shift away from agriculture to non-agricultural pursuits and, recently, away 

from industry to services; a change in the scale of production units, and a related shift 

from personal enterprise to impersonal organization of economic firms” (Kuznets, 

1973: p.248). 

It therefore seems clear that economic performances of an area are strictly related to the 

performances of its leading industry. The change in the economic structure, in the sense 

of a change in the allocation of employment across different industries, is likely to 

shape and eventually rejuvenate the dynamics of productivity growth
7
. Within each 

industry the process of Schumpeterian competition is likely to shape the dynamics of 

innovating behaviour.  

A sequence between creative reaction and creative destruction can be detected. Firms 

within the established sector begin to innovate as soon as the room for further 

expansion gets smaller. Firms innovate to adjust to changes in the environment they 

operate in, so as to preserve or to gain further market shares. Innovation becomes 

systematic as opposed to sporadic: a local innovation system emerges, where relevant 

knowledge externalities become available and firms rely upon the introduction of 

innovation as a source of competitive advantage. When the number of innovating firms 

increases but the productivity growth rate within the industry keeps on reducing, the 

boosting effect upon innovation disappears
8
, and innovation efforts are then directed 

outside. Creative destruction emerges as the force creating a new structure to the 

detriment of the old one. 

Growth rates are unevenly distributed not only across industries, but within the same 

industry they are unevenly distributed across different regions. Thus one would expect 



 

 6 

the process of economic growth to be driven by different sectors in different regions. 

By the same token, one would also observe different kinds of innovation dynamics 

within each region, according to the relative evolution of the economic structure. 

INSERT FIGURE 1 ABOUT HERE 

The feedbacks between retardation of growth rates and Schumpeterian competition thus 

give rise to a self-propelling process featured by endless economic change, as shown in 

Figure 1.  

The framework provided so far leads us to spell out two hypotheses: 1) in early-

industrialized areas, the growth enhancement effect of manufacturing activities is 

exhausted, while the shift towards service-based activities is still at the early stages. On 

the other hand, in late-industrialized areas, productivity growth is still driven by 

manufacturing industries, despite the generalized movement towards the knowledge-

based economy. 2) For this reason in late-industrialized areas manufacturing sectors are 

the main driver of innovation activities. Firms still maintain that it is worth putting 

effort in innovations to react to changes in the economic environment. In early-

industrialized areas, the scope for innovation within the manufacturing sector is very 

low or null, so that the innovation efforts are directed outside. The migration away 

from manufacturing and towards the new emerging industries gains momentum. The 

industrial base is shrinking and the advantages from knowledge externalities are 

declining. 

 

3 The Italian Context 

The Italian economist Giorgio Fuà (1980), along the lines of Kuznets’ thought, showed 

that in the early 1980s Italy had characteristics typical of a late-industrialized economy. 

Late industrialized countries are defined as those countries whose process of economic 

development took off during the 19
th

 or the 20
th

 century. Their main features are a 

comparative low level of total factor productivity (TFP), a strong weight of traditional 

sectors and the polarization of firms around two types. On the one hand there is a small 

number of modern firms with high level of TFP, high wages and advanced managerial 

capabilities which are already active in science based sectors. On the other hand there is 

a large number of traditional firms with low TFP and backward technology and 

management. Such firms survive making extensive use of a low-wage workforce and 

avoiding fiscal burdens. 

Italy at that time was late industrialized with respect to the diffusion of manufacturing 

sectors and modern firms. However the aggregate dynamics proved to hide a marked 

structural heterogeneity within the national context.  

Indeed, in the 1950s most Italian regions were rural, and populated by a large share of 

small- and medium-sized enterprises, as opposed to North-Western regions which  

specialized in manufacturing activities, carried out by large firms. Analyzing the 

distribution of growth rates and structural change at the regional level in the period 

1950-1970, the Ancona School identified and found the clues of a successful diffusion 

process of manufacturing activities towards such rural regions in the North-East and 

eventually in Central Italy, along the Adriatic coast. For this reason they proposed to 

group such regions into a larger macro-area which has been eventually called NEC 

(North-East-Centre)
9
. At the same time, the growth of manufacturing industries was 
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slowing down in the North-West, wherein the growth of business service industries was 

already in nuce (Pettenati, 1991; Fuà and Zacchia, 1983)
10

. 

Different factors were proposed in the 1970s as conducive to the peculiar territorial 

diffusion of manufacturing activities towards the NEC. On the one hand it has been 

argued that the widespread presence of small- and medium-sized firms contributed to 

create a favourable environment, characterized by low costs of living, intense 

utilization of labour potential, and the persistence of quite informal labour 

relationships. Firms in turn benefited from these peculiarities in terms of lower costs 

and better business efficiency. Moreover they maintained that the small size scale and 

the specialization in labour-intensive activities, permitted in many ways swifter 

adaptation to changes in markets and technologies (Fuà, 1983, 1991a and 1991b; Fuà 

and Zacchia, 1983; Garofoli, 1981 and 1983).  

On the other hand the relevance of the features of the social texture has been stressed, 

whereby the traditions rooted in the sharecropping system largely drawing on the 

informal institution of the “extended family” were persisting. The gradual diffusion of 

manufacturing did not seem to be paralleled by a simultaneous change of the social 

organization. Low wages and temporary jobs were accepted because of the weakness of 

the labour market as an institution, substituted by the “extended family” which worked 

as a real self-regulatory system. In such a context dynamic pressures and attitude 

toward self-employment represented a key factor for the successful creation of 

manufacturing enterprises (Paci, 1973 and 1992)
11

. The boosting role of institutional 

factors (above all embedded in the labour market) and the peculiarities of the economic 

structure, were maintained to lead to the set of positive-feedbacks well described by the 

industrial district theorists (Brusco, 1982; Becattini, 1989). 

More recent evidence shows that the Italian economy has retained its delay in the 

industrialization process also during the last decades of the 20
th

 century. A closer look 

to the evolution of industrial specialization in the two areas has revealed the existence 

of significantly different regional patterns. Indeed, NEC regions show persistent 

increasing rates of specialization in manufacturing activity during the 1980s and 1990s, 

while in the North-West the weight of manufacturing sectors decreases (Becattini and 

Coltorti, 2006). It seems therefore that at the turning of the century NEC regions are 

characterized by specialization indexes very close to (and in some cases even higher 

than) the values featuring North-Western regions. Furthermore, empirical analyses have 

also shown that the differential dynamics of manufacturing sectors in the two areas are 

strictly related to the evolution of regional innovation capabilities (Quatraro, 2008). 

 

4 Data and Methodology 

In order to test the hypotheses articulated in Section 2, we drew the data from two 

sources. The first is the National Bureau of Census (ISTAT). Unfortunately this source 

presents some limitations  regarding the extension of detailed data. Longer time series 

(1980 – 2003) are available at the regional level, but just for five macro-sectors. The 

five sectors are agriculture and fisheries (ISIC 011-050), manufacturing (ISIC 151-

3720), constructions (ISIC 451-4550), financial intermediation, real estate, renting and 

business activities (ISIC 651-749), wholesale and retail, hotels and communication, 

transports and communication (ISIC 501-642).  

Further levels of detail are available at the regional level, but starting from 1995. We 

then focused the attention upon two service sectors, i.e. the Informatics (ISIC 72) and 
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the Communication (ISIC 64) service sectors
12

. The ISTAT also provides the regional 

breakdown of R&D statistics, articulated in public and private R&D expenditure, 

though the first observed year is 1982. We use data about value added, number of 

employees, gross fixed investments, and labour income to calculate regional multi-

factor productivity (see Appendix) and eventually assess its response to structural 

change
13

.  

The extent to which such a mutation is likely to engender an adaptation effort, 

sustained by innovative activity, can be investigated by looking at patent applications. 

To this purpose we have also drawn data from the European Patent Office (EPO) 

relative to the number of patent applications submitted in the period 1981-2003, by 

region. 

The limits of patent statistics as indicators of innovation activities are well known. The 

main drawbacks can be summarized in their sector-specificity, the existence of non 

patentable innovations and the fact that they are not the only protecting tool
14

. 

Moreover the propensity to patent tends to vary over time as a function of the cost of 

patenting, and it is more likely to feature large firms (Pavitt, 1985; Griliches, 1990).  

Nevertheless, previous studies highlighted the usefulness of patents as measures of 

production of new knowledge, above all in the context of analyses of innovation 

performances at the regional level (Acs et al., 2002). Besides the debate about patents 

as an output rather than an input of innovation activities, empirical analyses showed 

that patents and R&D are dominated by a contemporaneous relationship, providing 

further support to the use of patents as a good proxy of innovation (Hall et al., 1986). 

Moreover, the application to the European Patent Office is a time- and resource-

consuming process, which is likely to exert an ex-ante selection of the innovations to be 

patented. This allows us to identify high-value innovations stemming from systematic 

and more formalized innovation efforts, which are the object of our analysis. 

In Table 1 we report the industrial and regional breakdown of annual average growth 

rates of value added and employment, in the period 1995-2001. In the first five 

columns the data are at the macro-sector level. Let us focus on manufacturing and 

service sectors. As far as the former are concerned, employment growth rates are 

negative in North-Western regions like Piedmont (-0.5%) and Lombardy (-0.6%). 

Value added followed coherent dynamics in Piedmont (-0.1%), while in Lombardy it 

grew, even though at a far lower rate (+0.5%) than in other regions in the North-East-

Centre. The Aosta Valley is instead characterized by decreasing value added and 

increasing employment, while the Liguria region shows a comparative higher growth 

rate of value added (+2%) and a quite contained increase of employment (+0.2%). 

On the opposite, within the NEC area manufacturing sectors are characterized by quite 

generalized positive dynamics. In Trentino value added and employment grew 

respectively at 1% and 1.2%, while in Veneto the evidence is less pronounced (+0.7% 

and +0.2%). Down along the Adriatic coast, manufacturing value added in Emilia 

Romagna grew at an average rate of 1%, while employment growth rate is 0.5%. The 

evidence is even more striking in Central regions like Marches, Abruzzi and Molise, 

where the growth rate of value added ranges form 1.7% to 2.1% and that of 

employment reaches 1.5%.  

INSERT TABLE 1 ABOUT HERE 

For service sectors (columns 4 and 5) there are not clear-cut geographical patterns. 

Both value added and employment growth rates are positive in all Italian regions. This 
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is particularly striking in the case of financial intermediation services, where the growth 

rates reach 5.8% per year. In the last two columns we investigate the dynamics of the 

informatics and the communication service sectors. The first sector shows very high 

growth rates of employment, as compared to the latter. Even in this case in all Italian 

regions the figures range from +3.1% to +6.7% (with the only exception of Valle 

d’Aosta). The growth of employment in the service sectors related with informatics and 

communication therefore appears to be a pervasive phenomenon, and is especially 

relevant in the case of the former. For value added, the difference among the two 

sectors appears to be less pronounced, but even in this case growth rates are 

comparatively higher than those we have seen above in the macro-sectors. 

The evidence for patent applications is reported in Table 2. The difference between 

North-Western and NEC regions is quite marked in the first half of the 1990s. Indeed in 

Piedmont patent applications decreased of about 1.5%, and in Lombardy 2.3%.  In 

contrast, Trentino shows a growth rate of 4.3%, followed by the Marches (1.8%) and 

Emilia Romagna (0.6%). The difference is slightly reduced in the late 1990s for North-

Western and North-Eastern regions, while patent application keep on growing at faster 

rates in Central regions
15

. 

INSERT TABLE 2 ABOUT HERE 

The clues for the process of structural change are thus quite evident in the Italian case. 

Such a mutation takes the shape of a growing transition towards the knowledge-based 

economy. While North-Western regions are completely involved in the process, the 

NEC regions seem instead to be still characterized by a (delayed) diffusion of 

manufacturing activities, which coevolves with the rise of service sectors and is likely 

to shape innovation activities of firms within the late-industrialized regions
16

. 

 

4.1 Methodology 

 

The analysis we carried out in this paper is articulated in two stages. Firstly we test the 

hypothesis about the relationship between structural change and productivity growth, 

through the relationship between the change in the employment mix and the growth of 

TFP. According, among others, to Fabricant (1940 and 1942), Fagerberg (2000) and 

Metcalfe et al. (2006), when structural change is at stake, what deserves to be 

investigated is the impact of the change in the employment share of each sector. The 

basic econometric specification is the following: 

dlogTFPit/dt = αi + β1(logTFPi,t-1) + β2(dlogAGRi,t-1/dt) +   (1)  

+ β3(dlogMANi,t-1/dt) + β4(dlogCONi,t-1/dt) +  

+ β5(dlogTRADEi,t-1/dt) + β6(dlogFINi,t-1/dt) + ui  

 

In so doing we exploit both the time (t) and space (i) dimension in the panel data of 

Italian regions in the period 1980 – 2001. As noted above, this analysis considers the 

change in the employment share in the five macro-sectors (Agriculture, Manufacturing, 

Construction, Trade-Hotels-Restaurants, Real Estate – Financial and Monetary 

Intermediation). The variable logTFPi,t-1 is meant to control for mean reversion effects.  
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This first estimation intends to provide the frame within which we put the analysis 

carried out on more disaggregated data, but on a shorter time span.  Although having 

data over only the period 1995 – 2001 may create some problems, we estimate the 

following panel data model: 

  

dlogTFPit/dt = αi + β1(logTFPi,t-1) + β2(dlogMANi,t-1/dt)   (2) 

+ β3(dlogINFOi,t-1/dt) + β4(dlogCOMi,t-1/dt) + ui  

 

Where i still refers to the regions. It is basically similar to the previous model, except 

for the variables dlogINFOt/dt and dlogCOMi/dt, which are respectively Informatics 

and R&D services and Logistic and Communication services. Moreover, the model in 

equation (1) has also been estimated by splitting the whole sample in three 

geographical areas corresponding to North-West, North-East-Centre and South. It must 

be noted that all the models will also be estimated on the pooled sample, in order to 

check for the robustness of the results.  

It is worth emphasizing that a narrower focus on the second half of the 1995 is not 

merely due to data constraints. Actually in the second half of the 1990s the early clues 

of the transition process affecting Italy can be found. Such a process is characterized by 

the decline of manufacturing sectors and the rise of service ones, leading the system 

towards the so called knowledge economy (Antonelli and Militello, 2000; Berta, 2004). 

Indeed in the post-1995 the change in relative prices yielded negative effects on 

productivity, witnessing a general difficulty of the system in adapting to the changing 

environment (Quatraro, 2006).  

The second stage of the analysis is meant to test the hypothesis according to which 

mutation in economic environment is likely to engender a creative reaction ending up 

in the introduction of innovations. For this work, we are interested in investigating the 

relationship occurring between the dynamics of labour shares for each sector and 

patenting activity. It is quite evident that this kind of analysis should be limited to 

considering just manufacturing and service sectors, since the probability of generating a 

patent within the agriculture and construction sectors is very low. Moreover, it must be 

considered that the process of switching from agriculture to manufacturing has long 

been completed in Italy, while the direct comparison of manufacturing and services  is 

of interest now. In view of this, we estimate the following regressions: 

itittitiit
yearZXY  

 1,1,
''       (3) 

Where Yit is the number of patent applications as a proxy of innovative activity, Xit is 

the vector of variables related to the share of each sector, in particular manufacturing, 

trade, accommodation and communication and real estate, financial and monetary 

intermediation sectors, αit is the fixed effect and νit the error term. The vector Zit refers 

instead to control variables. Indeed, patent applications can be viewed as outcomes of a 

peculiar production process, whose main inputs are R&D expenditures (Griliches, 

1979). For this reason we include in our econometric specification two variables: 

BERDIND, i.e. the ratio between regional private R&D expenditure and GDP; 

GOVERDIND, i.e. the ratio between regional public R&D expenditure and GDP. All 

dependent variables in the estimation are lagged one year, in order to reduce the risk of 

spurious correlations. We also control for the time trend by including the variable year. 
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The equation (3) is subsequently estimated by splitting the sample firstly in two 

periods, i.e. distinguishing between data before and after 1995. Finally we carry out the 

estimations by distinguishing three macro areas, in the same vein as above, to check for 

systematic differences between North-Western and North-Eastern and Central regions. 

 

5 Econometric Results 

5.1 Structural Change and Productivity Growth 

In the first two columns of Table 3 we report the preliminary results of estimations of 

Equations (1). We carried out fixed effects estimations to control for cross-regional 

heterogeneity. OLS estimation on pooled data is also run in order to check for the 

robustness of the results. Controlling for regional fixed effects, the only significant 

coefficient for traditional sectors is for the growth rate of employment share in the 

construction sector, which is negatively related to the growth rate of TFP. The evidence 

about service sectors is very interesting. The coefficient on real estate, financial and 

monetary intermediation is indeed systematically positive and significant, meaning that 

an increase in the employment share of the sector determines an increase in TFP 

growth rates. This may well mean that at the aggregate level the increasing share of 

service sectors is likely to feed virtuous dynamics. On the contrary, the trade, hotel and 

communication sector shows up a negative and significant coefficient only in the fixed 

effect estimations. 

INSERT TABLE 3 ABOUT HERE 

In the last two columns of Table 3 we report the estimations of Equation (2) that, due to 

data constraints, narrow the focus of the analysis on the period 1995 – 2001. The results 

of such analysis dramatically change the scenario. Indeed the informatics and R&D 

sector does not show a significant coefficient, while the logistic and communication 

services turn out to positively affect TFP growth. This means that at least in the late 

1990s at the aggregate level the informatics sector still had to be properly developed 

(and this would provide an explanation to the difficulties of Italian economy in shifting 

towards a ICT-driven economy), while communication services have become a leading 

boosting factors. 

However, as already noted in Section 3, the aggregate picture hides the diverging paths 

of the twenty Italian regions. These patterns deserve instead to be carefully analyzed 

due to their analogy with the divergence observed at the international level. For this 

reason we now turn to investigate the productivity dynamics splitting the whole 

Country into three macro-areas. 

 

TERRITORIAL DECOMPOSITION 

In Table 4 are the results of the estimation of Equation (1), carried out by splitting the 

sample in the three macro areas introduced above. The results are fairly appealing. First 

of all it must be noted that the lag of TFP is positive and less than one in the NEC 

regions and in the South, but not in the North-West. This suggests the existence of a 

convergence. Moreover the coefficient on the employment share of manufacturing 

sectors turns now to be significant and positive in some areas. In particular it is 
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systematically so in the case of NEC regions, where the same result holds both for the 

fixed effects and for the pooled OLS estimation. This clearly supports the idea that in 

the period observed productivity growth in North-Eastern and Central regions still 

owed very much to manufacturing sectors, despite the general climate of change 

towards the service sectors.  

INSERT TABLE 4 ABOUT HERE 

Opposite to aggregate results, the trade, hotels and communication sector shows up a 

positive and significant coefficient in the NEC regions, while the impact is negative 

and significant in Southern regions. No significant effect can be found in North-

Western regions. The coefficient on real estate, financial and monetary intermediation 

services is systematically positive and significant in NEC and North-Western regions, 

and even of the same magnitude. The employment dynamics in the remainder of 

service sectors proved to be significant in NEC and North-Western regions, where the 

coefficient is positive.  

It seems clear that in the last two decades of the 20
th

 century the transition towards a 

service-based economy was still at a very early stage. While the reallocation of labour 

force in some service sectors yielded positive effects on productivity growth, the 

dynamics in traditional sectors and non-ICT service sectors had a counterbalancing 

effect. In this the most genuine positive dynamics can be found within NEC regions. In 

North-Western regions the situation appears to be more puzzling, while Southern 

regions still exert a retarding force. Let us investigate the effects of structural change on 

innovation in the light of these results. 

 

5.2 Structural Change and Innovation 

In this Section we investigate the relationship between innovation dynamics and 

structural change in Italian regions. The results presented so far show that on the one 

hand there are evident signs of the increasing weight of service sectors in economic 

growth, but on the other hand the weight of manufacturing sectors still remains 

significant, above all in NEC regions. The coexistence of these two phenomena is 

likely to stimulate firms in manufacturing sectors to creatively react to the changing 

economic conditions, by putting more efforts in high-value innovating activities.  

The use of patent applications as a dependent variable constrains the analysis to the 

innovative performances of the manufacturing sectors. Indeed cross-industry 

differences in propensity to patent provide a good background to the analysis of 

creative response dynamics within manufacturing-intensive regions, as in the case of 

service sectors patents have proved to play a very marginal role
17

. 

In Table 5 we present the results of preliminary aggregate estimations of Equation (3). 

It must be noted that due to the overdispersion of the data, and the large presence of 

zeros, negative binomial estimation should be more appropriate (Hausman et al., 1984). 

However we carry out also Poisson estimations to check for the robustness of our 

results. At the aggregate level it is evident that both the employment share of 

manufacturing and that of real estate, financial and monetary intermediation service 

sectors have a positive and significant impact on patenting activity. Moreover, it is 

worth noting that the coefficient on service sectors in col. (2) is far higher than the one 

on manufacturing sectors. These results strongly support the idea that the increase in 

the weight of service sectors triggers innovative efforts within manufacturing firms. 
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INSERT TABLE 5 ABOUT HERE 

In Table 6 the analysis has been carried out splitting the sample into two time-groups. 

Before 1995 only the real estate, financial and monetary service sectors has a positive 

and significant coefficient, while after 1995 the coefficients on all the macro sectors we 

considered are significantly positive. The two macro service sectors exert a very strong 

influence on patenting activity, along with a noteworthy impact of manufacturing 

sectors. This is consistent with the results about productivity growth. Manufacturing 

firms have undertaken considerable efforts to react creatively to the ongoing 

transformation. This has caused a productivity acceleration in part of the 

manufacturing, sustained by a parallel increase in the employment share. For this 

reason in the period after 1995 the employment share of manufacturing shows up such 

a positive relationship with patenting activity.  

INSERT TABLE 6 ABOUT HERE 

 

TERRITORIAL DECOMPOSITION 

In Table 7 there are the estimation results of Equation (3) carried out for each macro 

area. It is immediately evident that the situation for NEC regions resembles very much 

the aggregate one, in that coefficients on real estate, financial and monetary 

intermediation and manufacturing sectors are positive and significant. In this case 

however the coefficient on manufacturing employment is equal to or greater than that 

on services. This supports the idea that specifically in NEC regions the growth of 

manufacturing activities is still able to trigger innovation within the sector. For what 

concerns North-Western regions, real estate, financial and monetary intermediation is 

the only sector featured by a positive and significant coefficient, while the other two 

macro sectors shows a negative and significant coefficient.  

INSERT TABLE 7 ABOUT HERE 

This is to say that while an inducement mechanism is at stake, it is not paralleled by a 

revival of manufacturing sectors in the area. In particular, the negative sign on 

manufacturing is quite appealing. Indeed a pure version of the creative destruction 

hypothesis would have implied complete substitution of the new sector for the old one. 

However Schumpeter himself maintained that in changing contexts, there are some 

firms that survive because they are able to adapt to new conditions. In Italy this 

happened at least in two ways. On the one hand the organization of division of labour 

was considerably modified. In particular one could observe a stretching of the value 

chain, with a parallel shift towards downstream activities, with a low level of labour 

intensity. On the other hand, in advanced areas intensive investments substituted for 

extensive investments, with the consequent decrease of manufacturing employment.  

 

6 Concluding Remarks 

The grafting of the Schumpeterian legacy into Kuznets’ analysis of structural change 

proved to be fertile ground in gaining a better understanding of the interplay between 

productivity, structural change and innovation. 
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This is even more relevant due to the profound mutations occurring in most advanced 

countries. Indeed at the international level the shift of employment from manufacturing 

to service sectors is now well established evidence. It is  equally evident that some 

countries are managing the transition better than others. A seeming distinction between 

early and late knowledge-based countries is likely to occur, similar to the distinction 

between early and late industrialized countries proposed in the 1980s (Fuà, 1980). 

In this paper we investigated the evidence of Italian regions, as we believe it may be 

generalized both within and across other countries. Italian regions have been grouped in 

macro areas which reproduce the industrial and economic dualism observed at the 

international level. On the one hand there are North-Western early industrialized 

regions, on the other hand the North-Eastern-Central industrialized regions (Fuà and 

Zacchia, 1983). 

In particular, we found that the late-industrialized regions are still  undergoing  a 

process of economic growth driven by manufacturing sectors, wherein firms have 

undertaken failure-induced efforts to innovate. On the other hand within early-

industrialized regions the manufacturing sectors has gradually lost importance, but 

service sectors still face difficulties to take off.  

Hence within late-industrialized areas it is likely to observe situations characterized by 

the creative response of more recent manufacturing firms to the changing economic 

conditions. This is likely to exert a strong delaying effect on the transition towards a 

knowledge-based economy. At the same time, within early industrialized areas such 

efforts should be weaker, and the system should manage to complete the transformation 

in a knowledge-based economy, as long as service sectors are properly developed. 

The differential weight of service sectors in the NEC and North-Western regions may 

well be explained by looking at the relative stage of maturity they have reached in the 

process of economic development. Within the latter, the demand for business services 

has reached a critical mass, triggering division of labour and the increasing 

specialization in business services. NEC regions are characterized by the widespread 

presence of industrial districts, whose product specialization is reached by locally 

gathering firms working in a variety of vertically related industries. The bulk of 

competitive advantage of these productions lies in the capacity to adapt to changing 

market conditions. A possible reason behind such a low weight of business services 

may be due to the position of districts, with respect to the value chain. In late-

industrialized areas service activities are indeed likely to be performed within firms’ 

boundaries, and the composition of production activities turns out to be biased towards 

upward sectors. Further development would therefore require the shift of the 

boundaries of local systems of production, and position them in the downstream stages 

of the value chain.  

 

 

Notes 
 
1
The background research for this paper has been carried out during my visiting period at the CRIC 

– University of Manchester. Preliminary versions of this papers have been presented at the Department 

of Economics Lunch Seminar, University of Torino on 2007 May 10th, and at the 5
th

 EMAEE 

Conference organized at the Manchester Metropolitan University on 2007 May 17th-19th. I acknowledge 

the comments of Cristiano Antonelli, Alessandro Corsi, Francesco Crespi, Stan Metcalfe, Pier Paolo 



 

 15 

Patrucco, Erik Stam and Vittorio Valli, as well as the research grants of the Collegio Carlo Alberto and 

the funding of the European Union Directorate for Research, within the context of the Integrated Project 

EURODITE (Regional Trajectories to the Knowledge Economy: A Dynamic Model) Contract nr° 

006187 (CIT3). 
2
In Schumpeter’s view, firms’ behaviour is to be understood “on the one hand, as a result of a piece 

of past history and, on the other hand, as an attempt to deal with a situation that is sure to change 

presently - as an attempt by those firms to keep on their feet, on ground that is slipping away from under 

them” (Schumpeter, 1942: p.84). 
3
It is worth noting that a complementary demand-side approach may be elaborated. Metcalfe et al. 

(2006) establish a connection between demand dynamics and growth retardation through technological 

change. Their model accounts for dynamics of productivity growth as induced by output growth, through 

the self-propelling mechanisms fed by innovation activities. Growth rates are in turn unevenly distributed 

across sectors, producing structural change. The driving force generating such uneven distribution is to 

be found in the cross-industry dynamics of income elasticities, which affects demand dynamics and 

hence output growth for a given branch of activity. According to Smith, the increase of market 

dimensions is likely to foster technological change. Along the lines of Young, productivity growth in one 

sector is likely to have enhancing effects on productivity in other sectors, augmenting the growth 

process. A complementary approach focusing on the role of active consumers can be found in Fatas-

Villafranca and Saura-Bacaicoa (2004). 
4
The countries are Great Britain, Germany and United States. 

 
5
The industries are cotton textiles, railroads, steel, automobiles and electric power. The institutional 

innovations are the factory system, the corporation and the modern financial system. 
6
It is fair to note that the term economic structure refers to a stream of different and yet closely 

relate processes, involving the distribution of employment across sectors, the dimensional distribution of 

productive units and their organizational forms. In this approach, structural change is the main driver of 

economic history, along with technological change (Kuznets, 1977). 
7
It is fair to stress that while this approach mainly lies upon the supply side, it is worth recalling the 

demand-side framework developed by Luigi Pasinetti (1981 and 1993). The author proposed a view of 

the consumer as characterized by a hierarchy of needs, or order of priorities among groups of needs and 

services. Economic growth implies necessarily the growth of income. As income increases, consumption 

choices tend to shift from one group of goods of goods and services to another. This shift of consumers 

across demand schedules is the main cause of structural change. As he put it “employment in each sector 

i […] moves through time at a rate of change equal to the rate of population growth plus the rate of 

increase of per capita demand for commodity i” (Pasinetti, 1981: p. 95). 
8
An authoritative reference in this respect is the work by Wilfred Salter (1960). 

9
 The grouping of Italian regions is as follows. North-West: Piedmont, Lombardy, Valle d’Aosta 

and Liguria. North-East: Veneto, Emilia-Romagna, Friuli Venezia-Giulia,Trentino Alto-Adige. Centre: 

Tuscany, Abruzzi, Marches, Lazio, Umbria and Molise. South: Campania, Apulia, Calabria, Basilicata, 

Sicilia and Sardegna. 
10

 Different frameworks have been proposed to interpret this polarization. An alternative and yet 

complementary approach stresses the importance of differential patterns of industrial organization, which 

counterpoise systems based on large enterprises to systems based on small firms organised in industrial 

districts. 
11

 The empirical analysis carried out by Garofoli (1994) addresses the issue of firms creation quite 

exhaustively. 
12

Empirical evidence indeed shows that the development of complementary sectors matters to the 

diffusion of ICTs (Crespi, 2007). 
13 

We acknowledge that differences in levels and rates of change of TFP may be subject to non-

univocal interpretations. While Solow (1957) associated TFP growth with technological advances, 

Abramovitz (1956) defined the residual as some sort of measure of ignorance. Nonetheless it remains a 

useful signalling device, in that it provides useful hints on where the attention of the analysts should 

focus (Maddison, 1987). 
14 

On this point see the work by Levin et al. (1987) and the subsequent works inspired by the Yale 

survey. 
15

According to many scholars, the positive dynamics featuring the industrial districts which 

flourished in late-industrialized regions in Italy, are responsible for fairly vigorous innovative activity. 

See for example the works by Patrucco (2005) concerning the Emilia-Romagna technology district, the 

works by Belussi (2003) and by Belussi and Arcangeli (1998) concerning both the North-Eastern 

regions, and Belussi (1999),and Boschma and Ter Val (2005) for more recent evidence about Southern 

regions. 
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16
A more detailed analysis reveals that in metropolitan areas within the North-West service sectors 

display a very good performance, in spite of the very strong manufacturing roots. It would hence seem 

that the diffusion of the knowledge-based economy should take off from these early bulwarks of 

industrialization (Quatraro, 2007). 
17

The debate about the nature of innovation activities within service sectors has recently received 

increasing attention. Tether (2005) and Consoli (2007) offer good critical syntheses. Evangelista and 

Sirilli (1998) and Evangelista (2000) present the Italian evidence, emphasizing the very marginal role 

played by patents in innovation dynamics within service sectors. 
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Methodological Appendix 

The effect of structural change on productivity growth is estimated after having 

calculated TFP following a growth accounting approach (Solow, 1957; Jorgenson, 

1995; OECD, 2001). The output of each industry, Y, is produced from aggregate factor 

inputs, consisting of capital services (K) and labour services (L). Total factor 

productivity (A) is defined as the Hicks-neutral augmentation of the aggregate inputs. 

Such a production function is as follows: 

),( LKfAY           (A1) 

Whose general Cobb-Douglas version takes the following format: 


LKAY           (A2) 

Under the assumption of perfect competition and constant returns to scale, TFP 

growth is derived as the growth of output minus a share weighted growth of inputs. 

)/ln()/ln(/ln/ln dtLddtKddtYddtAd       (A3) 

Where α and β represent the factor’s share in total factor income, and α + β = 1, 

with a bar representing the averages over the period. Following Jorgenson et al. (2006), 

to reduce the possible biases in the computation of TFP, we also accounted for the 

changes in labour quality, calculated as the ratio between labour input and hours 

worked. Equation (3) can be hence rewritten as:  

dtLQddtLddyKddtYddtAd /ln)/ln()/ln(/ln/ln     (A3’) 

Where LQ = L / H. The labour share is calculated as the ratio between labour 

income and total income, while the capital share is derived as a residual. 

A basic problem arises, due to the unavailability of capital stock estimations at the 

regional level. In our own estimations we follow the procedure set out by Maffezzoli 

(2006), which can be summed up as follows. The official procedure to compute the 

capital stock is the Permanent Inventory Method (PIM). We assume fixed expected 

service lives, simultaneous exit mortality patterns and linear depreciation. As a 

consequence, the real gross capital stock can be computed as: 







1

0

~ d

itt
IK          (A4) 

Where d is the expected service life, and It the real investment flow at time t. The 

depreciation of capital stock is simply equal to dKD
tt

/
~

 . The discrete approximation 

of such a relationship is:  

)2/()
~~

(
1

dKKD
ttt 

          (A5) 

Finally the net capital stock obtains directly from 


 


1

0 1
]2/)12(1[

d

i tt
diIK  or 

via the accumulation equation 
tttt

DIKK 
1

. 

The accounting data at regional level provide series about gross fixed investments. 

To make calculations of regional capital stocks we drew the capital stock estimations 

and the depreciation data at the national level. Then we estimated the average expected 

service life of aggregated assets by rearranging Equation (A5) as follows: 
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)2/()
~~

(
1 ttt

DKKd


          (A6) 

The results suggest that the aggregate assets are expected to live on average about 

34 years. Unfortunately the data about regional accounts are available only starting 

from 1980, so that we have not enough observation to compute the capital stock. We 

hence constructed a time series for the actual, time-varying and nation wide 

depreciation rate, defined as 
1

/



ttt

KD , and then took the 2001 as a benchmark 

starting point. We finally extended the series before and after 2001 using the following 

relationships respectively: 

)1/()(
,,1, ttititi

IKK 


       (A7) 

ttitti
IKK 

1,,
)1(          (A8) 

This methodology has some drawbacks, such as approximating a linear 

depreciation scheme with a geometric one, ruling out regional differences in 

depreciation rates and some necessary degree of measurement error. However, given 

the availability of the data, it provides a good approximation for the purposes of our 

work. 
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Figure 1 - Feedbacks among Innovation, Structural Change and Economic Growth 
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Table 1 – Regional Breakdown of Value Added and Employment Growth Rates, by Industry (1995-2001) 

 Agricolture and 
Fisheries 

Manufacturing Construction Trade, Hotels 
Communication 

Real Estate, 
Fin&Mon Int. 

Informatic 
Services 

Communication 
Services 

 Added 
Value 

Empl. Added 
Value 

Empl. Added 
Value 

Empl. Added 
Value 

Empl. Added 
Value 

Empl. Added 
Value 

Empl. Added 
Value 

Empl. 

Piemonte 0.001 -0.041 -0.001 -0.005 0.011 0.008 0.017 0.011 0.018 0.038 0.021 0.046 0.031 0.004 

Valle d'Aosta 0.029 -0.051 -0.006 0.005 -0.085 0.024 0.018 0.002 0.009 0.012 0.009 0.010 0.054 0.006 

Lombardia 0.024 -0.028 0.005 -0.006 0.013 0.007 0.016 0.014 0.029 0.042 0.022 0.046 0.033 0.005 

Liguria -0.010 -0.026 0.020 0.002 0.052 0.015 0.019 0.009 0.018 0.026 0.022 0.038 0.019 0.000 

Trentino A. A. 0.030 -0.022 0.010 0.012 0.040 0.023 0.016 0.010 0.027 0.043 0.026 0.048 0.039 -0.005 

Veneto 0.022 -0.030 0.007 0.002 0.007 0.018 0.021 0.017 0.029 0.048 0.030 0.049 0.027 -0.002 

Friuli V.G. 0.020 -0.033 0.002 -0.005 -0.004 0.011 0.021 0.011 0.024 0.036 0.027 0.036 0.036 0.001 

Emilia Romagna 0.024 -0.036 0.010 0.005 0.039 0.011 0.014 0.011 0.025 0.043 0.027 0.046 0.024 0.001 

Toscana -0.017 -0.012 0.011 -0.003 0.037 0.022 0.019 0.013 0.030 0.044 0.029 0.047 0.018 -0.002 

Umbria 0.012 -0.039 0.010 0.014 0.019 0.012 0.022 0.022 0.033 0.052 0.033 0.043 0.021 -0.007 

Marche -0.009 -0.061 0.015 0.005 0.010 0.019 0.024 0.015 0.031 0.041 0.029 0.044 0.040 -0.005 

Lazio -0.003 -0.014 0.015 -0.003 -0.004 0.017 0.022 0.009 0.013 0.037 0.019 0.042 0.031 -0.014 

Abruzzo 0.005 -0.036 0.017 0.014 0.018 0.014 0.017 0.014 0.024 0.042 0.022 0.038 0.033 0.012 

Molise 0.019 -0.065 0.021 0.015 0.001 0.024 0.032 0.019 0.032 0.060 0.036 0.067 0.026 0.003 

Campania 0.011 -0.044 0.010 0.000 0.012 0.018 0.028 0.017 0.028 0.041 0.031 0.049 0.037 0.001 

Puglia -0.010 -0.023 0.007 -0.001 0.023 0.027 0.027 0.015 0.026 0.038 0.030 0.048 0.027 -0.009 

Basilicata 0.010 -0.049 0.032 0.040 -0.022 0.016 0.035 0.012 0.025 0.043 0.026 0.050 0.014 -0.020 

Calabria 0.015 -0.032 0.030 -0.002 0.004 0.001 0.033 0.011 0.024 0.041 0.021 0.031 0.042 0.001 

Sicilia -0.006 -0.028 0.003 0.004 0.000 0.011 0.031 0.017 0.025 0.050 0.030 0.053 0.046 -0.001 

Sardegna 0.023 -0.028 -0.001 0.005 -0.016 0.012 0.028 0.024 0.031 0.058 0.036 0.049 0.023 -0.013 

Source: Elaborations on ISTAT data. 
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Table 2 –Patent Applications, Quinquennial Growth Rates 

 1990-1994 1995-1999 

Piemonte -0.015 0.057 

Valle d'Aosta -0.139 -0.139 

Lombardia -0.023 0.060 

Liguria 0.090 0.030 

Trentino A. A. 0.043 0.068 

Veneto -0.003 0.100 

Friuli V.G. -0.025 0.013 

Emilia Romagna 0.062 0.094 

Toscana -0.031 0.058 

Umbria -0.112 0.098 

Marche 0.018 0.060 

Lazio 0.004 0.061 

Abruzzo -0.099 0.374 

Molise 0.220 0.139 

Campania 0.070 0.056 

Puglia -0.045 0.095 

Basilicata 0.000 0.347 

Calabria 0.102 0.322 

Sicilia 0.036 -0.030 

Sardegna -0.139 0.102 

Source: Elaborations on EPO data. 
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Table 3 – Results of Econometric Estimantio of Equations (1) and (2) 

 Fixed Effect 

(1) 

Pooled OLS 

(2) 

Fixed Effects 

(3) 

Pooled OLS 

(4) 

Const -.0378** 

(-2.11) 

-.0046 

(-1.12) 

-.138* 

(-1.85) 

.0047 

(0.91) 

logTFP t-1 .0186* 

(1.92) 

.0004 

(0.52) 

.0894* 

(1.98) 

-.0006 

(-0.47) 

dlogAGR t-1/dt -.0133 

(-0.49) 

-.0127 

(-0.51) 

  

dlogCON t-1/dt -.0414** 

(-2.18) 

-.0383** 

(-2.13) 

  

dlogMAN t-1/dt .0165 

(0.47) 

.0432 

(1.42) 

.0539 

(0.79) 

.0181 

(1.32) 

dlogTRADE t-1/dt -.0842* 

(-1.70) 

-.0597 

(-1.34) 

  

dlogFIN t-1/dt .0923*** 

(4.13) 

.0961*** 

(4.52) 

  

dlogOTHERS t-1/dt .0479 

(0.19) 

.0566 

(1.29) 

  

     

dlogINFO t-1/dt   -.0785 

(-0.18) 

-.039 

(-0.77) 

dlogCOM t-1/dt   .2066** 

(2.15) 

.1867** 

(2.16) 

     

Adj. R-Square 0.39 0.34 0.31 0.18 

     

F-test 8.97 8.89 4.46 3.90 

     

N 420 420 120 120 
Dependent variable: dlogTFP/dt. 

Notes: t of Student between parentheses. All estimations include time dummies. 

Key: *p<0.1 ; **p<0.05; ***p<0.01 
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Table 4 – Results of Estimation of Equation (1), by Macro-Area 

 North-East-Centre North-West South 

 Fixed Effects 

(5) 

Pooled OLS 

(6) 

Fixed Effects 

(7) 

Pooled OLS 

(8) 

Fixed Effects 

(9) 

Pooled OLS 

(10) 

Const -.0542** 

(-2.11) 

.0.136*** 

(2.93) 

.0386 

(1.00) 

.0133 

(1.54) 

-.0473 

(-1.47) 

 

logTFP t-1 .0238* 

(1.69) 

.0002 

(0.18) 

-.0186 

(-0.90) 

-.001 

(-0.93) 

.0450** 

(2.33) 

.0043* 

(1.77) 

dlogAGR t-1/dt .0169 

(0.50) 

-.0045 

(-0.15) 

-.0662 

(-1.21) 

-.0585 

(-1.11) 

.1136 

(1.35) 

.0762 

(0.92) 

dlogCON t-1/dt .0015 

(0.06) 

-.0241 

(-1.12) 

-.0691 

(-1.28) 

-.0914* 

(-1.73) 

-.0037 

(-0.08) 

-.0145 

(-0.30) 

dlogMAN t-1/dt .217*** 

(3.42) 

.1472*** 

(2.91) 

.2413* 

(1.88) 

.1615 

(1.40) 

-.0050 

(-0.08) 

.0107 

(0.17) 

dlogTRADE t-1/dt .1241* 

(1.79) 

.0481 

(0.83) 

.2177 

(1.24) 

.0927 

(0.58) 

-.1971* 

(-1.62) 

-.2008* 

(-1.68) 

dlogFIN t-1/dt .1578*** 

(5.56) 

.1395*** 

(5.31) 

.1609* 

(1.82) 

.1117 

(1.42) 

.0899* 

(1.67) 

.0722 

(1.30) 

dlogOTHERS t-1/dt .1931*** 

(2.94) 

.1129** 

(2.07) 

.2877** 

(2.15) 

.2022* 

(1.67) 

.0925 

(0.67) 

.0652 

(0.48) 

       

Adj. R-Square 0.58 0.5 0.55 0.31 0.49 0.27 

       

F-test 8.75 8.74 2.47 2.36 3.29 2.72 

       

N 210 210 84 84 126 126 

       
Dependent variable: dlogTFP/dt. 

Notes: t of Student between parentheses. All estimations include time dummies. 

Key: *p<0.1 ; **p<0.05; ***p<0.01 
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Table 5 – Results of Fixed Effect Estimation of Equation (3) 

 Poisson 

(1) 

Negative Binomial 

(2) 

logMANt-1 1.670*** 1.372*** 

 (0.135) (0.201) 

logTRADE t-1 0.0846 -0.304 

 (0.219) (0.456) 

logFINt-1 1.657*** 2.249*** 

 (0.117) (0.102) 

BERDINT 0.00794** -0.00649 

 (0.00374) (0.00860) 

GOVERDINT 0.0127* 0.0294* 

 (0.00725) (0.0173) 

Year 0.0264*** 0.00514*** 

 (0.00338) (0.000341) 

   

Wald Chi-Sq. 5906.1 1766.7 

   

N 380 380 
The dependent variable is patent counts. 

Note: Standard errors in parentheses. 

Key: *p<0.1 ; **p<0.05; ***p<0.01 
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Table 6 –Results of Fixed Effect Equation (3), Time Decomposition 

 Year < 1995 Year ≥ 1995 

 Poisson Neg. Bin. Poisson Neg. Bin. 

logMANt-1 0.764*** 0.194 2.515*** 2.416*** 

 (0.230) (0.323) (0.448) (0.472) 

logTRADEt-1 0.140 -0.0712 2.358** 2.941** 

 (0.365) (0.616) (0.928) (1.325) 

logFINt-1 1.866*** 1.847*** 0.868 2.618*** 

 (0.177) (0.151) (0.529) (0.203) 

BERDINT -0.0111** -0.00633 -0.0339** -0.0285 

 (0.00491) (0.00979) (0.0168) (0.0228) 

GOVERDINT 0.0256*** 0.0369** -0.00486 -0.0283 

 (0.00922) (0.0156) (0.0202) (0.0404) 

Year 0.0205*** 0.00420*** 0.0744*** 0.00916*** 

 (0.00723) (0.000554) (0.0183) (0.00101) 

     

Wald Chi-Sq. 2044.11 792.1 726.74 577.5 

     

N 240 240 140 140 

The dependent variable is patent counts. 

Note: Standard errors in parentheses. 

Key: *p<0.1 ; **p<0.05; ***p<0.01 
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Table 7 – Results of Fixed Effect Estimation of Equation (3), Territorial Decomposition 

 North-East-Centre North-West South 

 Poisson Neg. Bin. Poisson Neg. Bin. Poisson Neg. Bin. 

logMANt-1 2.011*** 2.122*** -1.177* -0.828** 1.708*** 1.250*** 

 (0.216) (0.359) (0.702) (0.348) (0.520) (0.452) 

logTRADEt-1 0.552* 0.730 -3.163*** -2.668*** 2.063* 1.621* 

 (0.294) (0.683) (0.870) (0.519) (1.102) (0.888) 

logFINt-1 1.266*** 2.122*** 1.443*** 2.376*** 2.715*** 1.405*** 

 (0.167) (0.158) (0.269) (0.291) (0.213) (0.365) 

BERDINT 0.00460 0.0339 0.0202 0.0701** -0.174** -0.219*** 

 (0.00772) (0.0215) (0.0478) (0.0292) (0.0848) (0.0738) 

GOVERDINT 0.0366*** 0.00611*** 0.000935 -0.0239*** 0.00831*** 0.0741*** 

 (0.00561) (0.000529) (0.000976) (0.00751) (0.00111) (0.0151) 

Year 0.0443*** 0.0213 -0.00842 -0.0207*** 0.00306 -0.0408 

 (0.00962) (0.0192) (0.00928) (0.00674) (0.0654) (0.0485) 

       

Wald Chi-Sq. 3245.14 931.71 2242.66 575.8 557.03 313.78 

       

N 190 190 76 76 114 114 

The dependent variable is patent counts. 

Note: Standard errors in parentheses. 

Key: *p<0.1 ; **p<0.05; ***p<0.01 

 

 

 


