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PART I: OVERVIEW



Chapter 1 - Structural change and the knowledge-base economy: An
international overview.

1.1 Introduction

The economies of advanced capitalistic countrie® leen experiencing a process of
dramatic reshaping of their structure for some desaTo be fair, such process of structural
change has constantly interested economic systam#, manifested itself formerly as the
shift from agriculture to non-agriculture actividieand subsequently as movement from
manufacturing sectors to service activities. Ineotlvords, structural change is an inherent
characteristics of capitalistic economies, and iboth a cause and a determinant of restless
economic growth (Metcalfe, 2002). While this phemmon has largely attracted the attention
of leading economists in the past, there is scattantion today to the economic analysis of
structural change and to its relationships witheotkey dynamics like technological change

and economic development.

This chapter aims at providing evidence of the eiwgdi relevance of structural
change in the present economic conditions. Whilsthyctural change one can mean different
things, our descriptive effort will be based on thest traditional usage of the term, which
refers to the change in the sectoral compositiomadlern economies. We will than provide
empirical evidence of the links between the waydtrral change actually takes places in
advanced countries, i.e. the increasing weight @ilvise activities; the dynamics of
technological change, with particular respect te theation, diffusion and exploitation of
information and communication technologies (ICTand the increasing centrality of
knowledge exchanges within production processes.efherging picture will represent a sort
of empirical context to frame the analysis condddtethe rest of the book, which aims at
extending the application of a structuralist apploao the analysis of technological
knowledge and of the networks of knowledge gemegatigents, by showing that these are
strictly intertwined and that they are tied by & ckerecursive feedbacks and loops such that
they can be effectively accommodated by using theiktic tools of complexity theory.

This chapter is organized as follows. The nextisecwill provide a synthetic
overview on the different theoretical contexts withvhich the term “structural change” is
actually used in the field of economics. SectidghWill discuss data on the evolution of value
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added and employment share in manufacturing andiceeactivities across advanced
countries, so as to show the topicality of the wsialof structural change. In section 1.4 we
stress how the transition towards service basedagsi®s made it possible a change in the
technological paradigm leading to the creation difidision of ICTs. A mutually enforcing
dynamics between structural change and technologgrabe devised in this respect. Section
1.5 put forth some key implications of structurdadnge and ICTs diffusion, i.e. the increasing
relevance of knowledge utilization for productionrposes. Data on knowledge production
will show how faster rates of growth can be obseémecorrespondence of relatively higher
shares of service activities with respect to mactufang ones. Section 1.6 will draw some
preliminary conclusions, by emphasizing the neegjavenate the study of structural change
by extending its domain of application and intequgtperspectives on different parts of

economic activities.

1.2 On the different meanings of structural change.

The term “structural change” is far from having @ivwcal meaning in the field of
economics. For example, in econometric theory,iseae of structural change refers to the
behavior of the parameters of a model in the cowmfséime. The usual assumption of
stationarity is commonly made, according to whicle or all of the relevant parameters of the
econometric model are constant over time. Howestenctural breakscan occur, such that
one of these parameters changes at some time isathpled period. The econometrics of
structural change allows to identifying structusataks in time series by providing a rich set
of tests (Hansen, 2001).

On a different ground, the concept of economiccstme plays an important role in the
field of industrial organization, with particulaespect to the structure-conduct-performance
paradigm. In this approach, the economic performasfcan industry is a function of the
behavior of buyers and sellers which, in turn, firgction of the industry’s structure (Bain,
1956). Industry structure includes here some vhagalike the number and size of economic
agents, the technology, the barriers to entryetttent of vertical integration and the degree
of product differentiation (Scherer, 1980; McWitha and Smart, 1993).

Within the localized technological change approtghterm structural change is used
to indicate changes in relative prices of productfactors. The change in relative factors, in

9



contexts characterized by high irreversibility dasalnded rationality is likely to engender a
reaction in economic agents that confronted witlo talternatives, i.e. either adapt or
innovate. Both of these alternatives imply somestis economic agents, i.e. switching costs
or innovation costs. When switching costs are ingdft higher due to irreversibility of
previous production choices, innovating may turbtowe a better solution. The introduction
of technological change appears therefore as acomat of pressures coming from the
changing conditions of factor markets, and it iedied towards the increasing exploitation of
the production factor which has become cheapersdhdynamics in turn are likely to
introduce further alterations of the economic dtites engendering further innovation efforts
(Antonelli, 2003).

However, in a more traditional perspective theamobf structural change is related to
changes in the patterns of sectoral compositionoohtries and regions over the process of
economic development. The pillars of this line afjeiry are usually found in the seminal
works by Simon Kuznets (1930) and Arthur Burns @93Their works provide indeed a
former and impressive empirical evidence concerrhgy rise, the growth and the fall of
industrial sectors and the linked shift in the msinurces of industrial leadership in different
countries. The economic development of countriek ragions is in this perspective strictly
tied to the performance of their leading industrisd the ability to maintain an enduring
competitive advantage is strongly influenced by #idity to foster the establishment of

industries in the growing phase of their developmen

A much overlooked influence on this strand of asiglgomes from the somewhat less
celebrated workndustry and Traddoy Alfred Marshall (1919). In such book the kegttas
underlying the trade between nations are analyagdgmphasizing the cyclical behavior of
industry performances and the evident relationshijgtween a country’s industrial
specialization and its economic leadership. Theaisd the fall of British economic power are
analyzed in this perspective, and contrasted whin émergence of German and French
industrial leadership. Marshall also emphasizeditipgortance of production techniques in
shaping a country’s competitive advantage, as aglhe availability of innovative inputs to
the production process. Moreover, he stressed ghiait the book that the considerations
about the dynamics of industry and trade among tc@sncan be very easily adapted to the
analysis of economic interactions among regions\a@n smaller territorial units. In this
sense, he provided a much wider toolkit to undadstesecular changes within economic

systems, by anticipating not only Kuznets’ and Bugpeculations, but also touching some
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key issues that would have been further develogedoseph Schumpeter (1939 and 1942)
and Francois Perroux (1954).

In this book we will move by focusing on the praxesf structural change as
conceived in this last and most influential strasfdanalysis. Although the origins of this
approach date back to about a century ago, weshallv in the next section the relevance of
investigations in this field in the present econorwnditions, and maintain in the rest of the
chapter that the cross-fertilization with economaésknowledge is necessary in a context
shaped by the transition towards the knowledgeebasenomy.

1.3 The timeliness of the analysis of structural change in modern

economies

The effects of structural change on the processanomic development have
recently received renewed attention. On the onedhaome studies dealt with structural
change by focusing on the consequences of bothchiheging specialization of national
economies in favour of “hi-tech” activities, ancetiap with countries specialized in “low-
tech” activities (Fagerberg, 1994 and 2000). Onadtfer hand, some authors investigated the
effects of structural change on the returns to R&dvity and on the tendency of the rate of
profit to fall (Frantzen, 2000; Wolff, 2003; Quatra2009a).

The topicality of structural change is well refledtin the data on the changing
distribution of employees across industries in difeerent advanced countries. While in the
1970s much of the attention of economists was giteerthe shift of employment from
agriculture to manufacturing activities, in the moscent years a gradual shift from
manufacturing to service sectors has begun to ctaize the dynamics of advanced

capitalistic economies.

The data reported in Figure 1.1 provide an impwvessketch of such a process. The
share of employees in four sectors, i.e. manufaxgufinancial intermediation, transport and
storage and communication, real estate and rerdimd) business activities, have been
calculated on the basis of data supplied by theni@gen Growth and Development Cehtre

The diagram compares the four main economies. Vitemce about the EU-15 aggregate

1 We used the EU KLEMS database, available at the WRw.euklems.net.
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and the US looks very similar. Even if we miss Wador the first half of the 1970s, we can
notice that for the both of them the share of elygds in manufacturing falls over the whole
observed period. However, in the late 1990s the o&fall in the US becomes slightly faster
than the EU-15 so that at the end of the obsereedg i.e. in 2007 the share is about 13% in
the US and 16% in the EU-15. The dynamics of Jafightly drift from such observed trend.
While in Japan the initial share of manufacturingpéoyees was at about 33%, like in the EU,
we observe a steep decrease up to 1975, and tpesvalent stationary dynamics around
some 27% share just until 1990. Then we observedest decrease until 2000, such that the
share never falls below 20%. Interestingly enowgice 2001 the manufacturing employment
share started increasing, though at a pretty slaw. rA very different situation can be
observed in the case of Korea. In the early 1948k smployment share was just below the
25% but it started immediately to increase at & Vast rate until 1976, so that it arrived at
40% in 5 years. Then it remained rather stabld @888, when it started to decrease so as to
arrive at about 21% in 2007. It would seem as ifdéohad gone through the two different
aggregate phases of strengthening and subsequenetage of manufacturing activities in a

relatively very short time span.
>>> INSERTFigure 1.1 ABOUT HERE <<<

We can reasonably conclude by now that a procegsaoiual decrease in the weight
of manufacturing activities is ongoing in the fdey observed economies. It is as much
reasonable wondering where employees outgoing fraanufacturing sectors are directed.
Figure 1.1 shows the existence of interesting dyosmoncerning the sector gathering real
estate, renting and business activities. The nebsvant evidence is related to the US. Indeed
one can observe that the employment share in seclice activities is continuously
increasing over time at a pace such that in 2064 tutperformed manufacturing activities
and got to some 17% share on total employment.U®ievidence is then very informative
and it can be considered as archetypical of thenndebated transition process to the service
economy which, after all, is exactly the effectaoflynamics of structural change. The EU-15
performance is not comparable in terms of magnjtadhough it has followed the same
trend. The share of private business services thtdegan to grow in the early 1980s, while in
the 1970s in the US it was already increasing,itoigmained well below the manufacturing
over the observed time span, so that in 2007 it atasbout 14%. The Japanese evidence
looks very interesting in this respect. Indeedhalgh the employment manufacturing share

therein remained around 20% in the 2000s, theastate, renting and business activities grew
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so much that in 2007 they also approached the 2@¥eswhich is far above the US and the
European evidence. Therefore, Japan seemed todaanght up and actually outperformed
both US and Europe in this respect.

It can be useful now to look at within-Europe diffieces in terms of evolutionary
patterns of employment in manufacturing and sersadors. Figure 1.2 shows the evidence
concerning Germany, France, Italy and Spain, whiely be taken as representative of most
advanced continental European countries. As ex@etite country showing the highest share
of manufacturing employment in the 1970s is Germ@put 40%), followed by Italy (about
35%) and then Spain and France on similar valussua30%). The differential dynamics are
very interesting. The country that appeared to hawesued the most the transition from
manufacturing to service based economy is Franoe.nfanufacturing employment share fell
from 30% in 1970 to 14% in 2007, while real esta¢@ting and business activities arrived at
about 16%. The French evidence resembles very nigck)S one. The German evidence is
also characterized by a marked decrease of manufagtshare, which in 2007 was half the
value of 1970, like in France. The same also appbeSpain. In Italy the situation is slightly
different, as the decreasing trend emerged relgtiage. On the contrary, in the first half of
the Seventies the manufacturing share showed la sigrease and then it remained stable up
to the end of the decade. One can observe a fleimanufacturing share of employment in
Italy only in the early 1980s, and anyway at a sateh that in 2007 was at about 23%, i.e.
even higher than the German situation. This suggeselative delay of Italy with respect to
the other advanced European countries.

>>> INSERTFigure 1.2 ABOUT HERE <<<

Figure 1.3 provides the evidence concerning sonmghNgeuropean countries like UK,
Sweden, Denmark and Finland. That of UK is the neestient European case of transition
towards a service-based economy. The share of metuahg employment falls constantly
over the observed period from about 35% in 1978kout 10% in 2007, i.e. of about 71%,
with an average annual growth rate of -1.8%. Onctirary, the share of real estate, renting
and business shows en enduring increase, whichigd more marked along the whole 1980s.
Interestingly enough, also the financial intermédrasector is characterized by a significant
growth, at the turning between the 1970s and ti8®4.9The three remaining countries share a
common dynamics of manufacturing employment shahéch is at about 30% in 1970 and

constantly falls along the observed period. Su@reshemains however well above the 15%
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in the case of Sweden and Finland in 2007, whikrives at about 14% in Denmark. For
what concerns the dynamics of service sectorsjrapdrticular of the real estate, renting and
business activities, we can observe a common isgr@drend, although at evidently different
rates. In Sweden the service employment shareases at a pace that experiences a marked
acceleration in the second half of the 1980s, wb#gamark experienced such a boost at the
end of the 1990s and the beginning of 2000s. Tiuatsdn is a bit different in Finland, where
the increase of service sectors is relatively simoot

>>> INSERTFigure 1.3 ABOUT HERE <<<

The gradual shift from a manufacturing-centric teeavice-based economy does not
involve the only reallocation of employees acrasdustries, which is a somewhat long-
lasting process, but also and mainly a changeeardtus of value creation. Figure 1.4 shows
the evolution of value added share in the four@scacross the EU-15, USA, Japan and
Korea. The data about the value added share areowfse in line with the evidence
concerning the evolution of employment share. H@wewe can notice how the dynamics of
value added seems to anticipate that of employnietihe case of US, for example, the value
added share of real estate, renting and busindastias overtake that of manufacturing
sectors already in 1986, while the same occurseénemployment share only in 2004. The
same evidence can also be observed in the cadg-@bEountries. The value added share of
private business services overtakes that of matwfag in the early 1990s, while there is no
evidence yet of such overtaking for what concehnesemployment data. We could reasonably

expect to observe it in a few years.
>>> INSERTFigure 1.4 ABOUT HERE <<<

If we move to continental European countries (Feglirs), the impression of a lag
between value added and employment dynamics rec&iviher support. The reallocation of
employment across sectors is likely to follow tlkeallocation of value added. This is fairly
evident in the case of France, where we can sedfhtbantersection between manufacturing
and private business sectors occurs in 1986 fort wiwacerns value added and in 2002 for
what concerns employment. In the case of Germaaly bnd Spain such overtaking of
services employment share is never observed, whilee case of value added it is observed
in 1998, 2001 and 2004 respectively. This woulgigest that even in continental Europe the
transition to a service based economy is abouai gpomentum, although with a significant

delay with respect to US. Finally, Figure 1.6 shdis evidence about value added share in
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North-European countries. The main trend is cordatnalso by these data, though the case
UK suggest a shorter lag between the overtakingvalied added share and that of
employment. It is interesting to note how the iasiag weight of service activities appears to
be well established in the 2000s in Denmark anddeweaccording to value added data,

which suggest the converging evidence also of eynpémt share in a decade.
>>> INSERTFigure 1.5 AND Figure 1.6 ABOUT HERE <<<

The evidence presented so far speaks for the tdapicd the analysis of structural
change. Although such a line enquiry dates backexy remote times, the structure of
advanced capitalistic economies are interested tynéinuous pressure to development and
mutation. Structural change is an intrinsic chamastic to the process of restless economic
growth, of which it is both a cause and a consecglelh is important to stress since now that
structural change involves the industrial compositof economic systems, but it is not
limited to this. It implies indeed a multidimensa&rconcept which is related also to changes
in the size distribution of firms and in the orgaation of production activities. More recently,
the evidence concerning the productivity surgenefS in the 1990s stimulated a debate on
its causes, which introduced another piece to thezlp of structural change, i.e. the
contribution of information and communication teolugies (ICTs) to the development and
establishment of service sectors. The next segtibrdiscuss such aspect of the process, and
provide the basis to introduce another key elemehich concerns the increasing relevance
of knowledge both as an input and as an outpudwar@ced capitalistic economies.

1.4 The role of ICTs in the recent dynamics of structural change

The changing composition of industrial activitiesjth particular respect to the
increasing weight of service activities to detrimmeh manufacturing ones, provided a fertile
humus for the effective introduction, adoption amtiffusion of information and

communication technologies (Antonelli, Patrucco gndhtraro, 2007 and 2008).

From a historical viewpoint, the path leading te tieneration and adoption of ICT
emerged out of a collective and interactive proceskiced by relevant changes in the
economic environment. Since the late 1960s, twgatrs after World War 11, the US was
experiencing a progressive erosion of its econoamnd technological leadership. The
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combined effect of the convergent catching up ahgeting countries, the international
diffusion of mass production and science-basedn@olgies (Nelson and Wright, 1992) and
the exhaustion of technological opportunities ia themical and engineering technologies,
resulted in a strong decline of US internationainpetitive advantage and a productivity
slowdown (Griliches, 1980). This decline in perfamse induced a myriad of interdependent,
sequential and creative efforts directed towards thtroduction of complementary
technological innovations. The main result of thdsgelopments has been the creation of a
new technological system with a strong skill biasthe decades following their introduction,
ICTs have considerably improved, and have slowtaed the features of a general purpose
technology (GPT). These technologies have a hagret of fungibility, that is, usable in
many different contexts, strong complementaritied aonsiderable spillover effects. Along
with the improvements, the diffusion of ICT acrddS firms stemmed from a process of

sequential, creative adoption (Lipsey et al, 2005)

Empirical analyses of the recent unexpected USuymtbdty surge have clearly shown
that the main responsible of such growth revivathi& late 1990s is technological change, in
particular the introduction of the new informatiand communication technologies (ICTs)
(Jorgenson, 2001). Along these lines, a rathernelet® body of literature offered cross-
country comparisons of the ICTs contributions todurctivity growth. While the evidence
related to the diffusion of the technology is sorhatvmixed, the data about productivity
suggest the existence of a new process of diveegbatween US and some other advanced
countries in Europe (Daveri, 2002; Timmer and vak, 005).

The development of ICTs is clearly the result otamplex set of technological,
historical, economic and institutional factors. T¢mupling of the evidence concerning the
role of ICTs in economic development with that cenming the movement towards a service
based economy suggests that out of the so manyirma&bements, the process of structural
change observed in the last decades provided thecdgomy with a competitive advantage,
which translated in an increased diffusion of IGdstered by the rise of service activities,
which in turn boosted the rate of growth of produtt. ICTs are indeed technologies
showing a strong bias towards the employment ohlizigualified human capital, able to
confront with the increasing specialization in thigpply of knowledge-intensive business

services.
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Structural change therefore interacts with indondl and economic change so as to
shape the patterns of technological change. ool at the data on the contribution of ICTs
to value added growth across different countrieggure 1.7), it is very evident that in the US
it started increasing in the early 1990s and thexperienced a sudden acceleration up to the
end of the decade. In the following years such rdaution decreased and remained pretty
stable around 0,40. This is partly due burstinthefNASDAQ bubble in 2000, but also to the
changing pattern of contribution of ICTs to produty growth (Jorgenson et al., 2007). The
data reported in Figure 1réfer to the contribution of ICT capital to the gt of value
added, which was influenced by the fast rates difirtelogical progress in the field, high
competition and declining prices. Such dynamicgattarized the phases of fastest diffusion
of ICTs, but then tended to stabilize. In the nresent years it is the efficiency gains in the
production of ICT-related capital to have generdteximost relevant positive effects. These

latter, however, are mostly reflected in produtyiatatistics than in value added growth.

The data concerning Japan do not display any pdatipeak in the contribution of
ICTs to value added growth. We can observe a raégedar cyclical behaviour and identify a
slightly decreasing trend since the second hathef1990s. As already noted, Japan clearly
lags behind US in terms of changing industrial sgation in favour of service activities.
These are in turn the main users of ICTs and ageetbre the main responsible of their
diffusion. The scarce contribution of ICTs can bende related to the relatively low
development of user services. Moreover, the glalbakion of labour in the production of
ICTs is such that only the mature modules of prtidacprocess have been moved towards
Eastern countries in the recent years, while thetmpoomising in terms of expected returns

have been retained in US (Fransman, 2007).

In the mid diagram of Figure 1.7 we can observe ghigation concerning the
continental European countries. First of all, itsnioe noted that in such areas the contribution
of ICTs is far lower than that observed in the U&romost of the observed period. Only in
2000s they appear to converge, partly as an edfdotancial markets shocks. The situation is
instead very different in Northern European cowstriAlthough we can notice a pretty
marked cyclical behaviour much in line with thedmsnce analyzed so far, in the second half
of the 1990s both UK and (even more) Sweden expeztk levels of ICTs contribution to

value added growth comparable to those of US. Thisery coherent with the general

2 Source EU KLEMS database, provided by Groningesw@r and Development Centre.
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evidence concerning the relative stronger weighsawice sectors in these countries with

respect to continental Europe.
>>> INSERTFigure 1.7 ABOUT HERE <<<

In order to gain a more comprehensive understanafiige comparative dynamics of
ICTs diffusion one can look at the share of GDPeexjiture for some main ICT-related
goods and services. In Table 1.1 we report the redipee for computer and office
equipment, broadband and telecommunications anarnnaftics services. These data are
derived from input-output statistics provided by tOECD, for what concerns European
countries, and the Bureau of Economic Analysiswbat concerns the US evidence. These
figures refer to both firms and households expemnditOf course, such a difference in data
sources, and hence in product classification, makdsficult to compare the US and the

European evidence. However we can well comparditferential dynamics.
>>> INSERTTable 1.1 ABOUT HERE <<<

On the whole, all of the three identified produste®w a positive trend in the second
half of the 1990s. It is also quite interestinghtiie that both UK and US show a decrease in
the expenditure for computers in the early 2000s]eshey experienced an increase in the
GDP share invested in broadband and telecommuaicas well as informatics services.
Within Europe, UK is the country with highest steaid GDP expenditure in each product
category, which is fairly in line with the fact thadappears also as the European country that
mostly resemble the US dynamics of structural ckakgcouraging figures are related to the
French and German situation, the path of which tde/¢he service economy has appeared as
well established. Within this framework, Italy appe to have a relatively high delay in the
exploitation of the potentials linked to the difims of ICTs, which is preventing from the

establishment of sound growth paths.

The evidence discussed so far emphasizes thewmtarty between the process of
structural change and technological change. Iniqouéat, it provides further support to the
idea that the increasing specialization in seractvities has created a fertile ground to the
adoption and diffusion of ICTs. Of course this dyopart of the story. ICTs are the outcome
of technological efforts carried out mostly in tb& and engendered by failure-inducement
dynamics set up by the oil crisis in the 1970s #rel subsequent productivity slowdown.

Institutional factors related to the definition stBndards and the rise of venture capital also
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played an important role. The rise of service ssct@as been crucial in setting in motion
positive dynamics on the demand side, ensuring dd&ision for such technologies and
creating the condition for further development amgplications (Quatraro, 2011). This
synergy has paved the way to much deeper changedvanced economies, by creating the
conditions for the emergence of systems based en ctieation and exploitation of

technological knowledge.

1.5 The emergence of the knowledge-based economy

The effects of the introduction of ICT have beemwedul. The US economy has been
enjoying a new surge in productivity since the 19B%e ICT industry has played a key role
in this as a result of the rapid technological depeents in the semiconductor industry. The
persistent and steep decline in the price of semdigctors has been transmitted downwards in
the value chain, affecting the semiconductor usetass, and especially the producers of
telecommunication equipment and software (Jorgen®f)©1). The productivity gains
stemming from the spread of ICTs are due both tremses in efficiency in upstream
industries and to the flows of creative adoptiofisi@Tl's in downstream sectors. These
technologies have enabled knowledge spilloverdi¢orést of the system and as a result of
intense competition, the new upstream industrie® lieen unable to retain the full stream of
benefits stemming from the new technology. This bagendered a flow of pecuniary
externalities (David, 2001a).

Strong US technological leadership has encouragadwa international division of
labour which reversed the situation that prevaitethe 1980s. The US quickly became the
main producer and user of ICTs, while the resth&f &dvanced countries are engaged in
creative adoption involving adapting the technolagythe idiosyncratic conditions of their

markets and industrial structures.

Because of the strong directional skill bias of $Ca& digital divide is emerging
between countries that are ‘properly’ endowed, thathat have the ‘right’ amount of human
capital and access to the knowledge commons. Thesgerly’ endowed countries are able
to participate in the process of cumulative techgmial change and creative adoption. Other
countries can, at best, adopt ICTs passively ajaydawer chances to take advantage of the
new opportunities for productivity growth. ICTs agibal in character because they bring
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about increases in productivity and efficiency,bstitat their adoption is profitable across a
great array of products and processes, and regiNesertheless, asymmetric effects
stemming from the strong skill bias and the differendowments of human capital must be

accounted for in examining these effects (Anton20i03).

Since the early 1990s the adoption of ICTs has rpadsible the emergence of global
corporations based on distributed coordination gsees, selling worldwide customized
products, manufactured and assembled in a varfetggions, while retaining in their home
countries the skill-intensive activities. This tders especially evident in the new service
industry and, in particular, in the new knowledgeensive-business service sector (Dunning,
1993).

Specialization in new knowledge-based services rilgt heavily on the quality and
variety of advanced digital communication charazesr the transition to the new knowledge
economy in advanced countries. ICTs are increagimglportant for a wide scope of
knowledge services that range from entertainmentheéalth and financial services to
education and logistics. The advent of digital tedbgies changes the context in which
knowledge-based services were traditionally sugpli€Ts allow remote interaction between
different actors, while in traditional servicesyanteraction implied physical proximity. ICTs
change the way in which services are deliveredwsasdi, and the way in which services are
provided to final users. ICTs are crucial also harges in the way new knowledge services

are used and contributed to by final and interntgdiaers (Von Hippel, 2005).

The centrality of knowledge in the economy haseased so much that a new branch
of economics actually emerged and consolidatedha last decades, i.e. economics of
knowledge, which analyzes the conditions leadinghto creation of knowledge on the one
hand, as well as its economic effects on the otlaexd (Foray, 2004). Much attention has
been provided in this respect to technological Kedge and to the benefits stemming from
its application to production processes. In Chagteve will dig in more detail into the
economic theories dealing with knowledge. By nowisiimportant to stress the close link
between the increasing rates of knowledge produciiad the recent dynamics of structural

change which led to the increase in the sharergicgeactivities and the diffusion of ICTs.

The analyses of technological knowledge have bemrducted by relying on a
relatively small number of indicators. They are thogroxy variables to measure and

guantify the phenomenon. The most used indicatanndoubtedly the number of patent
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applications filed by economic agents, which argragated at different levels, say firms,
regions or countries. The use of patents as a piarxtechnological knowledge has been put
forth by Zvi Griliches in the 1970s, and furthervdmped by his students, who developed
different perspectives on the exploitation of sdelta for economic investigation. Although
patent applications show important limits that wi# eiscuss at due length in further on, they
nonetheless provide a useful representation ofeffectiveness of knowledge production

process across the economies, at least for whaeoomanufacturing sectors.

In order to complete the picture on the actualvaabee of structural change and its
linkages with the increasing role of knowledge @vanced economies, we reportFigure 1.8
and Figure 1.9 data about knowledge production ragigd by patent applications. The
former report the number of patent applicationsimithe Patent Cooperation Treaty (PCT).
Such data are drawn by the OCED Science and Temimdhdicators (OECD, 2009). In
order to account for cross-country size differertbestotal number of patent applications has
been divided by the number of employees provide@&lpningen Growth and Development
Centre, so as to obtain a relative measure of pateactivity which is more useful for the
purpose of comparison. In the top diagram we complae four main players on the world
economy. One can immediately observe that theofateeation of knowledge is positive over
the whole observed period. In particular, in the th&re is a significant boost in the second
half of the 1990s which becomes even more evidettie 2000s. This represents interesting,
though descriptive, empirical evidence of the cgpmndence between the gradual dominance
of service over manufacturing activities, which &®e evident in the US already in the
1990s, the diffusion of ICTs and the increasingvahce of knowledge production activities.
The evidence about Japan and Korea is as muclestitgg, as we can observe a sudden
acceleration for the former since the second Hatlfi®@ 1990s while in the latter this occurs in
correspondence of the end of the same decade. Th&5Eaggregate shows a smoother
dynamics in which the growth rate, differently frahe other countries, decreases in the early
2000s.

>>> INSERT
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Figure1.8 ABOUT HERE <<<

In order to better understand the European evideheemid diagram of the figure
shows the evidence of continental European cowntiiren controlling for cross-country
differences, patenting activity in continental Epeoseems to be far lower than in the US or
Japan. As expected, the countries showing the gm&trmances are Germany and France,
which experience a marked acceleration in the skbaif of the 1990s. Indeed these appear
to be also at the forefront in the changing spetbn in favor of service activities, despite
the relatively high share of manufacturing thatl gtersists in Germany. The Italian and
Spanish evidence confirms instead the relative ydefathese two countries. The bottom
diagram shows finally the evidence concerning N&tinopean countries. These figures are
comparable to the US and Japanese evidence atsomis of magnitude. This is especially
true for what concerns Denmark, Finland and Swedehije the UK shows figures
significantly below those of such countries. Thestbgerforming country is here Sweden,
closely followed, and actually overcome in 2001,Fwgland. The acceleration in the rate of
creation of new knowledge in these two countriesuaged in the first half of the 1990s, while

it can be observed towards the end of the decatieinase of Denmark.

The data on knowledge creation provide thereforeisaful complement to the
understanding of the implications of the recentadyits of structural change which took the
shape of a transition from manufacturing to serldased economic systems. Further
interesting information can be obtained by lookaighe share of patent applications within
the PCT which are related to ICTs. In Figure 1.9 report the dynamics concerning US,
Japan, Korea and EU-15. We can observe that Jajghbl @ retain the highest relative levels
of ICT-related patents for almost the whole obserperiod. In particular, the US became
dominant in the second half of the 1990, i.e. m pleriod in which its productivity dynamics
was mostly driven by the creation, diffusion anglekation of ICTs. Such position has been
retained up to 2002, when it was overtaken by Kamd Japan. In the mid diagram the data
about continental European countries suggest thgainaFrance and Germany have a
significant advantage with respect to Italy andiBp&ermany outperformed France only in
the second half of the 1990s, while in the resthef observed period the curve concerning
France was constantly above those of the othertgeanlt must be noted, however, that the
share of ICT-related patents never went above 38& i central European countries, while in
the case of US and Japan the peak was reache&afl#f® bottom diagram provides instead

the evidence about North-European countries, shpthat since the early 1990s Finland has
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taken the lead of this group, growing constantlyil #007 at a rate such that in 2007 about
60% of its patents were in ICT related technolog&seden follows Finland, although with
significantly lower values, while UK and Denmarle atharacterized by dynamics which are

not particularly relevant.
>>> INSERT Figure 1.9 ABOUT HERE <<<

These data allow us to gain a more comprehensieturpi of the structural
transformation ongoing in advanced capitalisticnernies, so as to include the increasing
relevance of knowledge production and, in particulathe second half of the 1990s, of
technological knowledge related to the developnaemt creative adoption of ICTs. We are
now in the position to draw some preliminary cosaas that will serve as a basis to develop

the heuristic framework in the next three chapters.

1.6 Conclusions

The analysis of industrial and technological dyr@miallows to outlining an
interesting picture representing the evolution ofuctural features of most advanced
economies. Three main groups of countries cleanherge, on the basis of the relative
advancement in the transition process towardswaceerand knowledge-based economy. The
US appears to be the leader in this context, gtosdlowed by Japan and, more recently,
Korea. North-European countries appear to be ctearaed by a somewhat long lasting
tradition of high service share in the economy,utito the data on knowledge production
suggest the establishment of a significant actoke in this field only in the late 1990s. The
central European countries show instead a quiteyingr delay, which can partly explain why
the persistence of US leadership is challenged daysby some Eastern countries, but not at
all by European ones. Out of these latter, FrandeGermany are clearly far better positioned
than Italy and Spain, in which industrial activigem to be still too much dependent on the
evolution of manufacturing activities. The low léveof knowledge production suggest
moreover that such activities are hardly specidlinethe production of high-tech goods, and
are more likely to involve mature and labor-inteessectors which are now more and more

developing in areas characterized by lower wagssratr unskilled labor.
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The evidence discussed in this chapter suggesintpthat structural change deserves
to be properly investigated in order to fully urgtand differential dynamics of economic
development. The matching of economic variable vathnological indicators also calls for
a more extended approach to the analysis, involailsg the appreciation of the role of
innovation dynamics. The integration of innovatammd knowledge into the picture can be far
reaching, in that it lends itself to a broader daeslon of the concept of structural change. In
particular, the recent developments on the dynarofcsollective knowledge generation
through the recombination of dispersed and fragetehhowledge provide the basis to bring
about into the framework of analysis the structufraetworked agents as well as the structure
of knowledge bases. Each structure is likely tal@racterized by its own architecture, which
in turn is likely to have effects on the actualfpenances on the working of whole system. A
complex chain of feedbacks and mutual enforcingadyios can therefore take place in this
direction. The location aspects play a key rolethis respect, in that they are likely to
introduce powerful constraints to the way suchcitmes evolve over time as well as to the
way each structure exerts its influences on therathes.

The next part of the book will be devoted to theedepment of a path moving from
the traditional theories of structural change, gothrough the integration of the theories
about innovation and knowledge production, so agetoto a temporary synthesis based on
the heuristic tools provided by the complex systeimsory and its applications to the

economic domain.
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Figure 1.1 — The evolution of manufacturing share of employment across Europe, US, Japan and Korea.
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Figure 1.2 — The evolution of manufacturing share of employment across Germany, France, Italy and Spain.
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Figure 1.3 — The evolution of manufacturing share of employment across UK, Sweden, Finland and Denmark.
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Figure 1.4 — Evolution of value added share across EU-15, USA, Japan and Korea
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Figure 1.5 — Evolution of value added share across Germany, France, Italy and Spain
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Figure 1.6 — Evolution of value added share across UK, Sweden, Finland and Denmark
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Figure 1.7 — Contribution of ICTs to value added growth
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Table 1.1 — Share of GDP invested in ICTs (%)

1995 1996 1997 1998 1999 2000 2001 2002 2003 2004
Computers and Office Equipment’
Germany 3.422 3.512 3.775 3.686 3.836 3.869
France 1.966 2.014 2.018 2.041 2.056
United Kingdom 2.465 2.426 2.502 2.442 2.319 2.312 2.162 2.128 2.128
Italy 1.946 1.884 1.953 2.011 1.938 1.929 1.872
United States 3.711 3833 3763 3.789 3.337 2786 2.657 2.859
Broadband and Telecommunications?
Germany 1.681 1.756 1913 2272 2337 2401
France 1.827 2.033 2.299 2.490 2.678
United Kingdom 2.792 3.095 3.359 3.732 3.684 3.806 3.775 4.137 4.248
Italy 1.445 1.560 1.675 1.848 1.947 1.864 2.013
United States 1.892 2.434 2.685 2.878 3.092 3.129 3.178 3.284
Informatics services’
Germany 0.956 1.177 1422 1493 1.603 1.912
France 1.514 1.680 2172 2280 2.478
United Kingdom 1.523 1.767 2.244 2.711 3.103 3.261 3.607 3.802 4.383
Italy 1.208 1.359 1.403 1.541 1.738 1.717 1.893
United States 0.914 1.308 2.017 1.604 1.588 1.667 1.663 1.719

Source: Elaborations on Input-Output data BEA and OECD.

Notes:  product code: USA (334+335) and OECD (30+31)
2Product code: USA 513 and OECD 64

3Product code: USA (514+5415) and OECD 72
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Figure 1.8 — Dynamics of patents per 1000 employees
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Figure 1.9 — Share of ICTs patents on total applications
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PART II: THE THEORY



Chapter 2 -Structural change and the long run dynamics of economic
growth.

2.1 Introduction

The dynamics of structural change do not represgiitenomenon limited in time space, but
it rather looks like a continuous process ongoimglifferent geographical and industrial contexts,
linked to the phases and cycles of economic dewatop. The empirical evidence provided in the
previous chapter speaks for this, and shows howhrmaneven are growth rates across sectors and,
for the same sectors, across different countries.

Since its origins, the concept of structural chamgkates the changes in the sector
composition of the economy. It has been then eaddby using it to denote additional phenomena
like changes in firms’ size distribution or institns. While there is a wide body of empirical
evidence talking this issue, analytical models egkatively less numerous. Some models are
grounded on the supply-side, focusing on the asymeneynamics of labour productivity, while
other models draw upon a demand-side approach,lyrazased on the inclusion of nonhomotetic
preferences in neoclassical growth models or oreEnépw. Both types of approaches share the
same limitations, in that technological changeesognized as important aspect of the process, but
it is evoked as exogenous. Such drawbacks have dogressed by evolutionary models based on
replicator dynamics, which have the clear merititaw the attention of the intrinsic relationships
between the analysis of structural charggda Kuznets and the Schumpeterian analysis of
technological change.

This chapter elaborates the path driving from tte@edent scholars dealing with structural
change to the articulation of the intertwining withe study of technological change. Section 2
explores the origins of the analysis of structaetednge in economics, moving from Smith through
Marshall and Young. Section 3 illustrates the dtedathree-sector hypothesis, emphasizing the
consequences in terms of convergence across regiahsountries. Section 4 provides an overview
on the analytical approaches to the analysis atstral change, while Section 5 articulates thle lin
between structural change and technological chdngshowing similarities and complementarities

between Kuznets and Schumpeter. Finally Sectiom@igees provisionally conclusions.

2.2 The origins of the analysis of structural change in economics

36



The identification of the origins of the analysisstructural change in economics is not a
very easy task, for at least two sets of reasomst, it is difficult to detect a unique meaning of
structure and structural change in economics. Skdbe utilization of the term ‘structural change’
is relatively recent, and it is likely that key hats in economic science have dealt with structural
change without having explicitly mentioned it.

We have already noted in the first chapter that téven structural change can indicate
different research contexts in economics. A forsystematic analysis of the different meanings
that this expression can take in economics caminedfin Machlup (1963). He provided indeed an
extensive list of the uses of terms, by assesdswthe clearness degree of the utilization. Thetmo
common use of the term concerns the different gaarents of productive activity in the economy,
with particular reference to the different disttilon of productive factors among various sectors of
the economy, various occupations, geographic regitypes of product, and so on and so forth
(Machlup, 1963: p.XXX). The key reference in theéspect is the Nobel laureate Simon Kuznets,
who dedicated most of his research activity, whagt be the object of detailed analysis in what
follows, to the analysis of the changing distribatiof employment across industries and the
relationship between stage of development andnbtastrial composition of national economies
(Kuznets, 1930 and 1973).

However, some more remote contributions can bedadealing with similar issues, put
forth by the founding fathers of the economic sceenFor example, Adam SmithWealth of
Nations (1776) articulated as a main hypothesis that tleeease in the final demand for goods
engenders the division of labour, by creating neanbhes of activity. Moreover, Adam Smith
explicitly stated thatthose countries which have successfully developespexialization in
manufacturing activities are those mostly reaping benefits stemming from the division of labour
i.e. efficiency gains: “The most opulent nationsgeed, generally excel all their neighbours in
agriculture as well as in manufactures; but theg eommonly more distinguished by their
superiority in the latter than in the former” (SmitL776, p.XXX). In Smith the industrialization
process is strictly linked to the division of lalbpwhich in turn contributes to the accumulation of
new skills and competences. The division of labisualso at the basis of technological change,
channelled both by learning dynamics (the increatedexterity) and the creation of new
machineries, often stemming by “the ingenuity a& thakers of the machines, when to make them
became the business of a peculiar trade; and sgrttgabof those who are called philosophers, or
men of speculation” (Smith, 1776: p. XXX). Thus, time Wealth of Nationspoor countries are
those mainly specialized in agriculture activitiadereby the division of labour is limited by the

nature of the tasks to be carried out and therefareyield very limited productivity gains. On the
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contrary rich countries, what we would call todaleVeloped countries” are those specialized in
manufacturing activities, better suited to be aftted in different tasks so as to increase prooiuct
efficiency. It must be also noted that in Smithustural change does not concern just the sectoral
composition of economic systems, but also the argéion of production within organizations.

As Silva and Teixeira (2008) noted in their biblietmc survey on structural change, besides
Smith, there are also other ‘classical’ economigt® dealt with the changing composition of
economic structure, although not explicitly. Riaard817) noted how sustainable output growth
requires the growth of production factors. As tlessical production factor, i.e. land, is limited,
sustainable output growth can be attained onlyuiystituting produced for non-produced inputs,
and as a consequence, by managing the shift freragg@cialization in agriculture to manufacturing
activities. On more analytical grounds, Quesnay587and Marx (1885) also provided
contributions to the understanding of the changeaainomic structure. The former explored the
interdependencies among industrial sectors, pragasdescription of the analytical structure of the
economy based on the concept of ‘natural propastibetween sectors. In a similar perspective,
Marx distinguished between constant and variabpetalaand argued that the increase in the ratio
between the former and the latter implies a re-pribgning of the various commodities produced.

Classical economists provided therefore a formeatinent of the intrinsic change of
economic structure typical of capitalist economisg identified a clear pattern directed towards
the increasing weight of manufacturing activitieshwespect to the agriculture ones. Surprisingly
enough, the most recent surveys on structural ehdlguger, 2008; Silva and Teixeira, 2008)
neglects a fairly important contribution in thisnse, coming from another key author for the
discipline, i.e. Alfred Marshall. In particulamdustry and Tradg1919) anticipated most of the
arguments that would have been put forth by Simoanets (1930) and Joseph Schumpeter (1939).
The core of Marshall’'s argument is that trade pasieleserve to be investigated in that they reflect
a country’s industrial leadership. The context tbick the analysis applies is of course one of
international division of labour, in which the rexdion of transport costs play a key role in allogvin
for the extension of final markets to foreign caoied. However, the author stresses that his line of
reasoning also applies to the analysis of tradeslbetween regions or even smaller areas, for
which anyway statistics are hardly available. lis herspective, the balance of payments represent
a useful source of information, which of coursaas exhaustive, but which helps identifying where
to concentrate the interest of the researcher.

According to Marshall, the advances in industriesvhich the country already possess a
competitive advantage is likely to strengthen imé¢ional trade. If a country already shows an

excess output in an industry which is absorbednbgrimational markets, advances in that industry
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will improve the production process, making theafigoods even more attractive for foreign
buyers. On the other hand, advances in an industghich the country is outperformed by other
countries should reduce the trade flow, as the avgments will lead the country to reduce the
imports of the good produced.

The pattern of industrial specialization is therefa key aspect influencing the trade
between nations. However, competitive advantagesnat supposed to characterize the same
industries forever, and accordingly industrial keathip of countries is likely to follow the evoloi
of the main industries they are specialized insTdues not imply necessarily the switch to difféeren
activities, which can be eventually attained ordyaaresult of a very slow process. An alternative t
cope with the challenges coming from emergent a@mtwvhich are likely to follow a delayed
development path similar to those of the advanaeskois the introduction of improvements, not
only technical, to increase the efficiency of protilon processes. In this direction, the investments
in the education sectors turns out to be crucialcfmuntries specialized in activities which are
already ahead in the stage of development. Marphallides an account of these dynamics hardly
relying on strong statistical bases, but providimgresting description of the patterns of evolutio
of industrial leadership and of trade flows in GrBdtain, France, Germany and the United States.
In this sense his work can be considered a dengelnation in business history, in which changes
in economic structure affect different dimensiamsging from foreign trade to the organization of
production.

Marshall emphasis of division of labour also masgks important difference from Adam
Smith’s articulation of the concept. As is madeacl| thePrinciple of Economic$1890), Smith’s
argument is mostly focused on the dynamics andetfexts of division of labour within firms’
boundaries. Thus, the benefits stemming from thesidn of labour, channelled by the increased
dexterity, saving the time that should be devotepass from a task to another, and the introduction
of new machineries, these are all related to tte¥mial economies of the firm.

Marshall pushes the argument farther and articsitdite analysis of the division of labour at
the system level, anticipating the analysis of #woeirces of industrial differentiation in local
contexts. The key point in this respect lies in @énalogy that Marshall put forth between physical
and social organisms, of which industries are ote@mpla: “[...] the development of the organism
[...] involves an increasing subdivision of functigobetween its separate parts on the one hand, and
on the other a more intimate connection betweem'ttilarshall, 1920 [1890]: pp. 200-201). Such
a differentiation implemented through the divisminlabour at the industrial level is also likely be
characterized by a higher degree of integrati@n,imterconnections between the different parts of

the industrial organism: “Each part gets to be lard less self-sufficient, to depend for its
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wellbeing more and more on other parts, so thatdisgrder in any part of a highly-developed
organism will affect other parts also” (Marshal®2D [1890]: p.201).

Marshall’'s analysis of external economies is grashan localized industries, i.e. in
contexts characterized by the concentration ofrifass activities of similar character. In theses
contexts one can observe the dynamics of diffew#ati and integration at work. Although the
reasons behind the specialization of specific agraegions in some industrial activity may be
diverse, the localization of industry is likely engender system dynamics which benefit firms
operating therein. Such dynamics consist of thé kredwn Marshall’s externalities. An important
part of these consists of the fact that “subsidiemges grow up in the neighbourhood, supplying it
with implements and materials, organizing its iafand in many ways conducting to the economy
of its material” (Marshall, 1920 [1890]: p. 225)nd localization of industry therefore enhance the
division of labour at the industry level as a resmto increasing volume of output stemming from
increasing demand. Horizontal and vertical diveratfon coexists, the latter taking advantages also
of the opportunity for upstream firms specializadchismall part of the production process to supply
many downstream firms operating in different antitgehnically similar industries, so as the make
the most efficient use the highly specialized maehy. The extent of the market has therefore
effects on individual firms which are different fnothose showing up at the industrial level. The
increase of the volume of production always incedae level of external economies, increasing the
general efficiency of the system.

These arguments have been further developed by Mbung (1928), who grafted Adam
Smith analysis of division of labour into a dynarMarshallian framework in which specialization
leads to speciation of new industries closely imtgred with one another. According to his
analysis, increasing returns are likely to geneeatsnomic advantages in the context of roundabout
methods of production. Such advantages are laggelyar to those arising from the division of the
labour, but Young argues that “we look too muchtted individual firm or even [...] at the
individual firm (Young, 1928, p.531). In order toagp the effects of the economies generated by
increasing returns one needs to shift the attenfrom large-scale to large production, by
considering the overall output of the economic aystather than the dimensions of the market with
which the single firm is confronted. In this direct “increasing returns are reflected in changes in
theorganisation of industrial activiti€gYoung, 1928: p. 537, italics added).

In line with Marshall, Young stresses that the meifect of the growth of production is
industrial differentiation, which translates intoet diversification of the production of both final
goods and intermediate goods. This latter phenomeiso particularly relevant in modern

economies, in which “over a large part of the fieldindustry an increasingly intricate nexus of
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specializing undertakings has inserted itself betwe¢he producer of raw materials and the
consumer of the final product” (Young, 1928: p. p38his process, when originated by the
increase of the volume of production, generateseasing returns: “(i)n so far as it is an adjusttnen
to a new situation created by the growth of thekeiafor the final products of industry the division

of labour among industries is a vehicle of incregseturns” (Young, 1928: p. 538).

Although Young emphasis on the relationship betwgendimension of the market and
industrial differentiation may be interpreted adyamamics driven by consumer behaviour, it must
be noted that on the contrary the advantages @éasing returns become manifest as long as
roundabouts methods of production is at stake. ®hisxplicitly underlined by the author: “the
largest advantage secured by the division of lalamong industries is the fuller realising of the
economies of capitalistic or roundabout methodgroduction” (Young, 1928: p.539). In other
words, high growth rates of an industry are likelymake it more effective the articulation of the
production process in different tasks carried guséparate firms. The disentangling of the phases
of production realized in such a way may give risenew industries which are obviously

complementary (or auxiliary) to the original o increase in the demand for the final
good produced by the original industry has posigffects, economies of second order, which
translate in the increase in the derived demandtterproducts supplied by firms in auxiliary
industries, which can in this way fully exploit thapacity of their production process. This in turn
allows to lower unit costs of production, whichrtséate in lower prices for downstream firms.

Young therefore firmly believes in the necessityldok at industrial operations as an
interrelated whole, the same way as Marshall reptesl industrial activities as an organism made
of separated and yet complementary functions. F@atwoncerns the understanding of the process
of structural change, he clearly has the merit agehextended Marshall’'s analysis of external
economies so as to investigate the benefits stegfinom increasing returns generated by the
division of labour at the industrial rather thae firm level. The creation of new industries, owne
branches of economic activities, is thus fully egelteized, even in absence of technological
progress, altering the sectoral composition ofdb@nomic system. However, since Smith, through
Marshall and Young, the economic life is ruled bgrket transactions. Such assumption becomes
more and more difficult to hold as the industry maewards an organization characterized by
increasing vertical division of labour, whereby usttial differentiation is dominated by the
emergence of auxiliary sub-industries showing éhtdggree of integration. A clear problem of
coordination arises, which is not taken up by thihars. As Richardson (1972) suggests, the higher
the complementarity between economic activitieg thore difficult is to rely on market

transactions as coordination device. Cooperationdse likely to successfully manage the ex-ante
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matching of production plans of firms operatingcomplementary sectors. This represents another
important feature of structural change, which isc8y related to the evolutionary patterns of

industrial development.

2.3 The analysis of structural change in the 1930s: the three-sector hypothesis.

While the contribution of ‘classical’ economistopides a former and implicit treatment of
the dynamics of structural change, it is only ie #930s that main economic contributions came
explicitly focused on the analysis of the proce$sndustrial evolution and the link between
economic growth and industrial leadership. The tgraent of the main industries characterizing
the sectoral specialization of countries becameyafield of enquiry to understanding the changing
distribution of the economic leadership.

The approach to the analysis of structural chareyeldped in this period is known as the
three-sector hypothesis. The empirical accountsl tseartition the economic system into three
main aggregates, the primary sector, roughly cpameging to agriculture, fishery and forestry, the
secondary sector, which produces consumption aresiment goods by combining capital, labour
and intermediate goods, and the tertiary sectaviging business services. This line of enquiry
postulates a systematic succession of the develupofethe three main sectors of the private
economy.

Key authors in this framework are Arthur Burns (493Allan Fisher (1939) and Simon
Kuznets (1930). This latter has been clearly the baving proposed a detailed analysis of such
dynamics, and he can be surely identified as thwder of the strand of empirical analysis of
structural change. The building block of Kuznetppaach is the growth retardation hypothesis,
which is articulated in his 1929 article publish®dthe Journal of Economic and Business History
and full developed in his famous 1930 book on SedMlovements in Production and Prices.

The theory of growth retardation states that ingugtowth rates are declining over time,
and then that industries whose period of developroemes later are likely to overtake the mature
ones. This implies that one would observe an aten of leading industries, and of leading
countries as well. Such diversity across industgeserates a process of change in the economic
structure of production, in terms of relative comipion of activities. Differential growth rates
across branches of an industry are hence liketydate structural change.

The core of the growth retardation theory can basged by reporting the following
passages, presenting the two basic points. Firatlofif we single out the various nations or the

separate branches of an industry, the picture bestass uniform Some nations seem to have led
42



the world at one time, others at another. Somesimighs were developing rapidly at the beginning
of the century, others at the end. Within singlertaes or within single branches of industries [...]
there has not been uniform, un-retarded growthzfkats, 1930: p.3, italics added).

The unevenness of growth ratedience appears to be the first pillar of the thediye
intertwining of cross-industry and cross-countrynensions is of particular relevance. It is to say
the performance of a country is strictly relatedndustry dominating within that country, and te it
relative stage of development.

Kuznets acknowledged these dynamics. Indeed oneofix characteristics of modern
economic growth he proposed was the high raterattstral transformation of the economy. He
wrote: “Major aspects of structural change incltite shift away from agriculture to nonagriculture
pursuits and, recently, away from industry to seesj a change in the scale of production units, and
a related shift from personal enterprise to impeas@rganization of economic firms (Kuznets,
1973: p.248). Hence the process involved not dméydistribution of employment across sectors,
but also the dimensional distribution of productwmeits as well as their organizational forms.
Elsewhere the author argued that the shift in tmecwire of production, and the stream of
technological innovation, have been at the cort®®economic history of U§Kuznets, 1977).

Besides unevenness, we find treduction of industry growth rates over time The
factors underlying the dynamics of industrial growdan be grouped in three classes, i.e. 1)
population growth, 2) changes in demand and 3)nieahprogress. Firstly, population growth and
economic development are mutually influencingsljust another productive factor. The tendency
towards the decline in the rate of increase of fimn in advanced countries would hence support
the evidence of declining industrial growth rat&econdly, consumer demand represents a
retarding force, since there are definite limitgiie amount of a commodity a man can consume.
Industrial growth is thus retarded by the saturatibthe total volume of consumers’ demand.

However Kuznets put main emphasis on the role dfirtieal progress in explaining the
slackening of industry growth rates. He devoteddgrart of the first chapter 8ecular Movements
to articulate the dynamics supporting the view dflackening rate of technological change over
time. He embraced the view expressed by Julius Wgiereby “every technical improvement, by
lowering costs and by perfecting the utilizationrafv materials and of power, bars the way to
further progress. There is less left to improved dnis narrowing of possibilities results in a

slackening or complete cessation of technical agreknt in a number of fields” (Wolf, 1912:

% For the sake of completeness, Kuznets view ofcgiral change was even broader. He actually empédighe
necessary changes in thecial and institutional structure, which are strongly related with changes in ecaoom
structure, and which create the conditions to immalet technological innovations once they are intoed in the
system.
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p.236-37, quoted in Kuznets, 1930: p.11). Accordmthe Wolff's law, technological opportunities
within a given industry, or within a branch of ardustry, are likely to exhaust as time goes by.
Since technological change is the main engine oh@wmic growth, the slackening of technical
progress determines the slow-down of industry gnokates. The decelerating industry is in turn
likely to exercise a retarding effect upon thedagfrowing industry.

The dynamics described by Kuznets by no means leagisonomic paralysis. Progress, and
hence economic growth, slows down unless therersva radical breakthrough that is likely to
create a new industry, having unexploited poteritiadevelopment, and in turn feeding economic
growth. The view expressed by Kuznets is one irctviechnological knowledge creates not only
the conditions for inventions and innovations explade in the production process, but also the
conditions for generation of further technologikabwledge, providing an earlier account of a self-
enforcing mechanisms in which economic growth isatocatalytic process (Metcalfe, 2003).

As it emerges by Kuznets’ examples comparing GBeigin, Belgium and Germany, such
a situation is due to the fact that “as we obseéhee various industries within a given national
system, we see thtte lead in development shifts from one branchiatlzer. The main reason for
the shift seems to be that a rapidly developinqustiy does not continue its vigorous growth
indefinitely, but slackens its pace after a timed as overtaken by industries whose period of
development comes later” (Kuznets, 1930: pag.bcstadded).

As noted by Syrquin (2010), in the 1930 book almaltthe ingredients of Kuznets’
approach to the analysis of structural change, lwhiould have been eventually enriched in the
following contributions pointing to stress furthéimensions of the process, like cultural change,
income distribution and institutions (Kuznets, 1@l 1989). However, despite the richness of the
analysis developed within this research progranttenets’ contribution has remained somewhat
neglected for a quite long time, with the only exoens of the interesting empirical efforts by
Moshe Syrquin and Hollis Chenery, aimed at expandiis approach so as to investigate the
development patterns of developing countries in gbst-war period (Syrquin, 1988; Chenery,
1960; Syrquin and Chenery 1989).

2.4 Implications: structural change and convergence.

An interesting implication of the three-sector hifpsis and the growth retardation theory is
that cross-country differences may well be the ltestudifferences in the economic structure. A

country wherein the leading industry is a relatpeeing one is likely to enjoy higher growth rates
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than a country in which the economic activity igl Iby a mature industry. Metcalfe (2003)
rephrased this principle in terms of economics @gpl arguing that the extent of retardafidm
determined by the growth rate of industry outputeiation to the growth rate of its niche. Thigds
say that the lower the level of initial output, tfaster the branch will fill its niche, engenderiag
relative higher growth rate of output.

Linking the economic performances of a countryhe tlevelopment stage of its leading
industry allows for relating the hypothesis of profivity convergence to the extent to which
economic, social and political forces are abletitadate and sustain a process of structural change
in which the younger and faster growing industaesfavoured.

The classical convergence hypothesis stems fronSttew’s model of economic growth
(Solow, 1956 and 1957). Because of the stabilitythef equilibrium, economies with different
endowments of capital per worker has to reach #reessteady state growth rate. This would
suggest that economies with lower endowment oftabper labour are expected to grow faster than
economies with a higher endowment.

The first empirical test of the convergence hypsithean be found in Baumol (1986), who
carried out an analysis on 16 OECD data, findingleswe of productivity convergence. In the
same year, Moses Abramovitz published the famogpemp&Catching up, forging ahead, falling
behind” in theJournal of Economic HistoryAbramovitz (1986), like Baumol, used Maddison’s
data to analyzing economic dynamics during thetquaentury following World War Il. The main
point was that countries in the “industrialized” $¥@ad been able to take advantage of unexploited
technology, mainly consisting of methods of productiand organization already in use in the US.
Follower countries had hence the opportunity tocltatip with the leader, i.e. US. Such a
convergence, according to which productivity growates tend to vary inversely with productivity
levels, varied from period to period, and acroamtaes.

The link with the work of Kuznets, who was Abramais teacher, appears immediately
when one reads: “These views about post war follgwand catching up suggest a more general
hypothesis that the productivity levels of courdriend to converge. And this in turn brings to mind
old questions about the emergence of new leadetsthan historical and theoretical puzzle that
shifts in leadership and relative standing pre$ent (Abramovitz, 1986: p. 385-386). The “old
guestions” clearly refers to unevenness of growtes across countries and industries.

The issue is strictly related to growth retardatiosofar as it is argued that being backward
in level of productivity carries a potential forpid advance. Following Kuznets (1930), one can

define a ceiling level of productivity, and measgrihe growth rate as proportional to the distance

* It is worth clarifying that Metcalfe speaks abtnetative” rather than “absolute” retardation.
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of the country, or industry, from the ceiling. Thgeowth path for productivity hence takes a S-
shape, being governed by a logistic process. Abvamie went further, by proposing that having
grasped the opportunity for catching up, the gradipfollowers went into the retardation of
productivity growth most advanced countries suflesmce 1973.

The influences of Kuznets in Abramovitz treatmehtanvergence can be also found in his
discussion about the concept of social capabiiéym referring to the set of societal characterssti
which allow potential for rapid growth to be realz “A country’s potential for rapid growth is
strong if it is technologically backward but sotjadvanced” (Abramovitz, 1986: p. 388). The set
of factors constituting social capability, i.e. &wf education, organizational experience to manag
large scale production and access to capital mnarleee complementary to the obstacles to the
spread of industrial system identified by Kuzndt854). Three different obstacles were proposed,
i.e. the very specific nature of scientific andhiealogical knowledge, arising in response to
problems linked to the idiosyncratic conditions mfoduction and as such difficult to adapt
elsewhere, the disturbing action of pioneer coastexerted to retain their economic superiority,
the need for realizing complementary social antitutgnal changes to create the right conditions
for introducing the new technology (see also Kugn&®73).

Finally, Abramovitz argued that the more backwandrdries contain redundant workers in
farming and petty trade, the higher the opportufotyrapid growth by improving the allocation of
labour, i.e. moving employment from primary to sedary sectors, using Colin Clark terminology.

The work by Abramovitz hence represents a valuéblebetween the retardation theory
and the convergence hypothesis. He stressed tearsle of idiosyncratic factors in shaping the
convergence, proposing that convergence can oaadyr among countries characterized by the
same social capabilities (Abramovitz, 1994). Amotige qualifying features, the share of
employment in the mature sector plays an imporalet and the convergence appears to be shaped
by the possibility of moving employment from onaibch to another. This amounts to change the

employment share of economic branches of production

2.5 An overview of the different analytical approaches

The interpretation of the relationships betweenustdal development and economic
growth, as articulated by Kuznets, did not lie osoand analytical model, but rather on a body of
well articulated ‘appreciative theorizing’ (Nelsat995; Syrquin, 2010). The formal implications
of such approach to economic growth came aboutiarilye late 1960s. Indeed, the original growth

models in the neoclassical tradition representedsmttor economies, in which the achievement of
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balanced growth is basically at odds with any gmobtsi of uneven growth dynamics across sectors,
and hence with the existence of a process of stralathange.

The growth model most in line with the interpratatprovided by the so-called three-sector
hypothesis is the one developed by Baumol (196fis model leads to unbalanced growth in the
transition phase. The economy consists of two sgctme technologically stagnant, with only
sporadic increases in productivity, and one teabgioally progressive. The former is closer to the
idea of service sectors, while the latter to tHatanufacturing. In his model, Baumol focuses on
labour as most relevant input, assuming that adbbélays other than labour could be ignored. The
output of the stagnant sectors grows as a funatibremployment levels, while that of the
progressive sectors depends both on employmerisiand on the rate of labour productivity:

Y, = al, Y, = bLyed"

Where the total labour is divided between the twot@s:L = L; + L,. Nominal hourly
wages are the same in both sectors, and they gmofuniction of productivity growth in the
progressive sector:

w = e9t
It is straightforward that in the stagnant sectait labour costs grow unboundedly, while in

the progressive sector it is an inverse functiothefconstant b:

WLS egt . WLp _ 1
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If such conditions hold, one should expect the deifor the output produced by the
stagnant sector to decline. By assuming that thee @iasticity of demand for the two outputs is
very close to unity, and that prices are propogiento costs, the relative costs for the two
commodities would remain constant:

¢ wlLy L

:—:k
Cp WLp Lp

And hence the output ratio between the two sectatk be given by the following
relationship:

Y al, ka

Y, bL,edt bedt

p

Such ratio declines constantly over time. Howeitetan happen that for some reason it is
desirable to keep constant between the two sedlespite the changes in the relative costs and
hence in the relative prices:

bY, L
aY, Lyedt
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We can now derive the labour quantities in the $ectors:
gt kLe9t L= L-L, L
Ls = k(L = Ly)e?" = 7770 P~ Tkest ~ (1+ ke9t)

As t approaches to infinity, it is clear that tladdr input in the progressive sector goes to

zero, while the one of the stagnant sector ten@bsorb the whole labor force. If the output share
of stagnant sector is allowed to increase, thesteairof labor force from the progressive sector is
even greater. In an economy in which the outpubmaietween the two sectors is kept constant, the
growth of total output tends to zero.

The analytical model has been complemented by sixterempirical evidence provided by
the author (Baumol, 1985 and 1989), who showed thendifferential rates of productivity growth
of manufacturing and services are associated wikrge-scale reallocation towards the tertiary
sectors. More recently, models focused on the sugide like Baumol’'s one have been proposed
by Ngai and Pissarides (2006) and Acemoglu (200B8y provide frameworks in which Baumol’s
results can arise endogenously from the combinabiodifferent capital intensities and capital
deepening in the aggregate.

The three-sector hypothesis has also analyticahtegparts lying on the demand-side. Out
of these contributions, it is worth mentioning thedels by Echevarria (1997), Laitner (2000) and
Kongsamut et al. (2001), which all build upon thenslard general equilibrium framework of
neoclassical growth models, in which nonhomotetefgrences are integrated. These latter in turn
are the main responsible of the changes in theosg¢atomposition of the economy, to which
technological change is exogenous. At a more geleral, the classical reference when speaking
about demand-side models of structural changedsulstedly Luigi Pasinetti. In his contributions,
Pasinetti (1981 and 1993) gave relevance to derdgndmics, stressing that the earlier empirical
investigation of demand dynamics could be datedk tac1850, when Ernst Engel studied the
relationship between demand patterns and incomegehaccordingly, the author proposed a view
of the consumer as characterized by a hierarchyeefls, or order of priorities among groups of
needs and services. Economic growth implies nedbsdhe growth of income. As income
increases, consumption choices tend to shift fraxa group of goods of goods and services to
another. This shift of consumers across demandistd®is the main cause of structural change. As
he put it “employment in each sectdr..] moves through time at a rate of change equéhé¢orate
of population growth plus the rate of increase ef papita demanfbr commodityi” (Pasinetti,
1981: p. 95, underline added).

The main problem with such theoretical frameworlensists of the exogeneity of

technological change, which however solved in ttreasn of models within the endogeneous
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growth theory, or Schumpeterian growth theory, apph which are mostly compatible with the
existence of different sectors in the economy (Aghand Howitt, 1992; Grossman and Helpman,
1991; Romer, 1990). However, such models, whilartathe merit of endogeneizing technological
change, provides a less convincing framework taatiedysis of structural change, as they are based
on the symmetry assumption across the differertbsedf the economy expands evenly across all
sectors, which therefore all show the same groetbst there is no room for structural change. This
problem has been addressed by analytical modetibas the replicator dynamics, which will be

introduced in the following section.

2.6 The missing link with innovation and technological change

We have seen that the foundations of the empianalysis of structural change have been
laid down in the 1930s, within the context of theee-sector hypothesis. However, although
innovation was explicitly seen as a crucial facioaping the rate and direction of structural change
it has been often evoked as exogenously affectiagdyynamics at stake. This is rather surprising,
provided that Kuznets held in the 1960s the sana# elt Harvard that Schumpeter held for about
twenty years until 1950. And it was just in thelgdseven) years of his career at Harvard that
Schumpeter realized the work which is much closethe analysis of structural change, i.e. the
Business Cycled939) (McCraw, 2006).

The same applies also to the analytical models asiping the importance of the demand
side. Indeed, the articulated framework elaborsétgdasinetti showed the same key limitation, in
that technological change is given exogenously authmotivation and justification (Syrquin,
2010).

Interesting efforts to cope with such weaknessesbeafound in Metcalfe et al. (2006) who
establish a connection between Pasinetti emphdsteroand dynamics and growth retardation
through technological change. The basic elemethieigrafting of the contributions of Adam Smith
and Allyn Young (1928) into a model of industriabgth, accounting for dynamics of productivity
growth as induced by output growth, through thé-gedpelling mechanisms fed by innovation
activities. On the supply side, Metcalfe (2003)valeps a replicator model able to account for the
dynamics of industrial retardation as articulatgdklnznets and Burns, who are indicated therein as
clear predecessor of the evolutionary approacledo@nmics (Nelson and Winter, 1982).

Interestingly enough, the evolutionary approacgr@munded on Schumpeter’s contribution,

and despite the several elements of complementaeityween the three-sector hypothesis and the
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evolutionary thinking, the acknowledgement of sumeractions has been long neglected by the
evolutionary scholars. All in all, we can noticathhe intertwining between Schumpeterian and
Kuznetsian dynamics has been successfully artedla@lthough not explicitly or maybe
unconsciously. This is even more evident in the idogb analyses put forth by the ‘neo-
Schumpeterian’ authors who animated the scienafitvity at the Science Policy and Research
Unit (SPRU) of the University of Sussex. Contribag by Carlota Perez, Chris Freeman, Luc
Soete and Giovanni Dosi, all of them provide long interpretations of the interactive dynamics of
technological and structural change, which empleassie role of technologies in the change in the
industrial composition of advanced economies, itkéhe case of the transition to the information
economy, as well as the S-shaped process of imalustrolution. However, references to Simon
Kuznets or Arthur Burns can hardly be found in ttiveorks (Perez, 1985 and 1987; Freeman and
Soete, 1990; Dosi, 1992).

In our opinion, the analysis of the interrelatiopsibetween technological change and
structural change provide a different, and yet dementary, perspective when undertaken from a
supply side point of view. It allows for understarglthe reciprocal influences, whereby structural
change is likely to shape the rate and directioreatfinological change, and vice versa.

The interplay between Schumpeterian dynamics ataddaion theory can be far reaching
and enhance the understanding of differences itrémsition dynamics typical of structural change
processes (Quatraro, 2009). Schumpeter indeedsatigaieinnovation represents the main engine of
economic progress within the capitalistic systerch(8npeter, 1928 and 1939). Moreover such an
engine is constantly switched on, as “the openipgfunew markets, foreign or domestic, and the
organizational development [...] illustrate the samm®@cess of industrial mutation [...] that
incessantly revolutionizes the economic structwoenfwithin, incessantly destroying the old one,
incessantly creating a new one” (Schumpeter, 1p483).

Kuznets himself stressed the bearing of Schumpetepproach upon the analysis of
structural change. He noted that the process atigeedestruction entails two parts, the creatibn o
new combinations on the one hand, and the desirucit the old ones on the other hand. The
introduction of radical innovations alters the sture of the economy, creating new jobs and
making the existing ones obsolete. This in turnemadgrs a dislocating effect upon employment,
which tends to shift from the old sector to the rewve, with major difficulties in terms of switching
costs (Kuznets, 1972).

Economic agents operate in environments shapethdydnditioning influence of factors
both internal and external to the economic systé&fhen there is an unexpected change in one or

more of these factors, economic agents have tos&djThe way this happens may reside either
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within the comfortable borders of the existing piee; or outside its range. Creative response is an
adaptation effort carried out by doing somethingnptetely new, which alters the data of the
system (Schumpeter, 1939 and 1947).

Innovation emerges out of the process of compatiiithin the capitalistic system, as an
outcome of the creative response. Economic perfoces and innovation performances are
characterized by complementary cycles. Innovatictyyiies appear to be clustered in time, long
after the expanding stages of the industry. Suelg & due to a delayed diffusion of entreprenduria
ability among firms within the sector (Schumpet€39).

The bringing about of innovation is a specific tagkthe entrepreneur, who is the one
getting things done by bearing the risk of puttiegources to untried uses (Schumpeter, 1911 and
1928). The scope for profiting from innovating ihat pushes the entrepreneur to choose to
creatively react rather than passively adapt. TipesBts however are not indefinitely available in
the industry, but are instead temporary. The comgedown process is likely to deter further
innovation efforts (Schumpeter, 1939 and 1942). dkeision to innovate holds as long as the
benefits are larger than the costs. When a satarégvel is reached, in which the expansion on the
supply side goes faster than that on the demam sidovation efforts are likely to gradually fade
out.

While Schumpeter’s analysis of the cyclical behaviof economic and innovation activities
received major criticisms, mainly concerning histineglology, it had the merit of drawing attention
to the role of innovation in the process of strugtichange (Kuznets, 1940). In particular, in his
1939 book Schumpeter focused on three countrieswia that the process of economic
development was led by five industries and threstitutional innovations5. Thus in his work is
found the concept of “leading sector”, which wasnoaon to other authors in the same years, such
as Kuznets and Burns (Rostow, 1975).

Schumpeter’'s and Kuznets’ work turn out therefarebe strict complementary. In the
former indeed there is scarce attention to the ihyes of structural change, which are the main
preoccupation of the latter. The change in the ecoa structure, in the sense of a change in the
allocation of employment across different industris likely to shape and eventually rejuvenate the
dynamics of productivity growth. Within each indysthe process of Schumpeterian competition is
likely to shape the dynamics of innovating behawiou

A sequence between creative reaction and creagisguttion can be detected. Firms within
the established sector begin to innovate as soadheasoom for further expansion gets smaller.
Firms innovate to adjust to changes in the envireminthey operate in, So as to preserve or to gain

further market shares. Innovation becomes systenaatiopposed to sporadic: a local innovation
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system emerges, where relevant knowledge extaasabecome available and firms rely upon the
introduction of innovation as a source of competitadvantage. When the number of innovating
firms increases but the productivity growth ratéhmi the industry keeps on reducing, the boosting
effect upon innovation disappears8, and innovagfforts are then directed outside. Creative
destruction emerges as the force creating a newtste to the detriment of the old one.

Growth rates are unevenly distributed not only ssrandustries, but within the same
industry they are unevenly distributed across wbffié regions. Thus one would expect the process
of economic growth to be driven by different sestor different regions. By the same token, one
would also observe different kinds of innovatiomdsnics within each region, according to the
relative evolution of the economic structure.

INSERT Figure 2.1 ABOUT HERE

The feedbacks between retardation of growth ratdsSchumpeterian competition thus give

rise to a self-propelling process featured by esgleonomic change, as shown in Figure 1.

2.7 Conclusions

This chapter has developed an ideal path from tiggnal analyses of structural change to
the combination of such approach with a proper actof technological change. Both Kuznets and
Schumpeter place importance on the concept ofrigasictor, and emphasize the mechanisms by
which countries take the lead in the internaticc@hpetition on the basis of their industrial and,
strictly related, technological specialization. &ree destruction, enabled by innovation effordsa i
key part of the process leading to the emergengewf sectors or the rejuvenation of established
ones. Innovation efforts are in turn the outcoma cfeative response mechanism set in motion by
unexpected changes in the economic environmentpbuthich structural change represents an
important part. Thus structural change and teclgicdd change, in this perspective, affect each
other in a dynamics of mutual dependence. Econagénts, however, would have no reasons to
innovate but to protect the prospects for profitattcan be jeopardized by the changes in the
economic environment. In this direction, structucdlange becomes both an incentive and an
outcome of an endogenous process of technologizalge. The linkages between the two aspects
deserve therefore to be fully articulated in a mawkerent framework. For this reason in the next
chapter we will elaborate upon the concept of tetdgical knowledge and on its representation in
the economic literature, so as to reach an apprbettbr suited to be integrated into the analykis o
structural change.
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Figure 2.1 - Feedbacks among Innovation, Structural Change and Economic Growth
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Chapter 3 -The Economics of Technological Knowledge

3.1 Introduction

The economics of knowledge is a discipline whick haen developing rapidly in the last
decades. Obviously, the importance of creativitytfee production of goods and wealth is not a
recent discovery within economics. The earlier ttrent can indeed be found already in Adam
Smith’s first four books of th&Vealth of NationsAfter more than a century, Alfred Marshall
elaborated upon Adam Smith’s contribution, by pipg a former systemic account of the role of
knowledge in the production process. In particuléayshall made it very clear both limdustry and
Trade (1919) and in thePrinciples of Economic1920) that knowledge is a key input in the
production process and the main engine of econgrowwth.

A clear step forward has been marked by scholeesSimon, Hayek and Machlup. Out of
Simon’s contributions, particularly important isethnalysis of the role of memorization in learning
processes as well as the economic analysis of ggmerand transmission of information (Simon,
1982). Hayek (1945) introduced a key concept wischll the more relevant in today’s theoretical
approaches, concerning the fragmentation and digpeof knowledge across the economic agents.
Fritz Machlup (1962) proposes instead one of thmé systematic accounts of the mechanisms by
which knowledge is produced, diffused and exploitedthe United States from an economic
viewpoint. Naturally, such precursors of an ecorcamof knowledge are featured by major
limitations in that they tend to use interchanggable terms information and knowledge, and
therefore are prone to define the domain of an @racs of knowledge in a fairly broad way. As
suggested by Steinmuller (2002), such confusion ledsthe development of economics of
knowledge to the neglect of important aspectsterfield, like learning and cognition. This is also
due to the implicit assignment of the activity afokvledge production to a separate sector of the
economy, which is unlikely to communicate and exg®a with the functions related to the
production process of goods. Such traditional apghmoprivileged the idea of an ‘off-line’
production of knowledge, neglecting the importan€dghe ‘on-line’ dynamics in which learning
and interactions are central. Before going onait be therefore useful to clarify the distinction
between knowledge and information. By the lattee essentially means data and concrete facts,
which are independent of any interpretation efféthowledge is instead a particular mental

representation of information, within a specifimtext of interpretation (Nelson and Winter, 1982;
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Arora and Gambardella, 1994). The production dfinetogical knowledge emerges as the result of
a cumulative process, shaped by vertical and hat@tandivisibilities. The different faces of
learning are primary sources of new knowledge, twhdsplays a high degree of embeddedness
with the context of activity. In view of this, fireisearch process, far from being random, is lik@ly
be bounded by a multidimensional corridor which relterizes the localized nature of
technological knowledge. The effective access ttereal knowledge is constrained by the
absorptive capacity firms actually possess, duthéorelevance of knowledge complentarities. It
follows that time and space in which the searclcgse starts do matter, since it can shape the
subsequent activity of exploration through the migbn of a space in which it is more likely the
firm will proceed (Antonelli, 2001 and 2005; Do$b88; Teece, 1988).

In this perspective the definition of economicsknbwledge as a discipline is related to the
analysis of the institutions, technologies and aoocegulations that can facilitate the efficient
production and use of knowledge (Foray, 2004). €benomics of knowledge should therefore
shed light on the incentives schemes for economents to the allocation of resources to the
production of knowledge, on the dynamics of soza&ilon and disclosure, as well as on the
conditions favouring the effective exploitation dhowledge available in the economic
environment.

These issues are clearly influenced by the featfrémowledge as an economic good, and
are likely to stimulate the articulation of specifhodels of knowledge production and reproduction,
as well as specific analytical representations obwedge for theoretical and empirical
assessments. In this chapter we develop a histali®eussion of the concept of knowledge as an
economic good, as well as the linkages with modeproduction and operational translations
(Krafft and Quatraro, 2011). Without pretendingot® exhaustive, we propose a path moving from
the notion of knowledge as a public good to théective knowledge approach, which provides the
bases to develop a structuralist conceptualisatbnowledge able to be integrated into the

analysis of structural change within a broader trevark featured by complex system dynamics.

3.2 Knowledge as an Economic Good

One of the key issues related to the developmeah &conomic analysis of the creation and
exploitation of technological knowledge, is its cerization as an economic good. This indeed

has important consequences on the identificatidhefet of economic incentives to the creation of
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knowledge and therefore of the institutional settifavouring the generation, diffusion and
exploitation of technological knowledge.

In this respect, the pioneer contributions by Kehrferow represent the former attempt to
elaborate an analytical model discussing the resoaltocation to knowledge production. Arrow’s
approach (Arrow, 1962) is based upon the consideraif knowledge as @ublic good, i.e.
characterized by high levels of indivisibility, nemcludability, non-exhaustibility, non-
appropriability and non-rivalry. In this view knosdge is therefore a good difficult to control
privately, so as to prevent other persons fromutilszation: as soon as knowledge is disclosed, it
slips out of one’s grasp. Moreover, the fact thangnpeople use the same knowledge does not
affect its value. That is to say that overutilipatiis not likely to spoil knowledge effectiveness.
Related to this, the same ‘piece’ of knowledge barused by one person with no limitation for
simultaneous use by any other person. While theegaair of shoes can hardly be used by two
persons at the same time, the same knowledgeheasame theorem, can be used by a potentially
infinite number of persons simultaneously. For ¢hesasons, the benefits stemming from the
production of knowledge are not appropriable, aedcle its tradability through the traditional
market mechanisms is not viable. This implies thatmarket is not able to provide the appropriate
incentives to the production of socially desirablmount of knowledge. In particular a trade-off
between private and public incentives arise, shah économic agents would be willing to commit
a lower amount of resources to knowledge produdtian that necessary to maximize the benefits
for the society. In other words, the functioningloé market leads to suboptimal resource allocation
to knowledge production. For this reason, the puplovision of technological and, especially,
scientific knowledge, represents in this framewaska basic remedy to under-provision. This has
led to the actual implementation of knowledge comshand to the revival of endorsement and
support to universities and public research cerfke®w, 1962; Nelson, 1959).

A major shift in the economic analysis of technata$j knowledge took place when the
established characterization of knowledge as aipuippod was challenged by an approach
emphasizing the quasi-private aspects grounded igin llevels of natural appropriability and
exclusivity (Nelson and Winter, 1982). The key itistion between off-line and on-line processes
of knowledge production becomes particularly refévia this respect (Foray, 2004). The former
usually refer to formal research and developmetiviies separated by the production process,
while the latter refer to the acquisition of newhrological knowledge by means of learning
dynamics. The notion of learning-by-doing and l@agrby-using brings to the reversal of the top-
down approach typical of the supporters of the ijpuippod argument, so as to propose a bottom-up

mechanism in which knowledge is a sort of by-pradoefcthe production process, and as such
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highly idiosyncratic to the context of productiofhe relationship between producers and users
becomes also very important in that these latterpravide useful knowledge on how to improve

new products just placed on the market, so as lthenate possible drawbacks inherent to new

designs. Learning-by-using is therefore anotheredsion of the learning process which contributes
the accumulation of technological knowledge (voppte, 1988; Rosenberg, 1982).

Knowledge produced this way is essentially taat, it is embedded in the competences and
skills developed by economic agents in the coufsgady execution of production routines. The
concept of tacit knowledge, as is well known, hasrbput forth by Karl Polanyi (1958, 1967) to
indicate a form of knowledge distinct from the kredge explicit in conscious cognitive processes,
and yet strictly complementary to them. The dictilnat one person knows more than he can tell
has been subsequently rapidly absorbed by schdkabng with the analysis of technological
change both in the economics and in the managefiedoig. Nelson and Winter (1982) emphasize
the importance of the tacit dimension of knowleggeduced through ‘on-line’ dynamics: “the
knowledge that underlies skilful performance idarge measure tacit knowledge, in the sense that
the performer is not fully aware of the detailgltd performance and finds it difficult or impossibl
to articulate a full account of those details (eland Winter, 1982: p. 73). It is worth stressing
that a body of knowledge does not appear as tacis@. It can be more tacit for some persons than
for others. Moreover, tacit knowledge can be cedifialthough with significant costs and efforts.
All'in all, tacit knowledge can hardly be fully cdfdd, and once codified, tacit knowledge on the
‘codebook’ to interpret it can be necessary (Cowad Foray, 1997; Cowan et al., 2000; Foray,
2004). A major distinction between articulated amtharticulated knowledge can be therefore
introduced. There may be knowledge that is potiynttadifiable, but whose codification requires
an effort that is not profitable. In this directitknowledge is codified (sometime, somewhere) but
not articulated (now, here)” (Cowan et al., 20009 Information flows imply codification and
decodification efforts, and hence the issue oflligtbility. Unintelligibility may derive not only
from differences in the natural language, but &#iem differences in its use. We can grammatically
understand someone’s language, but we can’'t uraahelshe real message content because of the
inability to grasp the set of norms ruling languagee (Hymes, 1972). Different kinds of tacit
knowledge can be thus defined, according to diffeesvareness levels, which are very relevant in
investigating linguistic and semiotic determinanfsnew knowledge creation. Such an approach
gives new strength to the concept of absorptiveaciy (Cohen and Levinthal, 1990). The way
people codify their own knowledge gains relevancéhis perspective. The code they use to pack
and unpack knowledge matters in assessing the ssiddeslihood of a specific process of

knowledge exchange (Amesse and Cohendet, 2001).
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Insofar as knowledge stemming from learning dynamg essentially tacit for persons
outside the context of production, the risk of wemional leak is highly reduced. Knowledge now
is transferred only if the agents undertake thertffto do so. In other words, knowledge is sticky
(von Hipple, 1994), so that the extent for knowlkedigpillovers appears to be limited, and in any
case it is far from automatic. Knowledge extermaditare not ‘in the air’, and economic agents may
appropriate at least partially the benefits fronowledge production. In such a context, there are
clear economic incentives to allocate also privaources to the production of knowledge. The
implementation of an effective institutional seftiable to assign and enforce property rights on
produced knowledge enhances the dynamics of kngeled a proprietary good, providing the
basis for an efficient use of markets for the exgea of knowledge (Arora, Fosfuri and
Gambardella, 2001).

The two ‘paradigms’ discussed so far imply two eliént solutions to the trade-off between
individually and socially optimal allocation of msces to the production of technological
knowledge. Public procurement and public subsidies on the one hand the most important
institutional tool to foster the production of kniedige when it has mostly the properties of a public
good. The creation of conditions for effective ahdity of knowledge on markets, like the
strengthening of patents and copyrights systenmesents the best solution when the proprietary
aspects of knowledge are more pronounced. In batiesca clear trade-off between static and
dynamic efficiency takes place, according to whicé creation of the conditions to enhance the
production of technological knowledge limits thenétioning of the market economy either by
imposing temporary monopoly power through the pasgatem or by endorsing the intervention of
the government to address the market failures.

Besides these two alternatives approach to the oawicn analysis of technological
knowledge, a new one recently emerged based ugartiewed appreciation of the role of external
knowledge as an essential input in the productioocgss of new knowledge. The collective
knowledge argument is very promising in that pregichn important basis to development of a
structuralist approach to technological knowledged aherefore to the articulation of the
relationships between knowledge and economic strecBefore digging into the matter, however,
it is important to stress that different econonfiamacterizations of technological knowledge imply
different view upon the dynamics of the knowledgengration process as well as upon the
analytical representation of knowledge for emplrasssessments. In the next section we will outline
the implied consequences for what concerns the lipujpood’ and the ‘proprietary good’
frameworks, so as to better appreciate the impostap forward represented by the collective good

idea.
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3.3 Modes of Knowledge Production and Analytical Representations

Besides the evolution of our understanding of kmolgk as an economic good, the history
of economics of knowledge has been marked by eéifteconceptualizations of the process by
which knowledge is generated and exploited, as waslldifferent ways to translate it into an
operational notion suitable of empirical assessmérite co-evolution of these aspects is
characterized by implicit or explicit sets of réaiships that deserve to be investigated at more
depth.

3.3.1 Knowledge as public good, the linear model and the extended production

function

The Arrovian approach, according to which knowledbare mostly the properties typical
of a public good, has clear implications in ternfsgovernance of the process of knowledge
creation, providing support in particular to theelar model of knowledge production, as well as to
the modelling of knowledge as an exogenous fadfectng the dynamics of economic growth
(Antonelli, 2005).

The former attempts to provide empirical accouritgshe dynamics and the effects of
innovation appeared only in the late 1950s. Thdistuby Griliches (1957) and Mansfield (1961)
on the diffusion of innovation can be viewed asdhdier empirical efforts in this sense. However,
very little was known at that time about knowledged in particular about its production and
exploitation. The earlier empirical works in whithe word ‘knowledge’ appeared to refer to a
factor affecting the production of firms can beathback to the late 1970s. Zvi Griliches turned out
to be a pioneer in the field again. In his 1979 guaipdeed he proposed the famous extended
production function, which paved the way to a gretide body of empirical investigations. In such
paper the traditional production function was egigh so as to include an additional explanatory
variable, as follows:

Y =GILKY (3.1)

WhereC is the fixed capital stocK, stands for labour services aidis the knowledge
capital used by firm. Strangely enough, the empirical literature hasegated a great deal of
confusion on this contribution, as it is usualligda as key reference in papers using the so-called

‘knowledge production function’ approach. We bediethis is due to a basic misunderstanding.
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Indeed, Professor Griliches in his article made es@tep forward to give an empirical meaning to

theK term. To this purpose he proposed the followirgti@ship:
K = GW(B)R, U] (3.2)

WhereR is R&D expenditures and is a set of unobserved disturbances. The f(R) is
instead a lag polynomial describing the relativatdgbution of past and present R&D expenditures
to the accumulated level of knowledge. Clearlys tl@presentation is one more application of the
distributed lag literature, which influenced Grilgs to a great extent. Far from proposing a
knowledge production function, this relationshimply was the formalization of the concept of
knowledge capital stock, which the author subsetiypeamed in his 1980 paper on the US
productivity slowdown (Griliches, 1980). In a nutédhthe 1979 paper offered the formal basis to
the application of the permanent inventory methmddlculate the knowledge stock starting from

R&D expenditures, which are then considered aswa fheasure.

The specification of knowledge capital also calfed a proper account of the effects of
knowledge spillovers, i.e. knowledge borrowed alest from other firms or industries that can
equally affect productivity of the observed firm wordustry. Knowledge spillovers have been
accommodated in an extended production functiotheatfirm level by including a proxy for the

aggregate stock of knowledge available within tidustry firmi operates:

Y, = CIOLEK K (3.3)

Such equation enables to distinguish between thédtiect of aggregate private knowledge
and the total spillover effect. Since all privateolwledge is supposed to spill over to some extent,
the total effect of all private knowledge at theyegate level is given bytu (Griliches, 1979 and
1992).

On the basis of the argument elaborated so farmag provide some insights about the
possible theoretical underpinnings to the concégnowledge capital stock. Indeed, we lack an
explicit theoretical reasoning on technological Wrexige leading to its operationalization in terms

of knowledge capital stock. A quote from GrilicH@967) may be of some help here:

“For example, let investments affect the level atgmting with a lag whose generating
function is given byW,(z), let these new inventions be embodied in new imvest with a lag
W,(z) and let new investment affect total factor prodigt with a lag Ws(z); then the total lag
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distribution of productivity behind investment isven by W(T) =W, (2)W, (2)W,(z)” (Griliches,
1967: p. 20).

It is clear that the application of lag generatingctions to investments measures so as to
get a stock implies an underlying sequential predbat start with R&D investments to yield a
proxy of cumulated knowledge that in turn is sumgmbgo show some effects on economic
performances. In this direction, we believe it wbaobt be that inappropriate saying that knowledge
capital stock implies a vision of knowledge accuatioh as an outcome of a linear process like this
one: science precedes technology development, wthiesh comes to be adopted by firms, and
finally affects production efficiency.

After all, Vannevar Bush’s report to the US presidead long been the main reference text
to students of science and technology. Thereftgdikely that the articulation of the linear model
he proposed has influenced the way scholars fréver dields looked at technological knowledge as
well. Moreover, Kline and Rosenberg’s critique caomy in the 1980s, and so did many of the
works that opened up a new view on knowledge amsbvation providing the basis to the
knowledge production function approach (Bush, 1¥e and Rosenberg, 1986; Balconi et al.,
2009¥.

3.3.2 Knowledge as a proprietary good, knowledge interactions and the knowledge

production function

The approach to knowledge as a proprietary good ikself to a rethinking of the model of
knowledge production, and therefore of the way Kedge is analyzed in empirical settings. After
all, the inclusion of knowledge capital stock withan extended production function approach
allows economists to preserve the basic microecanassumptions about production sets out of
which firms take their profit-maximizing choice. tever, such approach still assumes the
existence of a separate R&D sector, i.e. an o#-tmode of production, that is partly responsible of
the change in the production technology, and heftlee shift of the production function (Nelson,
1980).

Because of this limitation, such a representati@gun to be challenged mainly by
evolutionary economists, who proposed to expandrighe upon technological knowledge so as to

account for it inherent compositeness. At the same, scholars of science and technology started

®> We do not intend to go into the debate on theiestand drawbacks of the linear model. The worBdlgoni et al.
(2009) provides an excellent synthesis in thisafios.
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criticizing the linear model, by proposing an atiive view basically drawing upon systemic
models of innovation based upon the interaction ragndlifferent and yet complementary
institutions involved in the complex business obwtedge production (Kline and Rosenberg, 1986;
Gibbons et al. 1992).

A couple of Dick Nelson’s contributions in the gatl980s provided a clear statement of the
problems with the concept of knowledge capital Istcong with the theorization of a more
articulated concept of knowledge, understood ast afscapabilities guiding the search processes
undertaken by organizations performing R&D. Sugbatdities may be themselves the outcome of
R&D activities, and are likely to improve over tindele to dynamic increasing returns stemming
from learning by doing dynamics (Nelson, 1980 a882).

In this sense, such contributions may be viewepi@seering in the attempt of opening the
black box of technological knowledge so as to exhi improve upon Griliches’ and Mansfield’s
former operationalizations. Moreover, they alsopesed a more realistic view in which science
and technology are far from being sharply diffelsetd. There are a number of institutions
producing knowledge, some of them are public wbdme others are private, and it is not possible
to identify a one to one mapping from science tbligunstitutions or from applied technology to
private business firms. Scholars must acknowletigedifferent kinds of organizations take part in
the process of knowledge production, like firmsearch labs and universities (Nelson, 1982 and
1986).

This set of arguments has been well received mostlye literature dealing with knowledge
production at the aggregate level. In particulag literature on regional systems of innovation
provided a fertile ground to develop the implicasoof this new view (Cooke, 1996; Cooke et al.,
1997). Regional economists translated the ideakihaiviedge is the result of the interaction of a
number of complementary inputs provided by différeesearch institutions, into the concept of
knowledge production function. The differences wttle concept of knowledge capital stock are
clear. Knowledge is no longer the mere result ohglated R&D spending subject to decreasing
returns. The knowledge production function providesmapping from knowledge inputs to

knowledge outputs that appears as follows:

log(K,) =a + Blog(R) + ylog(U,) + dlog(Z,) + & (3.4)
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WhereK stands for a measure of knowledge output, sayntsmie stands for the industry
R&D andU represents the university research, wHilecludes a proxy for the concentration of a
given type of activity (Acs et al., 2002; Fritsch002). Equation (3) represents a production
function, the arguments of which enter a multigiea relationship, and hence are seen as
complementary rather than substitute. The coefftsiare in turn the elastiticities of knowledge

output to knowledge inputs.

On a fairly similar ground, the localized technatad change approach has stressed that the
dynamics of knowledge production are characterigethe joint utilization of internal and external
knowledge, both tacit and codified. Mechanismsearihing, socialization and recombination are
considered as crucial in a context characterizedhiey production of knowledge by means of
knowledge itself (Antonelli, 1999).

The knowledge production function approach reprssam improvement both from the
theoretical and the empirical viewpoint, with resp the concept of knowledge capital stock. It
allows to gaining a better understanding of theraxttive dynamics leading to the production of
technological knowledge, by accounting for possithy@amic increasing returns stemming from
learning dynamics as well as knowledge externalititowever, knowledge on the left hand side of
the equation still is conceived as an homogenetarsk,sand little is said about the intrinsic
heterogeneity of knowledge base. In other word$ sepresentation still lacks proper cognitive
models of knowledge production.

3.4 Recombinant growth and complex knowledge

The development of the knowledge production apgroaevitably leaves with a basic
guestion as to what are the micro-founded mechanismilerlying knowledge production. In this
respect, the interest in the cognitive mechanisealihg to production of new technological
knowledge has recently emerged in the field of eaains of innovation. This strand of analysis has
moved from key concepts brought forward by Schuepgitol12 and 1942) and Usher (1954), and
then elaborated upon the models proposed withinuggoary economics (Nelson and Winter,
1982).

In his seminal works, Schumpeter proposed to viewovation as the outcome of a
recombination process. Most of innovations brougtdut in the economic system stem from the
combinations of existing elements in new and presip untried ways. Such innovations appear to
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be mainly as incremental. Radical innovations siasiead from the combination of existing

components with brand new ones.

The contributions by Weitzman (1996 and 1998) regmé the former, and very impressive,
attempt to draw upon such assumptions. His reccambigrowth approach provides a sophisticated
analytical framework grafting a micro-founded theoof knowledge production within an
endogenous growth model. The production of knowdeidgseen as the outcome of an intentional
effort aimed at reconfiguring existing within a géme cumulative perspective. However, there is
no particular focus on the constraints that the lwoation of different ideas may represent,
especially when these ideas are technologicallanlis The only limiting factor seems to be the

bounded processing capacity of economic agents.

The recombinant knowledge approach is based ofotleeving assumptions. The creation
of new knowledge is represented as a search pracesss a set of alternative components that can
be combined one another. However, within this fraori a crucial role is played by the cognitive
mechanisms underlying the search process aimegktrimg the knowledge space so as to identify
the pieces that might possibly be combined togefhiee set of potentially combinable pieces turns
out to be a subset of the whole knowledge spa@rcBés supposed to be local rather than global,
while the degree of localness appears to be theoméd of cognitive, social and technological
influences. The ability to engage in a search mseathin spaces that are distant from the original
starting point is likely to generate breakthrougismming from the combination of brand new
components (Nightingale, 1998; Fleming, 2001).

Incidentally, such an approach also enables toebejtalify the distinction between
exploration and exploitation formerly articulate¢ MMarch (1991). Most of the research in
organization studies has usually seen search mesess ranging between two poles of a one-
dimensional continuum, i.e. exploration and exphbin. The view of knowledge as an outcome of
a recombination activity allows the introduction @fo nested dimensions, defined according to
degree to which agents decide to rely either oroeapion or exploitation or on a combination of
both. To this purpose concepts like search depilsaarch scope have been introduced. The former
refers to degree to which agents intend to drawnupeir prior knowledge, while the latter refers to
the degree to which agent intend to rely on thdaapon of new areas in the knowledge space
(Katila and Ahuja, 2002).
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Recombination occurs only after agents have puthmeftort in searching within the
knowledge space. This strand of literature positéd knowledge so obtained is complex, meaning
that it comprises many elements that interactyi¢8imon, 1966; Kauffman, 1993). This has paved
to way to an increasing number of empirical worksdxd on the NK model proposed by Kauffman,
according to which the search process is conduatedss a rugged landscape, where pieces of

knowledge are located and which provides the cantékin which technologies interact.

The bulk of the focus is on the concept of intestefence among the pieces that are
combined together, while complexity is defined &g telationship between the number of
components and the degree of interdependence (keamnd Sorenson, 2001; Sorenson et al.,
2006). Following the intuition on the importancepaitent citations contained in the seminal paper
by Manuel Trajtenberg (1990), the empirical impletagion of the interdependence concept is
based on the deployment of the information conthiime patent documents, i.e. technological
classes and citations to other patents. In paaticuhterdependence is considered as a powerful
explanatory variable building upon the technolobickasses the patent is assigned to. The
interdependence of a patdnt obtained in two steps. First of all one hasdfrulate the ease of
recombination for each subclasgE;), defined as the count of subclasgéspreviously combined
with classi weighted by total number of patents assignedasstl

D j#i
E =
2 (3.5)

Then one can calculate the degree of interdepeedanzatent (K|) by inverting its average

ease of recombination:

« = Yial
C 2LE (3.6)

This empirical approach allows for evaluating tke&tive probability of recombination of
each technological class observed in the patenpleamnd then to assign an average recombination
score to a patent. The basic idea is that the roongbinable are the classes contained within a
patent, the lower the degree of interdependenctieatechnology is susceptible to be developed in
a larger number of directions. On the contrary,usthdhe classes be hardly combinable, then a
relatively low number of possible combinations @sgible, for which the technology turns out to

show a high degree of interdependence. Such mea$unterdependence is in turn expected to
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explain differentials in usefulness of inventiors @oxied by the flow of citations received by

patents over time.

Such framework clearly has the merit to push tl@emic discussion about technological
knowledge beyond the conventional vision considgtiras a sort of black box. It sheds light on the
possibility to further qualify knowledge as proxibyg patents, by better exploiting the information
contained in patent documents. Moreover, it pravide former and innovative link between

knowledge and complexity.

However, the notion of complexity used therein seem be constrained to a generic
definition of an object the elements of which aharacterized by a high degree of interaction. As
an implication the empirical effort does not go twey the count of classes and of patents assigned
to classes. The NK models fail to identify knowledgs an emergent property of an adaptive
complex system, characterized by an architectuaie ¢dan influence the actions at the micro and
meso levels as well as be influenced as a reswthat happens at lower layers. This requires first
to make it explicit a concept of knowledge struetand then to explore the different tools made
available by different methodological approaches.

3.5 Conclusions

In the recombinant knowledge approach, technolbdginawledge is proposed to emerge
out of a search process conducted across a knosvlsgdgce within which smaller units of
knowledge are distributed. This search is aimeddentifying bits of knowledge that may be
combined so as to generate new technological krigelgWeitzman, 1996 and 1998; Fleming,
2001; Fleming and Sorenson, 2001; Sorenson C4lg).

While search may in principle be conducted acrogsagea of the knowledge space, the set
of competences possessed by economic agents, asasvéhe set of social and technological
influences within which they operate, are likelydmnstrain their recombination activity to a well
defined area of the knowledge space, thus providmme boundaries to evolutionary paths. In
these conditions the search process is likely tsmbee effective when conducted on a local rather
than on a global scale. As a consequence, the el@jrimcalness matters in shaping knowledge
production, and it makes relevant the extent tactvlwombinable elements are complementary and

similar to one another. In the meantime, the abibtengage in a search process within spaces that
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are distant from the original starting point iselik to generate breakthroughs stemming from the

combination of brand new components (Nightinga898t Fleming, 2001).

Although we agree that the recombinant knowledgerdiure made an important
contribution we do not assume that all new knowdedyg created by the recombination of pre-
existing one. The representation of knowledge vap@se in the next chapter can encompass both
the creative acts giving rise to entirely new ofbables and those which suggest new connections
of observables already existing at a given time.

The next chapter will be focused on the elaboratbrknowledge as an ‘organisation’
characterized by an evolving network structure. Wik adopt a complexity-based perspective,
according to which knowledge represents a subisgstaf a wider hierarchy of nested structures.
Both dynamic interactions within and between sufteays matter in generating a chain of
interconnected emergence processes. Knowledge aombraic structures will therefore manifest

their strong mutual interdependence.
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Chapter 4 - Structural change and knowledge structure: an integrated
framework

4.1 Introduction

In the previous chapter we have outlined the elwaiubf the concept of knowledge as an
economic good, emphasizing the relationships ofdifierent characterizations of technological
knowledge with the imagine of the knowledge genenatprocess proposed by scholars of
innovation as well as with the operational transtabf knowledge for empirical assessment.

We have noticed that in the course of time scha&iesconomics and management dealing
with the study of innovation have refined the cqtoalization of technological knowledge,
providing more and more complex and articulatedupés. The establishment of the recombinant
approach marks undoubtedly a step forwards in tiderstanding of the cognitive dimensions of
knowledge production, as well as in the searchafanore plausible empirical representation of
knowledge. Most importantly, such approach lendslfitto the development of an interpretative
framework grounded on complexity theory. In othards, the domain of inventions is viewed as
complex systems in which inventions are highly idépendent. In this direction citations patterns
are used as a starting point to derive indicatetated to the N-K representation of complex
landscapes (Kauffman, 1993; Fleming and Sorengfi ;Z-leming et al., 2007).

However, the recombinant approach shows some isupolimitations that make it difficult
its use in a dynamic perspective. First, the redoatlon is supposed to occur amongst existing
elements, so that the introduction of brand newnelds in the technology landscape is not properly
accounted for. Second, the architecture of theiogla among the elements of the system is mostly
static in their analysis, while architectural chang of paramount importance in complex designs
(Henderson and Clark, 1990; Murmann and Frenker@6R0Finally, the emphasis on the
components of the technology limits their framewaokthe analysis of the artefacts, without
extending the domain to the appreciation also e¢catlpents side of the ‘agents/artefacts’ space (Lane
et al. 2009; Lane, 2011).

This chapter is meant to propose a framework tdying the agents and the artefacts
domains, so as to represent the creation of kn@elet an emergent phenomenon generated by
complex feedbacks between the two domains and betwlee elements within each of these
systems. In this direction, the relationships betwéhe changes in the economic systems will be
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further articulated. A crucial step to move towaedslynamic complexity-based representation is
the grafting into the picture of an approach towlsalge as a collective good. This indeed allows
for appreciating the dynamics occurring at the &gévels and therefore provides the basis for a
mapping between the network of innovating agentstha recombinant dynamics of technological
knowledge. The next section will propose an outbhéhe collective knowledge approach. We then
elaborate upon the concept of ‘structure’ in otdegive new life blood to the structuralist apprioac

in economics, which is likely to provide an heudgsbol kit able to accommodate a dynamic view
of complex system dynamics at different levels. YWepose to understand the agents/artefacts
space as a broad system made of subsystems wipidseeat highly interdependent components.
These subsystems are in turn made of lower-leweldependent subsystems, and so on and so
forth. In other words, we will end up with a contegdization of the socio-economic system as
hierarchy of nested subsystem characterized by lmaoguand recursivity (Arthur, 2009). In this
context, changes in a subsystem are likely to affiet only the architecture of the subsystem, but
also the architecture of the higher-level systemvelt as the architecture of the other subsystems
showing a stronger interdependence with it. Thati@iship between economic structure and
knowledge structure will appear therefore as omg part of a broader chain of feedbacks and

adaptations in a constant tension to self-orgaiizathich is never fully accomplished.

4.2 Collective knowledge and interactive dynamics

The appreciation of the key role of external knagle in the production process of new
knowledge represents a far reaching intuition fog &nalysis of the economic issues related to
technological knowledge.

In view of this, the generation of technologicablatedge can be depicted as an outcome of
a collective undertaking strongly influenced by thailability of local sources of knowledge and
by the quality of interactions (Allen, 1983; von ppel 1988). Specifically, technological
knowledge, as it is used and generated by firnesnstirom the combination of two basic inputs,
i.e. internal and external knowledge. Technologisabwledge is produced by firms operating
within local contexts featured by the presence olvide array of complementary knowledge
sources, like other firms, universities and redeanstitutions. Internal and external knowledge
represent two strongly complementary inputs, hefieedured by a very low or null degree of
substitutability. As a consequence, none of the immuts may fall below a certain threshold
without harming the knowledge production processtéaelli, 1999).
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The access conditions to external knowledge pldsew role in the generation of new
knowledge. The implementation of screening processel absorption strategies by firms is the
necessary condition to access existing externalvlgdge. Firms here need to undertake specific
activities and efforts to integrate such extermawledge, which can be very different from those
already possessed, into their internal knowledgelymtion processes. In other words, access to
external knowledge is harmed by the efforts agemist face to screen the markets of technological
knowledge, and then acquire the relevant portiokrmfwledge produced and sourced externally
(Pisano, 1996; Agrawal, Cockburn and McHale, 2@3jgelsdijk, 2007; Patrucco, 2009).

The localized production and diffusion of technatad) knowledge is the result of the
collective strategies between firms’ acquisitioregternal knowledge originated in both firms (e.g.,
suppliers, clients, rivals) and institutions (eumniversities, R&D labs, TTOs), which are fostebsd
the presence of multiple, formal interactions ameldctive, intentional participation of firm in $uc
knowledge exchanges (Dicken and Malmberg, 2001h®&s, 2009).

The analysis of the mechanisms through which kndgée results as a collective
undertaking bears a new emphasis on the role efaations for the working of the markets for
knowledge. The crucial analytical achievement ef tbsearch on the markets for knowledge is the
appreciation that contractual devices and geogcaplproximity reduce the price of trading and
exchanging of bodies of knowledge in the marketc@ldetween the players of reiterated
interactions (Arora, Fosfuri and Gambardella, 20BHgnce, geographical proximity complements
and actually makes possible the markets for knogdesihd the flows of transactions between, for
instance, manufacturing firms, academic laborasomew technology-based firms, consultants and
knowledge-intensive services (Zucker, Darby, anch&rong, 1998; Zucker, Darby, Brewer, 1998;
Boschma, 2005; Nakamura and Odagiri, 2005). ihfoeces the effect of market interactions and
lead to more effective knowledge exchanges: knogéeolutsourcing and knowledge transactions
may greatly benefits from agglomeration effectshiat proximity facilitates the building of mutual
trust and reciprocity that enable repeated interastbetween co-localized firms (Feser, 2002;
Gossling, 2003). The interplay between the rol@roikimity and the use of markets in a dynamic
perspective allows to appreciating the contributtbpecuniary knowledge externalities, as distinct
from ‘untraded’ knowledge externalities, to the eetive exploitation of knowledge pools
(Antonelli, Patrucco and Quatraro, 2011).

Besides the interactive dynamics of knowledge pectidn, the access to knowledge
produced elsewhere in the economic system prowdssntial inputs able to make it possible the
exploitation of increasing returns generated bytie&r and horizontal indivisibilities. Collective

knowledge encompasses knowledge interactionst lminit limited to them. An agent can search
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across the knowledge landscape independently ofatients with whom they may interact.
Obviously, the establishment of persistent netwiank the exchange of knowledge is likely to
increase the effectiveness of the search procedstaravoid duplication costs. The ability to
generate knowledge is embedded in a network ofifgdhlrelations. The notion of collective
process marks therefore an important differencén bvath respect to the Arrovian tradition of
knowledge as a public good and the approach to leume as a quasi-private good. Collective
processes in fact are characterized by the ralleeointentional effort, participation and contritourt

of each agent (Antonelli, 2005). Collective knowgedn other words is a shared activity that can be
implemented only by interactive agents that beltmg community of practice and understanding.
In this perspective knowledge can be representesh astivity, rather than a good, which is shaped
by the commitment of resources to the access, ptisrand implementation of external inputs,
and by the advantages of increasing returns enalbedthe exploitation of potential
complementarities (Buchanan, 1965; Allen, 1983alfp2004).

The collective knowledge approach implies therefibie existence of agents characterized
by bounded rationality, which cannot have the édimmand of the whole knowledge space, and
therefore need to access knowledge dispersed agthénted in the economic system in order to
feed the combinatorial dynamics leading to the potidn of new knowledge (von Hayek, 1945).
The network of innovating agents, its propertied &g constituting elements, is a key structure for
knowledge creation. The production of knowledge cansistently be represented by introducing
two main general properties of knowledge, thoséeahg (a) a co-relational structure and (b) a
retrieval-interpretative structure (Saviotti, 20@007). According to (b) the probability for any
human being or organization to learn new knowletiks with the dissimilarity, or distance,
between the knowledge previously held and the ratdmowledge to be learned. According to (a)
knowledge establishes generalizations by findidgtigns, or connections, between variables and
concepts. The whole space of human knowledge caminciple be represented as a network the
nodes of which are either variables or conceptsthadinks of which are the connections between
different variables or concepts. Both the numbemofles and the number of links of such a
knowledge network can be expected to change ircdbese of time as new concepts and variables
are discovered and as new links are created betprestously unconnected variables or concepts.
The overall network of human knowledge can nevesjeected to be fully connected as the rate of
addition of new nodes and that of creation of nawsl are unlikely to be identical at all times.
Thus, the density or connectivity of the networkkabwledge can be expected to fluctuate in the

course of time, rising or falling depending on wiegtthe rate of creation of new links or the rdte o
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creation of new nodes prevails. Such fluctuatiores reot in general random but are likely to be
related to the phases of a technological life cgclef a technological paradigm.

Such representation of knowledge, although shave® similarities with the recombinant
knowledge approach (Weitzmann, 1996 and 1998; @)s&000), goes a step ahead. According to
this recombinant knowledge approach the creationes knowledge is represented as a search
process across a set of alternative componentcémabe combined one another. A crucial role is
played here by the cognitive mechanisms underlyiteg search process aimed at exploring the
knowledge space so as to identify the pieces thgitnpossibly be combined together. The set of
potentially combinable pieces turns out to be asstlof the whole knowledge space. Search is
supposed to be local rather than global, whiledibgree of localness appears to be the outcome of
cognitive, social and technological influences. Hdi®lity to engage in a search process within
spaces that are distant from the original stantioit is likely to generate breakthroughs stemming
from the combination of brand new components (Nigj#le, 1998). The network corresponding to
the recombinant knowledge approach would have a&taoh number of nodes and a growing
number of links. The step ahead with our approadhat the network of knowledge has a variable
number of nodes and a variable number of links. @uproach encompasses the recombinant
knowledge approach (creation of links between pistiag nodes) but in addition allows the

emergence of radically new concepts (introductibnesw nodes).

4.3 A structuralist approach

The basic achievement that both the interactionrgnonovating agents and the knowledge
stemming from such interactions can be represeagatetworks made of nodes and links, opens up
interesting perspectives upon the creation of terpnetative framework based upon the concept of
structure.

The development of structuralism in economics dtl mappen to be a lucky undertaking.
The most remarkable efforts in this direction hbeen produced by the intellectual forces grouped
around French journals like tligevue d’Economie Politiquéhe Revue Economiquer Economie
Appliquée of which Frangois Perroux has been founding editd944. Former reflections on the
concept of economic structure can be found in Trigde (1952), Weiller (1935 and 1952) and
Perroux (1971). Since then, however, the disciphas grown far away from such an approach.
Ragot (2003) articulated the idea the economy riscsired like a language, and provides an
interpretation of the Walras equilibrium model aslear exemplum of such idea. In order to
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develop a structuralist approach to the analysiknofvledge and economy it is worth clarifying
what is meant by ‘structure’ and which ‘structusaii we share.

The definition of the concept of structure can bicalated under different perspectives.
Following Descombes (1980), we can move from tHenidien provided by mathematicians, and in
particular by the simplified and synthetic one tyuBbaki (1935%

“We can now clarify what is to be understood, imgal terms, by anathematical
structure The feature common to the various notions rangeter this generic heading is that they
all apply to sets of elements, the nature of wichot specifiedin order to define a structure, one
or more relations involving these elements mayadben... it may then be postulated that this or
these relations fulfill certain conditions (to beuenerated), which are trexiomsof the structure
envisaged. To develop the axiomatic theory of aemistructure is to deduce all the logical
consequences of its axionisrbidding oneself any other hypothes@ncerning the elements under
consideration (and especially any hypothesis wibard their particular ‘nature’)” (quoted in
Descombes, 1980: p. 85).

Such definition has the advantage of escaping amygdlity providing the key ingredients of
a structure: the elements and the connections ashtimgm. Moreover, it contains one major reason
of critique of structuralism, that is the excesdiveus on the relationships, forgetting the featwok
the individual elements. It has becoming clearet eearer that the articulation of the concept of
structure has the most important pillars in thenEreintellectual atmosphere of the first half of th
20" century. In the same environment, Jean Piagetpbtiee key representative of the structuralist
school of thought, provided a definition of struetunore suitable of utilization in social sciences:

“En premiere approximation, une structure est wtesge de transformation, qui comporte
des lois en tant que systemes (par opposition apprigtés des éléments), et qui se conserve ou
s’enrichit par le jeu méme de ses transformatisaas que celles-ci aboutissent en dehors de ses
frontieéres ou fasse appel a des éléments extériearsn mot, une structure comprend ainsi les trois
caracteres de totalité, de transformation et diggiage” (Piaget, 1968: p.6-7).

Once again, an inherent feature of the conceptrottsire is the focus on the whole, i.e. on
the links between its constituting parts, rathaantton their individual characteristics. It worth
noting that Piaget’'s conceptualization places irtgpare also on the self-organization as well as on
the dynamics of the structure. This marks an ingrardifference with the former founding fathers
of the structuralist approach. This opens up thesgon as to what extent one can speak of one
general structuralist approach, rather than ofed#ffit kinds of structuralism. Traditionally, the

® Nicolas Bourbaki used to be a collective pseudorfiike the Wu Ming) of a group of French mathematits
working, since 1935, on a definitive survey of Matatics (see Corry, 1992).
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founding text of the structuralism is tl®urs de Linguistique Généraly Ferdinand de Saussurre
(1916). The author makes therein a crucial duallsstween the synchronic and diachronic
dimensions characterizing social sciences, the dordeserving to be properly investigated. The
synchronic dimension concerns the symbolic identitysigns. The ‘langue’ (as opposed to the
‘parole’) is a collection of signs that have notadue in their own, but only with respect to system
of relations with the other signs. This systemeadétions represent the structure of the ‘langud’ an
its logical coherence is analysable independenitihaw signs are used and combined to form
meaningful sentences. The use of signs occursstorigal time, while the structure of the system of
signs is independent of time and represents thehsgnic aspect of languages. The purpose of the
scientist is the search for an invariant structfreelationships such that it may be used to amalyz
different system of signs without the need of ad@ph efforts. For this reason the structuralist
approach is usually seen as essentially static dmterministic. Moreover, this search for an
invariant structure of logical relationships is smtent with the concept of equilibrium: the ‘laegu

is a system in equilibrium, the same way as the@ty in the Walrasian theory (Ragot, 2003). In
the same vein, Claude Levi-Strauss (1958, 19623)isnworks show that the myths of ‘savage’
tribes are characterized by a similar architecttgferring to an invariant structure of binary
oppositions, such that totemic beliefs appareniffiergnt can be compared and assimilated on the
basis of basic antonymic trait pairs.

Théret (2003) proposes to distinguish between tvamd approaches to structuralism, i.e.
the methodological and the ideological structuralisOn another overlapping dimensions,
structuralists can be grouped in three groups:sthentists supporting the methodological aspect,
without any pretention to draw philosophical implions; the scientists implementing a truly
methodological approaches, but on the basis ofngx+4ahilosophical assumptions; the ideological
structuralists, who do not pay any attention to shientific basis of their ideas. Levi-Strauss and
Althusser can be assimilated to the last two growbde Piaget is attributed to the second group.

Without pretending to dig into the debate on tHeedent facets of structuralism, our attempt
to recover the structuralist thought is based endiévelopment proposed by Piaget, which we think
allows to establishing a link with the line of aygb which has grown under the label of complexity
theory and which has much informed the analysecohomic phenomena.

Piaget in his workLe structuralisme(1968) articulates the distinction between the
structuralism as a philosophy and structuralisra agethodology, proposing that only the latter can
be considered as an authentic approach, eminepigyeenological. While he firmly defend such
view and applies it to psychology, the way he defirihe concept of structure as well as its

properties looks particularly interesting. Accoglito Piaget, indeed, the structure represents an
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heuristic tool that is useful to understand thgamicsof human behaviour and its restless
evolution. Such approach has also been labellegt@astic structuralism (Théret, 2003), in that the
main emphasis is not on the static properties ef structure, i.e. on the equilibrium of his
architecture, but on the dialectic structure-bebawii.e. on the process leading to the generation

a particular structure with a given architecturbeTstructure, one could say, turns out to be an
emergent property stemming from the dynamics ofiasogystems. The structure cannot be
understood without a proper account its genesiseantiition. A structure emerges in the course of
history as a result of a self-organizing process.

We can preliminarily conclude that the genetic&uitalism paves the way the development
of an evolutionary approach to the analysis of cstmes, in which their architectures are not
essentially stable, but changes over time as agctetif mutations in the relations and in the
elements. The adoption of a structure-based apprtadnowledge turns out to be even more
appropriate from a terminological viewpoint, as itlea of collectivism is much more related to a
collection of agents rather than on the links ansbripem. Structural holism is different from
collective holism in that the whole is not just fbh&taposition of the individual elements, buthet
outcome of the relationships among the componéiies structuralism so conceived consistent with
the adoption of systemic thinking. A system caniriieed defined as a group of interdependent
elements. Moreover, the idea of self-organizatiod amergence places structuralism very close to
complexity theory. We could push the argument farthy arguing that the analysis of complex
systems dynamics fully develops the potential afcttralist heuristic, by combining holism and
individualism, i.e. combining the interest in thedationships with the attention to the propertiés o
the single components of the system (Bloch and &fetc2011). The idea of nested hierarchies of
architectures, moreover, pushes structures atéhg bf the elements which systems at each layer
are made of. The recursive principle implies thathe architecture is a piece in higher level
architectures. French language again can help yhthesis:la structure devient structurante
Before fully grasping the consequences of suchraem, it is worth a quick detour around the
concept of complex systems dynamics, in order teeld@ later on the concept of knowledge
structure as a complex design belonging to a systesmacterized by complex dynamics, through
which changes in knowledge structure are amplifeedther complex designs in the higher-order

system.

4.4 Complexity and economics of innovation
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The theory of complexity has becoming more and npmpular in social sciences, and
especially in economics, for the last decades. r€search program on complexity emerged in the
context of post Second World War developments ipeayetics, and in particular following the
criticisms concerning the so-called first-order egietics (Bouraoui, 2009). The grafting of such
line of reasoning in the onto the analysis of ecoicophenomena is as old as von Hayek
‘precocious play’ on the epistemology of complexitgayek, 1967). Hayek’s conception of
complexity is still biased towards the ‘structurapects, neglecting the features of the individual
elements which the system consists of. The dedreeroplexity can be defined as “the minimum
number of elements of which an instance of theepattnust consist in order to exhibit all the
characteristics attributes of the class of pattemsguestion”. Complexity arises from the non
intelligibility of the whole patterns of interlinkiebehaviour. This makes point prediction unfeasible
and draws the attention on ex-post relations betvike emergence of new patterns and specific
circumstances. Obviously, the higher the numbemwofimum number of elements required, the
more difficult is to command the dynamics of ingationships. Complexity is a basic property of
spontaneous order, or self-organization, which gesrs “the result of human action, but not the
execution of any human design” (Adam Ferguson, 1@6dted in Hayek, 1973: Vol. I, p. 20 and
note 19, p. 150). The dispersed and fragmentedacterof knowledge (Hayek, 1937) plays a key
role in the complex dynamics of spontaneous ordersthat it makes it impossible to fully
command the whole, which is fairly more than thensof the constituting parts, as well as the
dynamics of its historical evolution. The self-ongaed systems for Hayek are indeed not only
complex but also evolutionary (Bouraoui, 2009).

In Hayek’s treatment can be found some importasicbeoncepts for complexity theory as
it is nowadays spelled out by scholars dealing whth economics of innovation and knowledge
creation. In the same years, Herbert Simon (19@€l)the now famous story about the two clock-
makers Tempus et Hora, and proposed to define gleansystem as a system composed of
interdependent elements. The modular and hieracktcucture of such kinds of system is then
emphasized by introducing the concept of near-deosability, according to which in modular
systems the bulk of interactions occurs within meduather than across modules boundaries.

The idea of a collection of interdependent elemdstscommon to many traditional
definitions of the term system. In a complex systdéms dynamics interactionism rather than
interdependence that matters (Lane, 2011). Theezitcomposing the complex systems interact
So as to produce an outcome. This latter, in tsnasually referred to as an ‘emergent property’ of
the system under scrutiny. The principle of emecgeran be more sharply defined as the arising of

novel and coherent patterns during a process 6bsghnization (Corning, 2002). Saviotti (2011)
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synthesize the common characteristics of emergasdellows: radical novelty, coherence, global

level, dynamics and ostensive. An emergent propsriikely to be something which has not been

observed in the past in the system and which steowgh degree of persistent integration in its
components. By definition, it stems from the setjanization achieved through dynamic

interactions of complex structures, and therefoie no reducible to the single components by can
be understood only as a whole. Finally an emergemerty is the product of a dynamic process
which evolves over time. The combination of thesepprties makes impossible to predict the
attributes of emergent properties.

The better understanding of such dynamics reqtiresdoption of ‘organization thinking'.
Within the domain of complexity theory, by orgartiva one means particular kinds of interacting
entities which can be characterized by structunaction and process (Lane et al., 2009; Lane,
2011). The concept of structure occurs quite fratjyewhen talking about complexity. The
structure of interactions amongst components kegfimportance in shaping the emergence of new
patterns. Following Simon (1962 and 1973) comphlgstesns can be thought therefore as a (self-)
organized set of interacting elements. The compsnenturn, understood as ‘organisations’, are
characterized themselves by a structure which stmsef interacting elements, which in turn have
their own structure. As Arthur (2009) and Lane (B0&mphasize, what was missing in Simon was
this principle of recursivity. Thus complex systeans not only characterized by nested hierarchies,
but each layer is organized according the sameiptenof interacting components that interact in
complex ways.

A crucial dimension to think about complex dynamitsocial systems is the agent/artefact
space. The contributions by Arthur (2009) focusmanily on the artefact side, and propose a
concept of technology as the outcome of a combiiEt@rocess, according to which each
technology is characterized by one or few key pples interacting with many other
complementary technologies in defining the funatidres. As such technologies are characterized
by an operational structure which organized the th@ycomponents are combined together. Such
structures feature the components at each levitleohested hierarchy. New functionalities arise in
the context of a process of exaptive bootstrapplngother words, new artefacts, say a new
products or new technologies, are designed to aehs®me particular functionality. However,
besides the expected functionality, the potentidlsan artefact cab be fully grasped only as a
function of use. In the course of utilization ofedacts new patterns of interactions emerge around
them, which leads to the emergence of new funclitieg that can represent the main
functionalities driving the design of further newiediacts. This in turn generates again patterns of

utilizations likely conducive to the discovery ofw functionalities, engendering a self-propelling
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process. Once new artefacts are introduced, thiey &n competition’ with those already existing
in the system, and therefore, since identity iatiehal, the attribution of a new identity to the new
artefact involves also the renegotiation of idegntibr previously existing ones. These new
attributions emerge out of interactions that ateeddgenerative relationships’ (Lane, 2011).

In the agents/artefact space artefacts emerge astemme of the interactions among agents,
who identify the functionalities to be implementadthe novel designs, and engage therefore in a
combinatorial process. An important feature of camystems is that the modification in one part
of the structure is likely to be reflected on thkev interconnected elements, as well as on ther oth
structures linked through higher-level structuraamizations. The implementation of a new
functionality may require the modification of twa more attributions, what is called epistatic
relationships. Moreover, one property of a syste@mmonent is pleiotropy, i.e. the number of
components that are likely to be changed as arcteffeintentional changes on its role in the
structure (this applies both to change of configareand to substitution). The higher the pleiotrop
of a particular component, the more risky is angioacon it. Given a functioning design, the
improvement of high-pleiotropy component may engensuch a chain of adaptations in the
structure that the net effect on the new designvi®rsening of the whole performance.

Epistatic relationships and pleiotropy are features only of the components of artefacts
structure, but also of the ‘organisations’ whiclpresent the interacting entities in the agents
domain. People in a team, or firms in a joint reskegroject, may be though as interacting elements
of a complex system, which interact to the purpafsgchieving a particular target which will come
about as an emergent property. The metaphor aidtveork has been much used in the last decade
to describe the structure of interactions of agemtsomplex socio-economic system#a network
is indeed composed by nodes, i.e. the elementscofrgplex systems, and by edges, i.e. the actual
interactive relationships among nodes. The usefsld the network (and also a methodological
tool, as we will see later on) lies in the factttkame of its properties depends exclusively on its
geometry, or the architecture of its structureedpective of the characteristics of the nodes.
Obviously, it provides also the means to desciiilgesingle nodes, although in a relational way. A
particular class of networks is largely used in ¢batext of complex system dynamics, i.e. ‘scale-
free’ networks (Barabasi et al., 1999; Barabasi0220 which is characterized by a highly

asymmetric distribution of links about nodes. Legtithe degree the number of link insisting on a

" Once again a key concept for structuralists.
® This is hardly surprising in the age of ICTs. Aatiog to McLuhan (1964), indeed, societies are asvayformed
more by the means used to convey information, thathe content of the information itself. De Kerokk (1997)
argues that the fundamental stages in man's '¢egnitevelopment correspond to the ways in whichmaoinication
techniques and technologies have shaped not o@spietations of the human mind and brain functimrt,also views
of society and the world over the ages. The paradibift towards network-based theories is thereforee associated
also to the pervasive diffusion of ICTs into huntifgboth for individual and social purposes.
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node, scale-free networks are such that the detisgrgbution follows a power law. The existence

of such distribution has been explained by adoptiagically two mechanisms, i.e. fithess models
and preferential attachment. The former mechanBian¢oni and Barabasi, 2001) is based on the
idea that new nodes entering in a network choos@&ddes with which establish a link on the basis
of fitness values. In this direction, following @@ of ‘supremacy of the fittest’ principle, nodes

showing higher levels of fitness degree are likedyattract a higher number of links. The

mechanisms of preferential attachment has beenreftyrmtroduced by De Solla Price (1965), who

talked about cumulative advantage in his scientoosetvorks. Barabasi and Albert (1999) have

recently developed a model to model the growtthefWorld Wide Web based on this mechanism.
The preferential attachment refers to a class ofhststic process in which some quantity is
distributed among a number of individuals accordioghow much they already have. In other

words, the flow is a function of the cumulated &taguch that the individuals showing the highest
values of cumulated stock are interested by highasies of flow. According to this, the few nodes

in the network showing high degree centrality &#ely to increase their degree much more than the
peripheral nodes.

The concept of network, and especially of scale-finetworks, is particularly useful for
social sciences, along with the properties allowimgtheir description. However, the discussion
conducted so far proposes the existence of isormsrphetween the structures in the agents and in
the artefacts domain. The network metaphor canskd therefore to describe also the structure of
‘organisations’ in the artefact side, as well as dynamics of their interactions. The possibilay t
use the same representation to represent thedtiteralynamics of agents as well as the interactive
dynamics of the emergent properties that they gé@ealong with the notions of hierarchy and
recursivity, provides a powerful toolkit to undensti changes in economic structure and changes in
knowledge in an integrated framework. The followisgction will articulate a complex system
perspective on structural change and knowledgetsirl by relying on a peculiar acceptation of the

term ‘space’.

4.5 Economic and knowledge structures: interacting sub-systems in a nested

hierarchy

The main path guiding the writing of this volumeshstarted by showing the empirical
relevance of structural change in economics, ireotd arrive to propose the dynamic concept of
knowledge structure according to which knowledganselement in a wider system featured by

complex dynamics, and characterized in turn byracsire with its own architecture. In this
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perspective knowledge has a structure the sameawdiie economy. Both structures are related
through a thick network of complex and dynamic riatéions across different layers of a nested
hierarchy.

An important brick in such building is, in our opn, a contribution much neglected by
scholars interested in grafting complex system dyoa onto economics, i.e. Francois Perroux’
elaboration on the concept of economic space (Ber950). Perroux maintains that “we may
distinguish in our discipline as many economic gga&s there are constituent structures of abstract
relations which define each object of economicrsmé (Perroux, 1950: p. 91). What is interesting
is the definition of space on the basis of striet@ations. Moreover, the idea of a multiplicify o
spaces points to a set of interconnected structinme.author distinguishes between geonomic space
and economic spaces. The former, also called ‘bapate’, is defined by geonomic relations
between points, lines and volumes. As an examipdeclaracterization of firms on the basis of their
geographical coordinates is based on their lod&dizan a geonomic space. The same applies for
two points in a Cartesian coordinate system. Ecanspaces are instead “defined by dos®nomic
relations which exist between elements. These economicespaanveniently reduce to three. (1)
economic spacas defined by a plarf2) economic spacas a field of forceq3) economic spacas
a homogenous aggregatéPerroux, 1950: p. 94). The former dimension reféto the set of
relations among the units in the economic space.sHtond one refers to the existence of centres,
or poles, from which centrifugal forces emanate smdhich centripetal forces are attracted. The
concept of attractor, very much related to phenameh persistence and therefore dynamic
preferential attachment, can be included in thispective. Finally, “the relations of homogeneity
which define economic space [...] are relative to uhés and to their structure, or relative to the
relations between these units” (Perroux, 1950:p. 96

Perroux’ elaboration of the concept of economiccspaallows for the integration of socio-
economic phenomena into a single framework suddepid be modelled as a complex system of
interacting elements. The articulation of sociorexuic life in one single scheme is a pretty hard
task which goes beyond the scope of this volumeillastrative example is provided in Figure 1,
where we have partitioned the agents and the atsethmensions, and depicted the relationships
between the most relevant subsystems as well &stehsof the structure of interactive elements
which they consist of. The artefact space is insE#pulated by objects the creation of which stems
from an emergence process at the agents levelstheosake of clarity, we have omitted the
exemplification of the complex structure that featueach of these classes of artefact or lowet-leve
subsystems in the agents space. Firms, for exarmcgutebe described as networks in which nodes

are represented by tasks/agents and the linksahsférs among the nodes (Baldwin, 2007).
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>>> INSERTFigure 4.1 ABOUT HERE <<<

There are some emergent properties that are ngepyoclassifiable as artefacts, like
knowledge or like human capital, which can be thdugs the outcome of complex system
dynamics of the agents acting in the educatioresysts well as in families. There is also a sensible
degree of overlapping among the subsystems: fiomexXample are both part of the innovation and
the productive system. Human capital is a strudtw@nponent informing the productive system,
the innovation system, the institutional system #releducation system itself. By looking at this
quite simplified diagram, it clearly emerges howleaub-system can be seen as a component of a
higher-order system. After all, Perroux himself démagized the mutual dependence of different
economic spaces. The organization of socio-econ@ystems seems therefore not to escape
Godel's theorem of incompleteness, according toclvimo system can be found able to be
completely self-explaining.

The topology, or the structure, of relations occgiin such abstract spaces dominated by
both between- and within-system complex interastj@xhibits an architecture which shapes both
the pattern of linkages across the components laadjuality of the components themselves. The
architecture is therefore a key concept for thdyarsof complex dynamics. Henderson and Clark
(1990) introduced the concept of architectural ¢gieaim the context of products design complexity.
The isomorphism which we maintain to characteriath kartefacts’ and agents’ structures allows
for extending the idea of architectural change hdythe scope of product technologies. The
architecture of systems of interacting innovatirgergs is important in that it influences the
likelihood to capitalize knowledge externalitiesdagenerate new technologies. Cowan and Jonard
(2003) shows that the way the structure of intévastis designed has a strong influence on the
system performance. Moreover, interactions acrossponents are not equally productive. There
are some components that are better suited toacttevith other specific components. Network
theorists have labelled this property as ‘homoplafynodes (Skvoretz, 1991; Powell et al. 2005).
According to this principle, elements in a netwarle more likely to interact with other elements
that are similar. This principle has been propasedn explanation o the patterns of development of
nations by Hidalgo et al. (2007) and Hidalgo (200@ho proposed the concept of product space
conceived as a network in which nodes are prodiasises and links are the interaction among
them. They show that the development pattern abmstis such that they move in the product

space by developing goods that are close to whay Hiready produce. The same principle
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underlies the idea that social proximity shapes ititeractions of collaborative networks for
innovation to a larger extent than geographicakipndy (Ponds et al., 2010).

The architecture of the structure of interactioms dgomplex systems is therefore
characterized by the patterns of linkages amongpooents, as well as by the features of the
components themselves. This supports the ideahbkatomplexity approach is able to synthesize
individualism and holism. A much neglected aspé@rohitectures is its number of components. In
Henderson and Clark (1990) architectural changg oohcerned the changes in the patterns of
relationships among components. One property dégoze networks is the growth of the network
itself, which occurs by the entry of new elememtsthe system. Architectural change can also
happen in view of an addition of new componentth&structure of relations. Altenberg’s models
of constructional selection, which extend KauffngaN-K fithess landscape models, represent an
interesting exception to the substantial neglearafogenous change of architecture in the analysis
of complex system dynamics.

To synthesize, the architecture of a complex system well change over time, and so may
the structure of epistatielationships This may occur either due to a change in thdivelaveight
of some elements in the system, these elementshémgt from a non-influential to an influential
position, or by means of introduction of new eletsenithin the system. This is in turn likely to
alter the existing structure of relationships. Withhis context, thepleiotropy represents the
number of elements in the system that are affelsjethe appearance of new elements. It is clear
that the higher the pleiotropy, the greater thengeain the architecture of the system that the
inclusion of new elements may engender.

The viewpoint of endogenous complexity makes thalyss of knowledge dynamics
particularly appealing and challenging. In viewtloé discussion conducted so fanokledgecan
indeed be represented as emergent property stemming from multi-layered cempmlynamics
Knowledge is indeed the result of a collective gffaf individuals who interact with one another,
sharing their bits of knowledge by means of intemai acts of communication (Antonelli, 2008;
Saviotti, 2007). In other words, the adoption ofeamogenous complexity made possible by an
augmented recombination approach allows for thebooation of the view on technology as an
artefact with the view of technology as an act, ag the product of collective actions involving
agents with converging incentives and aligned ed&r (Figure 2 provide a zoom in the dynamic

interactions between these two systems) (Arthud920ane et al., 2009).

>>> INSERTFigure 4.2 ABOUT HERE <<<
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The structure of the network of relationships ansbmgnovating agents represents therefore
a crucial factor able to shape the ultimate outcoaieknowledge production processes.
Constructional selection matters, in that new fagtns entering the network need first of all to
choose with which incumbents they want to be linkeith. The concept of preferential attachment
applies to this situation. In a wide number of eots, the new nodes in a network generally end up
to link with those ‘old’ nodes already charactedz®/ a large number of connections (Barabasi and
Albert, 1999). As a consequence, the entrance wfaetors in the network is likely to reshape the
relative weight of nodes, and hence modify thecstme and the balance of relationships.

Knowledge so produced stems from the combinatiobitsfof knowledge dispersed among
innovating agents. Creativity refers to the abitifyagents to combining together these small Hits o
knowledge so as to produce an original piece dirtelogical knowledge. This in turn may be
thought about as a structure of bits of knowledgleed one another. The knowledge base itself, at
whatever level, can be therefore imagined as aarktim which the nodes are the small bits of
knowledge and the links represent their actual ¢oation in specific tokens. Knowledge in this
sense turns out to be an emergent property of @m@ynamics featuring the interdependent
elements of the system, i.e. the bits of knowledge.

This is a quite unexplored consequence of the tsiraiccharacter of knowledge production,
which provides further richness to its dynamicsic8isuch complex system may be represented as
network, the knowledge base is characterized byuatare with its own architectuteThis in turn
may evolve over time, as an effect of the introsurciof new small bits of knowledge and the
consequent change in the relative weight of theesaslithin the network, as well as due to the
change in the patterns of linkages among bits awkedge. Indeed, like in the networks of
innovators, new nodes will be attached to sometiagisnodes, the centrality of which will be
altered. Learning dynamics and absorptive capaefiyesent a channel through which the topology
of knowledge structure affects search behaviouhatlevel of agents networks. Indeed, agents
move across the technology landscape in regiortsatigaquite close to the area of their actual
competences (principle of homophily). Technologichlange is localized as an effect of the
interactions between the complex dynamics at trevledge and the agents’ level. However the
topology of knowledge structure is in turn shapgdhe choices made by innovating agents as to
which bits of knowledge combine together. A seltained process is likely to emerge, according
to which the knowledge creation process tends macemore towards a local attractor in which
they are locked in (Colombelli and von Tunzelma2®i 1).

° Although in a more hortodox framework, Olsson (20&@d Olsson and Frey (2002) concept of knowledga a
(convex) set in the idea space provides interegtisights.
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This dynamics indeed makes preferential attachmaark also at the knowledge level.
Agents’ search behaviour is indeed constrainechbytapology of the knowledge structure. In this
direction, those small bits of knowledge which hgvewn in importance are likely to exert a much
stronger influence. This process is rooted in hisab time, according to which the gradual sorting
out of knowledge bits which have proved not to béestile, leaves the floor to few and more fertile
bits. New bits of knowledge entering the knowledigse later on are likely to be linked to these
few pillars.

Preferential attachment introduces a great deglatth dependence in system dynamics of
technological knowledge. It amounts to articuldte toncept of persistence beyond the rate of
introduction of innovations, so as to apply it teetcentrality of the specific smaller bits of
knowledge which make the structure of the knowleolasse.

Still, while this self-enforcing process is likely trap the search process within a bounded
area, the dynamics of technological communicatiahe@agents’ level as well as the capabilities to
cope with search in areas that are far away fra@rctdmpetences of innovating agents are likely to
introduce discontinuities in the evolutionary paiteThis amounts to introduce a wide variety of
new bits of knowledge which are loosely relatechviitose already existing in the knowledge base,
SO as to give rise to radically new combinatiortse Pprocess of evolution, fed by learning dynamics
and cumulativeness, leads to the gradual selecfidhe best combinations (principle of fitness),
which grow in centrality and hence begin to constegents’ search behaviour. Knowledge sharing
and technological communication ensure therefoeeetmergence of new variety, which is more
likely to occur in transition phases. At this stagewide range of alternatives are viable, and
multiple local attractors are likely to emerge fromutual influences between complex dynamics at
the knowledge and the agents’ layers.

Clearly, the patterns of change in the architectne likely to bear important systemic
effects. First of all, the impact of node substitnt depends on the pleiotropy level. Changes
affecting a high-pleiotropy node by definition wdhgender changes and adaptation in a large part
of the system. The change of a high-pleiotropy nimdéhe structure of knowledge is likely to
generate a discontinuity of in the knowledge bastrestingly enough, a node, a small units of
knowledge, can be co-responsible of its own suligiit. Knowledge bits are indeed combined so
as to create new knowledge. This new knowledge aan germane the elimination or the
improvement of one the bits used to generate iheGeive relationships matter in that each module
in the knowledge structure is likely to interacgenerate new modules.

The introduction of a discontinuity in the knowleddase can be reflected in the

connectivity or in the density of the network, ahdar also important consequences on the
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interaction dynamics of innovating agents. Theodtrction of new agents can be necessary in order
to command the effects of the discontinuity. Obglguthese new agents will need to choose which
of the existing nodes in the network they wantécaltached to. Preferential attachment and fitness
values are clearly important in this respect. Nexvants will be more prone to be connected to the
incumbents showing the better performances, at laahe early stages of the paradigm change.
The dynamics of discontinuities and technologichilareces in the biotechnology sector are
particularly exemplificative of such phenomena (iraQuatraro, Saviotti, 2011). Search strategies
in these contexts are initially oriented towards #xploration of the technological opportunities
provided by the new combinatorial potentials, s tdoes not imply necessarily that innovating
agents proceed in a scattered and random way iknth&ledge landscape. Agents with high fithess
values are better able to narrow the exploratiatepss in paths that are not too distant from the
core of the cumulated technological competencefo(@lmelli, Krafft, Quatraro, 2011).

Out of the systemic effects generated by changé#sei architecture of knowledge structure,
of particular relevance are the interaction dynamith the economic structure. This can indeed be
viewed as an element of the higher-order systentiwis mutually interdependent with the other
subsystems. Even though, according to the prin@pleear-decomposability, interactions within
sub-systems should be more frequent than thoseebatihem, Figure 4.1 shows clearly that it is
quite difficult to identify sharp boundaries acrassh-systems, as a large number of overlapping
regions can be devised. The dense chain feedbatkedén economic and knowledge structure (and
viceversa) after all is not surprising for indusktreconomists. Indeed, as emphasize in Chapter 2,
since the early contributions of Kunets (1930),i&uf1934) and Schumpeter (1939), the emergence
and evolution of new industries has been depicteph&nomena strictly linked to the dynamics of
technological change. In the footsteps of theseirsdnworks, a wide body of literature has
emphasized the interplay between technology andsingl evolution (Agarwal and Tripsas, 2008).
The concept of lifecycle plays a key role in théspect. On the one hand, industry lifecycles are
described in terms of firms’ patterns of entry aat, as well as of changing industrial structure
and size distribution over time. On the other hahd,technological lifecycle is described in terms
of different patterns of firms’ search behavior,dathe introduction of radical rather than
incremental technological change (Dosi, 1982; Mmeand Orsenigo, 1996; Klepper, 1997).

The technological lifecycle literature posits thmbst of the development of many new
industries is shaped by underlying evolutionary ngfes in technological knowledge. In this
framework new industries emerge out of the intrdiduc of technological discontinuities. The
emergence of a discontinuity which occurs at thgirmeng of a new technological paradigm is

likely to be accompanied by phenomena like theawghent of industrial firms linked to the old
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paradigm by new ones or by considerable changtd®ipersonnel and in the internal organization
of incumbent firms. Schumpeter (1935) had alreadiycad how the producers of cars or trains
would generally not be the same firms which haddpeed mail coaches. In more modern terms
such phenomena can be explained by the compet&sropting effect of the discontinuity inherent
in radical innovations (Tushman, Anderson, 1986).

The extent of discontinuity and its impact on inda$ organization is the highest in the
early phases of a new technological paradigm antetlmome gradually less important as the
paradigm matures. This lifecycle is likely to be@mpanied by a number of changes such as: a)
transition from competence disrupting to competemg#ancing technological change; b)
movement from exploration to exploitation (Marcl991); movement from random search to

organized search (Krafft, Quatraro and SaviottQ20

4.6 Conclusions

This chapter has articulated an integrated apprdackhnowledge structure and to its
relationships with the economic structure, by amhgpta complex system perspective. We have
proposed a path moving from the appreciation ofitiberactive dynamics of innovation, so as to
emphasize the combinatorial process underlyinggdreeration of new technological knowledge.
The revival of the concept of ‘structure’ has prdve be fertile to our purposes, and in particular
the integration of the genetic structuralism in thevelopment of the framework. The historical
approach to the generation and modification of cstmes allows to grasp their evolutionary
dynamics. Complex system dynamics enter the diseoas a heuristic able to overcome the
excessive holism of structuralism by paying attemtlso to the features of the elements composing
the structure. We have discussed some importartepds for complexity theory, like emergence,
epistatic relationships, pleiotropy, scale-free woeks, exaptive boostrap and generative
relationships, and showed how these can be usefdetive an approach to the analysis of the
socio-economic system as a nested hierarchy clesized by recursive structures. The interplay
between knowledge structure, economic structureianmavation systems can be therefore better
grasped by adopting such an integrated view baseddynamic interactions generating
unpredictable outcomes having sound systemic sffect

With this framework in mind, we can now move thea®te analysis of economic reality,
by deriving some implications in terms of methodplof analysis, and then trying to integrate

such view into treatable empirical frameworks.
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Figure 4.1 - Simplified scheme of dynamic interactions in complex socio-economic systems
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Figure 4.2 — Zoom in the dynamic interactions between the knowledge and the innovation systems
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PART I1I: APPLICATIONS



Chapter 5 -The implementation of knowledge structure: methodological
implications.

5.1 Introduction

The possibility to represent knowledge as a networbvides an adequate conceptual
foundation for the study of processes of knowledgmeration and utilization in firms and
industries. To identify all the variables and tlomections present in the knowledge base of a firm
at the lowest possible level of aggregation wowddalprohibitively expensive task. An approximate
version can then consist of identifying relatividynall' units of knowledge and their connections.
We identify these 'small' units within the tracékoowledge which have been used so far, such as

patents and publications.

At the whatever level of analysis, the knowledgeeb@kB) can be defined as the collective
knowledge that agents can use to achieve theirupt@ objectives. The collective character
comes from the interactions between individualseaech units and departments of the same firm
or research organization. Such interactions areifspé each organization and can be expected to
lead to a different knowledge time path even indage in which the initial competencies of all the
persons employed were the same. When we want tty she knowledge base of an industrial
sector or of a field of science such collective rabter of course includes inter organizational

interactions.

The KB can be mapped by identifying the units obwiedge composing it and by their
connections or links. These units can be eithennelogical classes or themes. Connections are
determined by the joint utilization of the units particular texts, be they patents, papers or
something else. For example, if we use technolbgiesses the connections are given by the co-
occurrence of different classes in the patents ,uaed the frequency of co-occurrence can be
interpreted as a measure of the strength of the limthis way we can construct visual maps of the
KB of a firm and follow the evolution of such KB the course of time. These maps of the KB can
be considered a representation of the brain ofitime

In order for these maps not to be purely desceptievices we need to identify some
general properties of the knowledge base whichbeameasured and used both in empirical studies
and in modeling, by exploiting both the networkusture of knowledge and the statistical

potentialities provided by the matrixes of techgatal co-occurrence.
90



5.2 The use of co-occurrence matrixes: coherence, cognitive and variety.

The three properties of the KB which we will useour analysis are its variety, related or
unrelated, its coherence, and its cognitive distanc

The variety of a KB measures the extent of its diversificationith related variety
measuring it at a lower level of aggregation ancklated variety at a higher level of aggregation
(Frenken et al, 2007). Technological variety canneasured by using the information entropy
index. It was introduced by Shannon (1948) to mestiue information content of messages, and
can be used as a distribution function in a nungbarircumstances (Theil, 1967, Frenken 2006).
The use of information entropy to measure varigtiyased on the rise in the information content of
systems as the number of their distinguishable corapts increases: a system with a large number
of distinguishable components requires more infoionato be described than a system with a
smaller number of distinguishable components.

The information entropy index has interesting feady like its decomposability into a
between-group and within-group component, and tkeension to multidimensional cases.
According to the latter, one may calculate the etgrof the actual combinations of technological
classes in a given context (say a firm or a sectdhe former property allows for the
operationalization of the distinction between methtand unrelated variety. One could say that
related variety (within-group entropy) measuresedsification at a local level, or within a
technological class, while unrelated variety (betwgroup entropy) measures diversification at a
more global level in a knowledge space. The immbriraplication of this distinction is that while a
growth in unrelated variety implies a rise in cdiy@ distance, a growth in related variety is
compatible with a more incremental developmentearah a fall in cognitive distance.

The coherenceof a KB measures the extent to which differentetypf knowledge can be
combined. This is of a fundamental importance siheetypes of knowledge required by firms to
create new products or services are not necesdarilyd within a discipline, but need to be
combined to produce the desired output. The abdftjirms to combine these different types of
knowledge is not constant but can be expectedrpsystematically during particular phases of the
evolution of knowledge. For example, we can expetability of firms to combine different types
of knowledge to fall as a completely new type obkitedge emerges at a discontinuity and to rise
again as the new type of knowledge starts matuiihg. coherence of the knowledge base can be

calculated by modifying a procedure developed bgcéeet al (1994) to measure the coherence in
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the output of a firm. The basic principle undertyithhe calculations is that the higher the frequency
with which different technologies are used togettnera firm the more coherent is its knowledge
base. The calculation proceeds by first calculativg frequency of co-occurrence of each pair of
technologies in the KB and then by averaging thewer ¢the whole firm, or sector in the present
case (see Nesta Saviotti, 2005, 2006 and Kraffat@tro, Saviotti, 2009).

Cognitive distancemeasures the extent of discontinuity involvedh@ ¢mergence of a new
type of knowledge. It is the inverse of an indexsghilarity. This measure is of fundamental
importance to be able to distinguish the effecthef emergence of a discontinuity from that of the
subsequent period of normal or incremental devespmThere are many ways to calculate
cognitive distances but we used the complemertteirtdex of similarity proposed by Jaffe (1989).

From a technical viewpoint, such variables willibgolemented throughout the analyses in

this book as follows.

5.2.1 An overview upon calculations

Variety

Let us start by the variety indicator, which we ided to measure by using the information
entropy index. Entropy measures the degree of digsoor randomness of the system, so that
systems characterized by high entropy will alsccharacterized by a high degree of uncertainty
(Saviotti, 1988). Differently from common measumdsvariety and concentration, the information
entropy has some interesting properties (FrenkenNarvolari, 2004). An important feature of the
entropy measure is its multidimensional extensioonsider a pair of events ((XY;), and the
probability of co-occurrence of both of thegn A two dimensional total varietyT{/) measure can

be expressed as follows:

TV=H(X,Y)= ZZ P, Iogz[pij (5.1)

I

If one considerg; to be the probability that two technological ckssk andj co-occur
within the same patent, then the measure of maoigdsional entropy focuses on the variety of co-
occurrences of technological classes within redipatents applications.

Moreover, the total index can be decomposed in ighiw/ and a “between” part anytime

the events to be investigated can be aggregatedhistmaller numbers of subsets. Within-entropy
92



measures the average degree of disorder or vanghyn the subsets, while between-entropy
focuses on the subsets measuring the variety atliess Frenken et al. (2007) refer to between-
and within- group entropy respectively as unrelated related variety.

It can be easily shown that the decomposition #@onolds also for the multidimensional

case. Hence if one allows § andj 1S, (g=1,...,G;z=1,..., Z), we can rewritel(X,Y)as follows:

G Z

TV=H,+> > P,H, (5.2)

g=1 z=1

Where the first term of the right-hand-side is bieéween-entropy and the second term is the

(weighted) within-entropy. In particular:

g=1 z=1 sz (53)

971 71 (5.4)

i 1
1= L o] |

0S; 1S, ' gz lj ' Tgz

We can therefore refer to between- and within-gtraespectively asunrelated
technological variety(UTV) and related technological varietfRTV), while total information

entropy is referred to ageneral technological variety

Knowledge similarity and dissimilarity (cognitive distance)

We need a measure of cognitive distance (Nootebo?@®0) able to express the
dissimilarities amongst different types of knowledd\ useful index of distance can be derived
from the measure dkchnological proximityOriginally proposed by Jaffe (1986 and 1989), who
investigated the proximity of firms’ technologicpbrtfolios. Subsequently Breschi et al. (2003)
adapted the index in order to measure the proxjroityelatedness, between two technologies. The
idea is that each firm is characterized by a vevtof thek technologies that occur in its patents.

Knowledge similarity can first be calculated forpair of technologie$ andj as the angular
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separation or un-cented correlation of the veciwsndVjx. The similarity of technologies | and |
can then be defined as follows:

n
k:l\/lkvjk

Sj = . =
v sV

(5.5)

The idea underlying the calculation of this indexhat two technologies j and | are similar
to the extent that they co-occur with a third tealbgy k. The cognitive distance between j and | is
the complement of their index of the similarity:

d, =1-§ (5.6)

Once the index is calculated for all possible patreeeds to be aggregated at the industry
level to obtain a synthetic index of technologidasttance. This can be done in two steps. Firstlof a
one can compute the weighted average distancelohdéogyl, i.e. the average distanceldiom

all other technologies.

Zj #| dlj Pjit

WAD, = > h, (5.7)

WhereP; is the number of patents in which the technolpgyobserved. Now the average

cognitive distance at timas obtained as follows:

P

CD, = Z,WADM Xﬁ (5.8)

Knowledge coherence

Cognitive distance measures the degree of dissitgiEmong technologies. We expect it to
provide us with an indication of the difficulty, @ost, a firm has to face to learn a new type of
knowledge. Typically a firm needs to combine, degrate, many different pieces of knowledge to
produce a marketable output. Thus, in order todyepetitive a firm not only needs to learn new
‘external’ knowledge but it needs to learn to combit with other, new and old, pieces of

knowledge. We can say that a knowledge base inhatlitferent pieces of knowledge are well
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combined, or integrated, is a coherent knowledgsebd&he technologies contained in the
knowledge base are by definition complementaryhat they are jointly required to obtain a given
outcome. For this reason, we turned to calculagectiherence of the knowledge base, defined as
the average relatedness of any technology randehdgen within the sector with respect to any
other technology (Nesta and Saviotti, 2005 and 2B@&ta, 2008).

To yield the knowledge coherence index, a numbsteys are required. In what follows we
will describe how to obtain the index at whatevevel of analysidg. First of all, one should
calculate the weighted average relatedn@s&R of technologyj with respect to all other
technologies present within the sector. Such a areasuilds upon the measure of technological
relatednesg;, (see below). Following Teece et al. (1994)AR is defined as the degree to which

technology is related to all other technologigsn in the aggregate, weighted by patent cdeyt

zmij ij I:)mit
Zm#—j Pmit

WAR, = (5.9)

Finally the coherence of knowledge base withindhgregate (be it a firm, a sector or a

region) is defined as weighted average ofWheR; measure:

P.
R =Y WAR, x ZJ“P_ _t (5.10)

jEm

It is worth stressing that such index implementeg dnalysing co-occurrences of
technological classes within patent applicationsasures the degree to which the services rendered
by the co-occurring technologies are complement@argne another. The relatedness measyre
indicates indeed that the utilization of technolpgwyplies that of technologm in order to perform
specific functions that are not reducible to the@ependent use. This makes the coherence index
appropriate for the purposes of this study.

In order to calculate the parameter.e. technological relatednessve start by calculating
the relatedness matrix (Nesta, 2008). The techrmdbgniverse consists & patent applications.

Let Py = 1 if the patenk is assigned the technologyj = 1, ..., n], and O otherwise. The total

number of patents assigned to technolpgy O, :Zk P, - Similarly, the total number of patents

assigned to technologm is O, =Zk P.. - Since two technologies may occur within the same
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patent,0, n O, # 0, and thus the observed the number of observed¢cor@nces of technologies
jandmis J, :zk P, Pnc .- Applying this relationship to all possible pairge yield a square

matrix Q (n x n) whose generic cell is the observed number a@lcurrences:

‘]11 ‘]jl ‘]nl_
Q=|J,, Jim Jom (5.11)
R

We assume that the numbsg# of patents assigned to both technologiesnd m is a

hypergeometric random variable of mean and variance

0,0,

:ujm = E(ij = X) ZT (511)
K-0O. YK-0

o2 =u. ) m 5.12

K0 -

If the observed number of co-occurrendgsis larger than the expected number of random
co-occurrenceg4m, then the two technologies are closely related: fict the two technologies
occur together in the number of patexisis not casual. The measure of relatedness hemyrecis
by the difference between the observed number Aedekpected number of co-occurrences,
weighted by their standard deviation:

‘]'m _,U-m
TW:_iF_L (5.13)

jm
It is worth noting that such relatedness measuresbalower and upper bounds:

7 0]-0;+00[. Moreover, the index shows a distribution simitar a t-student, so that if
r,,0]- 196+196], one can safely accept the null hypothesis of retatedness of the two

technologieg and m. The technological relatedness matfdx may hence be thought about as a
weighting scheme to evaluate the technologicalfpiartof regions.

The adoption of these variables marks an impor&ap forward in the operational
translation of knowledge creation processes. Itiquaar, they allow for a better appreciation of th
collective dimension of knowledge dynamics. Knowjeds indeed viewed as the outcome of a
combinatorial activity in which intentional and atentional exchange among innovating agents
provides the access to external knowledge inpué&(irg and et al., 2007). The network dynamics
of innovating agents provide the basis for the g@ece of new technological knowledge, which is
in turn represented as an organic structure, cteiaed by elementary units and by the
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connections amongst them. The use of such variabdgdies therefore a mapping between
technology as an act and technology as an artéfattur, 2009; Lane et al., 2009; Krafft and

Quatraro, 2011). Co-occurrences matrixes are vemylas to design structure matrixes (DSM)

(Baldwin and Clark, 2000; Murmann and Frenken, 20B&ldwin, 2007), in that they can be

thought as adjacency matrixes in which we are @sted not only in the link between the elements,
but also by the frequency with which such links albserved.

In other words these measures capture the desigplerity of knowledge structure, and
allow for featuring the innovation behaviour ofrfis, as well as its evolution, in relation with the
changing architecture of such structure (HendesswhClark, 1990; Murmann and Frenken, 2006).
In this perspective, an increase in knowledge cafw is likely to signal the adoption of an
exploitation strategy, while a decrease is linkedekploration strategies. Increasing values of
cognitive distance are instead related to randamesing across the technology landscape, while
decreasing cognitive distance is more likely tdiblkeed to organized search behaviour. Knowledge
variety is likely to increase in any case when m@wnbinations are introduced in the system.
However the balance between related and unrelagdty should be such that the related one is
likely to dominate during exploitation phases, whihe unrelated one gains more weight in the

exploration strategies (Krafft, Quatraro, Savid609).

5.3 Social Network Analysys10

The representation of the knowledge structure dsvamk, clearly lends itself to the
utilization of the toolkit provided by social netvkoanalysis. Anetworkmay be defined as a graph
made of nodes that are tied each other by one oe nypes of interdependency. Relationships
among nodes are expressed by arcs, which in tugpnb@alirected or undirected. Two nodes that
are connected by a line are said tcad@centto one another. Adjacency is therefore the graphic
expression of the fact that two nodes are dirgetlgted or connected to one another. The points to
which a particular point is adjacent are termeddéighbourhood

Points may be directly connected by a line, or they be indirectly connected through a
sequence of lines. It may be thought as a ‘walkiinch each point and each line are distinct. This
is calledpath Thelengthof path is measured by the number of lines thastitute it. Thedistance

between two points is the shortest path (the geodismt connects them.

1% This section builds upon Scott (2000) and Wasserman and Faust (2007).
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One of the most widely used measures to descrievaork is thedensity It describes the
general level of linkage among the points in a grahe density of a network is therefore defined
as the total number of actual lines, expressed @®@ortion of the maximum possible number of
lines:

A=

n(n-1)/2 (5.14)

A network is complete when all the nodes are adja@nd the measure of density attempts
to summarize the overall distribution of lines inder to assess how far the network is from
completion. Density depends upon two other impdrtgarameters of the network, i.e. the
inclusiveness and the sum of the degree of itstpdimclusivenesan be defined as the share of
network nodes that are not isolated, i.e. the sbhamodes that are connected to at least another
node. For example, in a network of 20 nodes wiitkdfated nodes the inclusiveness is 0.75. The
more inclusive the graph, the more dense the n&twik be.

However some nodes will be more connected tharr athes. Thedegreeof a node is an
important measure of centrality that refers tottital number of other points in its neighbourhood.

Formally one can represent the degree by the fatigwquation:

D(v) = vas (5.15)

$NVzv
This measure is obviously biased by the networle.sizherefore it is useful to use a
standardized measure, which consists in dividirey degree measure by its maximum value as
follows:

ND(v) = % (5.16)

The higher the degree of the connected pointsam#twork, the higher will be the density.
For this reason the calculation of density needsake into account both measures. It should
compare the actual number lines present in thehgragh the total number of lines that the graph
would show if it were complete.

While the density describes the network as a witbke measures afentrality refer to the
relevance of the nodes belonging to the networkoit is locally central if it has a large number
of connections with other points in its immediatavieonments, i.e. other points in its
neighbourhood. Global centrality refers insteadhi® prominence of the node with respect to the
overall structure of the network. Measures of globhad of local centrality have a different
meaning.

Measures of global centrality are expressed in devinthe distance among various points.

Two of these measures, i.e. closeness and betwesnae particularly important. The simplest
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notion ofclosenesss that calculated from the ‘sum distance’, thensaf geodesic distances to all
other points in the graph (Sabidussi, 1966). Affteving calculated the matrix of distances among
the nodes of the network, the sum distance isdheaf column marginal value. A point with a low
sum distance is close to a large number of oth@mtgoand so closeness can be seen as the
reciprocal of the sum distance. Formally it carekpressed as follows:

1
vade v,1) (5.17)

Where the denominator represents the sum of thdegeo distance of the vertexto all

C(v) =

other points.

The betweennesmeasures the extent to which a particular poeg Ibetween’ the other
points in the graph: a point with a relatively lalggree may play an important intermediary role
and so be very central to the network (Freeman919/he betweenness of a node measures how
much it can play the part of a broker or gatekeapére network. Freeman’s approach is built upon
the concept of local dependency. A point is depehdpon another if the paths which connect it to
the other points pass through this point. Formdiy, G be a graph witm vertices, then the
betweenness is calculated as follows:

B(V) - Z Ust(v)

sEVEIV Ust
S#t

(5.18)

Where % is the number of shortest geodesic paths fsdmt, and 9«(V) is the number of
shortest geodesic paths frato t passing through a vertex

The centrality measures discussed above, allow akdracterize each single network node.
However, for the purposes of this paper it is wadlculating the sector averages for all of theehr
indexes. In this direction, one must consider #eth node corresponds to a technological class
observed with a specific relative frequency, whichst be taken into account when averaging out
the centrality measures. We can then propose vesigiterage centrality measures as follows. Let
Z(v) be one of the three centrality measures refaiwethe generic node, the weighted average

centrality at timd is:

SooN = R
Z(v) = Z(v) X SR (5.19)

WhereP, is the number of patents in which the technolegyobserved.
The huge potential of social network analysis liesthe possibility to map the yearly
patterns of co-occurrences into network structdoesthe aggregate under scrutiny. This would

allow to obtaining the dynamics of such indicatitke density, connectivity or nodes centrality, so
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as to investigate the evolution of knowledge strretas well as the co-evolutionary patterns of
other relevant structures in the hierarchy of reesté-systems.

5.4 Conclusions

The adoption of a structuralist approach to tetdgioal knowledge developed in Chapter 4
allowed us to graft the analysis of knowledge imtocomplex-system dynamics framework.
Knowledge can be accordingly viewed as a sub-sysi€ra hierarchical organisation, and its
structure can be approximated by a network the sioflevhich are the concepts that are combined
in the process of knowledge generation, and thes lare the actual combinations.

In this chapter we have attempted to investigatentiethodological consequences of such
approach, as far as the elaboration of consistatitators is concerned. We have explored two
distinct avenues that can be implemented by udmegnhost popular proxies for scientific and
technological outputs, i.e. patents and publicatioe have showed how patent documents can
provide useful information to implement both to iderindicators like coherence, cognitive and
variety, which are based on the frequency by whmliples of technological classes co-occur in the
same patent, and to implement indicators whiclpareof the toolkit of social network analysis.

In the following chapters we will show how muchxilele these methodologies can be, in
that they allow for investigating different phenamag like evolutionary patterns of technological
lifecycles or the differential effects of innovatidoehaviour on economic perfornaces, at different

levels of aggregation, be it sectoral, regionatational.
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Chapter 6 -The internal structure of technological knowledge and
productivity growth: cross-country evidence from the ICT sector.

6.1 Introduction

Since the seminal contributions by Schumpeter (194 analysis of the relationships
between knowledge and innovation on the one hamdi,eaonomic growth on the other hand, has
more and more attracted economic scholars. Empiceatributions estimating the relationship
between knowledge and productivity has then appeir@nks to the path-breaking works by Zvi
Griliches (1979). Most of them consisted of indysur firm-level analyses, while much a lower
number of studies provided cross-country compassaithe relationship between knowledge and
productivity growtt. All these contributions shared an approach tbrtelogical knowledge as an
unbundled stock. At the present time it is no longefficient to articulate the hypothesis that
technological knowledge is a major factor in ecormmogrowth. More details and specifications are
necessary to enquire the specific forms of thetiorlahip between the characteristics of the

generation of technological knowledge and actuaieases in rates of economic growth.

This paper explores some key aspects of the gemei@itthe technological knowledge that
lies at the heart of the emergence of the new tdolyital system based upon of information and
communication technologies (ICTs). To this purposgs combine the recombinant growth
approach and the analysis of the role of varietyhim economics of knowledge. We adopt Pier
Paolo Saviotti’'s view of knowledge as a retrieva#rpretative and co-relational structure. This
allows us to represent the knowledge base of tti@rsas a network whose nodes are constituted by
technological classes, and to measure a numberopkgies of the knowledge base by means of
co-occurrence matrices (Saviotti, 2004, 2007). Wplare and identify a number of key
characteristics of the recombinant generation aff technological knowledge and demonstrate

their relevance for understanding the dynamicscofiemic growth.

We focus on the ICT sector knowledge base andvatigon through the 1980s and 1990s,
and on its relationship with productivity growth ansample of 14 representative OECD countries.

The evolution of the ICT sector from its originstire 1950s, has been characterized by a process of

" Without pretending to be exhaustive, out of the noteworthy contributions one may look at Nadiri (1980), Griliches
(1984), Cuneo and Mairesse (1984), Patel and Soete (1988), Verspagen (1995) and Higdn (2007).
12 See Englander and Mittelstidt (1988), Lichtenberg (1992), Coe and Helpman (1995) and Ulku (2007).
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continuous and rapid technological change, throughehich incremental innovation has been
punctuated by major scientific breakthroughs (Bagsm and Malerba, 1999). The development of
ICTs can be represented as a typical Schumpetgalkenof innovation characterized by increasing
convergence and the integration among a varietgaaiized innovations, generated within a wide
range of industries and firms. Technological cogeece has been driven by the introduction of a
number of innovations such as Internet serviceBaered broadband fibre optics, Asynchronous
Digital Subscriber Lines (ADSL), digital televisioand universal mobile telecommunications
system, opening up the possibility of integratingasiety of content, services, technologies and
applications (Fransman, 2002 and 2007). As a réSult and the related technological knowledge,
are analyzed as a new technological system stemifmomg the recombination of a variety of
knowledge modules that has fed an array of appdiestin many technologies favoring their
rejuvenation (Quatraro, 2009; Van den Ende anddbwdf 2005).

The evolution of the new technological system, radrky the increasing convergence of
telecommunications and electronics during the 19R@kto a reallocation of technological effort
focused mainly, in the second half of the 1990s thedearly 2000s, on the provision of content for
the Internet and on wireless communication. Alodgghis changing technological focus, the ICT
ecosystem underwent a thorough reorganizationeoirtternational division of labour, with respect
to the different layers in which it is articulat@eransman, 2007; Krafft, 2009; Krafft, 2004; Krafft
and Salies, 2008).

The analysis of the generation and disseminatiofCa% in the last decades of the™20
century therefore provides clear evidence on thekiwg of recombinant knowledge: knowledge
recombination is at the centre of the dynamicsiaraharacterized by a clear sequence based upon

a highly selective process of exploration (Corrachdalerba, Montobbio, 2007).

The contribution of this paper to the existing riieire is threefold. Firstly, and most
importantly, it provides a theoretical frameworlkathimplements and articulates the notion of
recombinant knowledge for the analysis of the em@rg of new technological systems. Secondly,
it proposes a methodology based on the analysibeoto-occurrence of technological classes in
one or more patents, to operationalize the empimeastigation of the recombination of different
technologies. Thirdly, it provides further suppfant the idea that, in order to assess the relatipns
between the generation of new knowledge and ecangnowth, the focus on knowledge capital

stock and traditional indicators of its quality Bugs patent citations and litigations, is not sigft
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to capture the qualitative changes that affectirternal structure of knowledge bases at firm level
and at more aggregate levels of analysis.

The paper is organized as follows. Section 5.2cadtes the research strategy, by
introducing the knowledge-related measures thamaetain are better suited to the analysis of
recombinant knowledge, and qualifies our workingdtheses. Section 5.3 describes the datasets
used in this study and Section 5.4 presents tharealpevidence concerning the evolution of the
knowledge-related measures across the sampledrigsuint the ICT field, while Section 5.5 shows
the results of the econometric analysis. Sectiénpbovides a discussion of the main findings and

offers some conclusions.

6.2 Research Strategy

The argument elaborated so far leads us to maitttainrnew indicators of the quality of the
knowledge portfolio of both firms and regions, isthies or countries at more aggregate levels need
to be elaborated, in order to gain a better assassof the relationships between knowledge and
productivity growth. Traditional indicators such #ee knowledge capital stock or patent based
measures of knowledge quality are not sufficienbrkVon assessing the quality of knowledge
stocks based on such indicators as patent citatiorisngements and litigation (Jaffe and
Trajtenberg, 2002; Harhoff and Reitzig, 2004; Héfled al., 2003) risks reflecting the effects of
patent races and, hence, tends to dwell on theeqgaesces of oligopolistic rivalry in product
markets rather than the sheer quality of patentgyation and citations are much less relevant in
emerging technological fields where oligopolisiiatry has not become the dominant market form
(Hall and Ziedonis, 2001, 2007).

On this basis we may therefore formulate a prelamirempirical specification to test the

hypotheses spelled out in the previous section:

ln(Al?t—(i)D] =a+binA ., +Zn:cn INK, ;o + Zm:dm InZ,;,,+u (6.1)

According to Equation (6.1 is the rate of multi factor productivity (MFP) gvth of
countryi and it is a function oh characteristics of the knowledge base of the 1€Ft@® andm
control variables, withu being the error term (see Appendix B for detaitscalculations of MFP
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growth rates). All the explanatory variables arggkd in order to reduce the risk of spurious

correlations. Moreover, and as is usual in thigtgpempirical setting, we include in the structura

equation the lagged level of productivitin A, in order to capture the possibility of mean

reversion.

Our approach allows us to identify and measure & gaalification of technological
knowledge. The exploration of the knowledge spaoabks to qualify the distribution of
knowledge items and their relations so as to asbesgxtent to which the extent a new unit of
technological knowledge feeds the generation dfirtelogical knowledge in other fields and the
extent to which the generation of new technologikabwledge in a field depends on the

contributions of knowledge inputs from other fietds

The generation of knowledge is enhanced by thectheterecombination of ideas centred
upon a set of core technologies with high levelsuofyibility, and feeds the generation of further
innovations by stimulating their knowledge compeaséss. Gradually diminishing returns to
recombination will limit the growth of new techngical systems: excess variety matters. The
introduction and dissemination of new ICTs in thestltwo decades of the ®Ccentury is

characterized by this dynamics.

Detailed analysis of the characteristics of thevidledge base, drawing on patent statistics,
enables us to identify the actual dynamics of rdmaant knowledge by exploiting the distribution
of patents across technological classes. We asdhatethe distribution of co-occurrences of
technological classes across the patent portfaiosgents and countries can be considered a
reliable indicator of the extent to which recomlitioa is involved and has contributed to economic

growth in each context.

The implementation of the indicators proxying theperties of the knowledge base is
carried out by using patent statistitsNote that, to introduce some rigidities into oaél

B Hence knowledge fungibility and knowledge compositeness can be considered two aspects of knowledge

recombination (Antonelli, 2008; Antonelli and Calderini, 2008; tamelli et al., 2008).
" The limitations of patent statistics as indicatofsinnovation activities are well known and inclutfeeir sector-
specificity, existence of non-patentable innovadi@nd the fact that there are other protectionstodloreover, the
propensity to patent varies over time as a functibpatenting cost, and is more likely to featuaegk firms (Pawvitt,
1985; Levinet al, 1987; Griliches, 1990). Nevertheless, patentslEuseful measures of new knowledge production
especially in the context of analyses of aggregatevation performance (Aast al, 2002). There is also debate over
patents being considered an output rather thang@rt of innovation activity and empirical analysisows that patents
and R&D are dominated by a contemporaneous rekdtipnfurther supporting use of patents as a pfoxynnovation
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technological portfolios and to compensate forititensic volatility of patenting behaviour, each
patent is assumed to be in force for five years. dAMeulated most of the relevant variables, like
revealed technology advantage, technological waaatl knowledge coherence, by relying on the
technological classes assigned to each patenteohasis of the International Patent Classification
(IPC)™. Besides theariety andcoherenceindexes described in the Section 5.2, we implestent

also the following regressors:

1) First, the ICT knowledge stock is a proxy measwe the rate at which
knowledge is produced within each country’s ICTteedraditionally used to measure the
output from knowledge generating activities. Ic@mputed for each country, at each year,
by applying the permanent inventory method to padgplications. We calculate it as the

cumulated stock of patent applications in the I@&Idfusing a rate of obsolescence of 15%

per annumkg;, = h; + (1-9J)E,;,,, wherehs;, is the flow of patent applications in sector

s in countryi, andJ is the rate of obsolescer®eThis measure has some shortcomings,
however, in that it is affected by cross-countzesdifferences, which means we need an
index able to discount for country size. To thislehis useful to look at the ratio between

ICT knowledge stock and total knowledge stock facrecountry at each year:

ICTK,,, = (6.2)

Es,i )t
Z Es,i t

However, an index that is better suited to meagutime relative technological
strengths (or weaknesses) of countries is repreddny revealed technological advantage
(RTA), developed by Soete (1987). This is definedolows:

(Hall et al, 1986). Patent application is a time- and ressgansuming process, likely to produce ex-antectiele of
the innovations to be patented which enables ifiestion of high-value innovations stemming fromsmatic and
more formalized innovation efforts, which are thgext of our analysis.
15 Since Jaffe (1986 and 1989), technological figldse been used to calculate technology-relatedbias. Out of the
former empirical studies using IPC codes assigme&uropean Patents it is worth recalling the oneViyspagen
(1997). More recently IPC codes have been sucdbssmployed in empirical analyses to calculatehtemogical
variety and relatedness (See Breschi et al., 2888ta and Saviotti, 2005 and 2006; Nesta, 2008).
'® This depreciation rate is very common in empirianhlyses that derives the knowledge stock eitien fR&D
investments (Griliches, 1990; Loos and Verspag8appor from patent applications (Nesta, 2008).
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E z Es,i,t
z Es,i t z z Es,i )t

(6.3)

The RTA index varies around unity, such that valgesater than 1 indicate that
countryi is relatively strong in technology, compared to other countries and the same

technological field, while values less than 1 irmdéca relative weaknée$s

2) As argued in Section 2, traditional measures obwation built on a purely
guantitative account of knowledge capital stockgomalitative indices based on patent
citations and litigation do not capture the effeotsvariety, selective recombination and
complementarity in the generation of technologlgawledge. Thus, we use indices based
on the co-occurrence of technological classes wiplaitent applications. This means that the
main focus of our analysis is on multi-technologygmts, making it necessary to control for

their time evolution by including the following vable in the regression:
2.2 B
MTP, =
TTSE,

(6.4)

If g is the set of multi-technology patents, the ind&kP in Equation (6.4) defines
the share of these patent in the whole technolbgicgfolio of each country in the ICT
sector. It should be noted that the distributiorthi$ variable is highly skewed to the right,
as the knowledge stock in all the sampled countisedominated by multi-technology

patents from the beginning of the time period af analysis.

We are now able to qualify our working hypothesss diving them an operational
translation. In this paper we hypothesize thatena@ution of the knowledge base underlying ICTs

is likely to trigger economic growth as long assitarticulated around a wide array of diverse, but

1t is worth noting that the inclusion of the RTA index in econometric specifications may yield some biased estimates
(Laursen, 1998). This is due to the fact that the index squeezes the values signalling non specialization between 0 and
1, while values signalling specialization are between 1 and infinity. This gives rise to a skewed distribution that in turn
implies the violation the normality assumptions of the error term in the regression. For this reason it is recommended
to use some transformation of the index that makes its distribution close to the normal one. In the following
econometric estimations we have taken standardized values for the RTA, the distribution of which proximate very
much normality.
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highly complementary technologies, while the comion of emergent variety within well
defined boundaries is likely to yield negative etéeon technological opportunities and, hence, on

economic growth.

More specifically we test the hypothesis that tir@ant of technological change introduced
in an economic system, as measured by total factmluctivity growth will be larger:

a) the larger the technological specializatiorhef knowledge activities within the system;

b) the larger the coherence of the knowledge diesvithat take place within an economic
system;

c) the lower the related and unrelated varietyrafiidedge activities.

To test this hypothesis econometrically requiresousewrite equation (6.1) so as to model

the MFP growth rate as a function of the knowleblgse characteristics:

|I'{A?t(i)1)} ar blnAtl+C|nRTAtl+C lnRt1+C|n(T t1)+

15 2003
+ eln MTFi),t—l + Zi:]_ll'li D Z 1981/'4

(6.5)

The second part of Equation (6.5) comprises thdrabwariables, where; represents
country fixed effectsy; captures time fixed effects, alMTP,.; refers to the share of multi-
technology patents in the ICT sector in each cqurithe first part of the equation represents the
properties of the knowledge base, i.e. revealeldniglogy advantageRTA), knowledge coherence
(R) and total variety indexT{V). In order to appreciate the effects of related(lRand unrelated
(UTV), we estimate Equation (6.5) alternating theee indexes for variety.

6.3 The Data

In order to test the working hypothesis proposedSettion 3, we combine a dataset
containing information on the economic variablethva dataset of patent applications. The former
is used to calculate the MFP index described ableoethis purpose we exploit the data on gross
domestic product (GDP), labour income, employmemnt gross fixed capital formation from the
OECD Stan database; information on total hours earik taken from the Groningen Growth and
Development Centre (www.ggdc.net).
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Data on patent applications are drawn from the femo Patent Office (EP8)dataset
(Espacenet). The identification of ICT-related p#&tas somewhat controversial, due to the criteria
used to build the classifications. In particulaie tise of the International Patent ClassificatlBxC}
has been criticized for its inherently functionesried nature (Corrocher et al., 2007). However,
several empirical contributions use IPC to identlig borders of the ICT sector. We decided to
merge the classification proposed by the OECD witise developed by the FrenOibservatoire
des Sciences et des Techniques (OfaTorder to achieve a more inclusive represemmati hese
classes are reportediable 6.1.

>>>INSERTTable 6.1 ABOUT HERE<<<

The initial EPO dataset consisted of 115,771 pagtguiications, which we assigned to
countries based on the first two digits of theiiogty number'® This allowed us to classify about
90% of the dataset. The time coverage of the datesefrom 1978 to 2006: we focus on the period
1981-2003, and include only countries with obseovet for at least 22 years. The resulting sample

includes 96,149 patent applications, distributadss 14 OECD countries.

Table 6.2 presents the dataset showing that the distribudfgatent applications in the ICT
field is rather skewed, with 42% concentrated ie WS. It should be noted that this is a
considerable underestimation of the US weight;atild be reasonable to expect that US firms will
tend to have more patents registered with the U8nPand Trademark Office (USPTO) than with
the EPO. This also applies to Japanese patentcapphis, which in our case are 15% of the
observed total. In sum, 80% of the patents in éecommunication industry are concentrated in
four countries, i.e. the US, Japan, Germany anddesawith the UK ranked fifth with a share of
about 7% of total patent applications.
>>>INSERTTable 6.2 ABOUT HERE<<<
A look at the evolution of patenting in the ICT s®cacross countries confirms this
preliminary evidenceTable 6.3 and Figure 6.1 report the breakdown of patent applications by
country, cumulated over four years, to allow fa thgh degree of volatility of patent applications.
>>>INSERTTable 6.3 ABOUT HERE<<<

¥ We are aware this may introduce a “home bias” in the analysis, which could be solved by considering triadic
patents. Unfortunately, we are not able to extract the same set of information about triadic patents and thus are
obliged to limit our analysis to European patents.

® The most common means of assigning patents to territorial units is by inventor’s address. Following this procedure
is much important when analysing the effects of knowledge spillovers on innovation performance. Although our
dataset is quite detailed, we do not have information on inventors’ addresses. However, we analyse the effects of
changes to the internal structure of the knowledge base on productivity growth and, therefore, on the use of
technological knowledge. Thus, we do not expect that this problem significantly affects our estimates.
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>>>INSERTFigure 6.1 ABOUT HERE<<<

We can see that the gap between the US and theaathetries analysed began to widen in
the early 1990s (in Figure 1 US data are on th# gepxis). Japan’s patent applications are inytial
below German and French applications: Japan owst&kance in 1994 and Germany in 2000.
Note also that in the earliest years France isadrtkgher than Germany and the UK, but was
overtaken by Germany in 1995 and by the UK in 200@. now turn to a detailed analysis of the
dynamics of the properties of the ICT knowledgeebimsthe sampled countries, in the context of
the stylized facts on the evolution of the ICT sect

Figure 6.2 depicts the aggregate dynamics of the core teofyiaal classes over time. In the
first decade of our analysis there are two grobpsed on frequency of technological classes. Most
classes are cited in less than a hundred paterttseiperiod 1981-1986, and patent applications
appear to be concentrated in a four classes, D8KHpulse technique), HO4B (transmission),
HO4L (transmission of digital information) and HO4&electing). It is interesting that the first two
classes, which are related to the communicatioecspf ICTs, are the most frequent while the
latter two, which are related more to the transioissf data in digital formats, although important
are less developed.

INSERT Figure 6.2 ABOUT HERE

From a dynamic viewpoint, the HO4B class gained matomm in the early 1990s and
continued sustained growth to 2003. The H04Q dieléswed roughly the same path, although it
remained at lower levels in absolute terms. Theadyns of HO4L and HO4J are also interesting.
The former starts to increase at a fairly rapie rter 1995, and from 1999 onwards is the class
most frequently cited in patent applications. Tlgsin line with anecdotal evidence that the
convergence of computing and telecommunicationsni@ogy became central in the 1990s, and
1995 corresponds roughly to the period of massitermet diffusion and demonstration of its
potential (van den Ende and Dolfsma, 2005; Fransnz®®7). The HO04J class (multiplex
communication) shows a marked increase in the 1889s, corresponding with the surge in the
technologies allowing for fast communication thrbutdpe asynchronous transmission of digital
signals on the existing infrastructures (such aSAD

6.4 Cross-country dynamics of ICT knowledge base: the empirical evidence
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The evolution of ICTs and their diffusion withinetleconomic system have had significant
effects on economic performance, renewing prodiigtigaps between the US and the other
advanced countries. A large body of empirical éitere documents this phenomenon, ascribing the
success of the US economy up to the second halffeo1990s to the ability to trigger demand for

ICTs, and the simultaneous rise of the servicetosédorgenson, 2001).

The continuing US leadership in the ICT sector ®stg the existence of a path of
continuing exploitation of the technological oppmities uncovered by research in the field. This is
the case at least until the early 1990s. The chantgxhnological focus from the component to the
content/application layer coincides with a markestaontinuity in technological competences. The
parallel developments of the other advanced cassuggests that those with a relatively strong
commitment to research in the ICT sectors, haven ladxe, through imitation, to follow the US
along this technological path. At the same timeyntoes with a weaker research focus have

experienced a somewhat less favourable dynamics.

It is important, therefore, to explore the evolatiaf the relative intensity of research in the
sampled countrieSable 6.4 reports the dynamics of RTA, calculated accordmgquation (6.2).
The results of our calculations show that our sangél OECD countries falls roughly into three

groups, according to the actual levels of RTA aadiynamics:

i) first, there is a large number of older competitans the incumbents
(including the US, the UK, France, Germany and Aalist), which are characterized by
relatively high levels of RTA already in the 198840st are characterized by increasing
RTA in the 1980s followed by a decrease in the $930e US is an exception in that its
RTA in ICT increases continuously during the 1986d the 1990s, and at an even rate;

i) second, there is the group of late-leading coustnehich includes a few
Northern European countries, mainly Finland, Nonaay Sweden. These countries are
characterized by low levels of RTA in the 19809é=sally in Finland and Norway) and
a steep increase in RTA in the 1990s, allowing thtmovercome the group of
incumbents;

iii) third, there is the group of laggards, such as Gandapan, Italy, etc. These
countries exhibit quite low levels of RTA, and st difficult to identify any pattern of
evolution. For example, the RTA index is contindguacreasing in the case of Japan,

while it is stable for Canada and constantly desirggfor Italy.
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>>> INSERTTable 6.4 ABOUT HERE <<<
This grouping has some interesting implicationsenms of variety indexe3able 6.5 reports
the breakdown by country of the evolution of gehdoa total) variety. It is evident that the
incumbent countries (the first group) are charader by the highest levels of the variety index.
The dynamics are generally quite stable over twith the exception of Australia, whose variety
index rapidly increased in the 1980s, reachingstirae levels as the other countries in the group.
Out of the late-leaders, the technological variatiex for Sweden increases smoothly during the
1980s, remaining stable in the 1990s at levels \gnyilar to the incumbent countries. The
dynamics for Finland and Norway are characterizgd Imarked increase in the 1980s, and a table
pattern along the 1990s at levels lower than foedm. Finally, the index of variety for the group
of lagging countries shows no clear-cut patterpads is similar to the incumbent countries, while
Austria and Canada are characterized by low levelhe 1980s which increase rapidly in the
1990s.
>>> INSERTTable 6.5 ABOUT HERE <<<
The general variety index can be decomposed in&teck fable 6.6) and unrelatedTéble
6.7) variety, both tables showing that the incumbenaiug of countries is characterized by high
levels of related variety, mostly stable over timéth unrelated variety generally at lower levels
across the time span. Late-leading countries gbydrave high and increasing levels of related
variety (though generally below the values for iméxents), and especially in the 1990s, and
comparatively low levels of unrelated variety aligh in the case of Norway and Finland in the
1980s, unrelated variety has a higher weight tletated variety. In the laggard group, the dynamics
for Japan are similar to that of the incumbentsilevfor Canada, Austria and ltaly, unrelated
variety has a comparatively higher weight in th8a€9 and lower weight in the 1990s.
>>> INSERTTable 6.6 AND Table 6.7 ABOUT HERE <<<
The evidence on RTA and variety is reflected in tiymamics of knowledge coherence
(Table 6.8). US values for knowledge coherence are positivéhe first half of the 1980s when
research in the ICT sector was focused on the caoemolevel, and was exploiting the
technological potentials established in the 1960d 4970s. The emergence of the technical
conditions leading to Internet diffusion, and tlated shift in technological efforts towards the
development of content applications introduced scaftinuity that is reflected in the falling
coherence index along the 1990s.
>>> INSERTTable 6.8 ABOUT HERE <<<
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Within the group of incumbents, France shows irgirgpcoherence along the 1980s with a
positive index in 1984, when then dropped to bekeso in the 1990s. The values for Germany
during the 1980s fluctuate around zero, being megaintil 1983 and then positive up to 1992, and
negative for the remainder of the 1990s. The cositin the other two groups are also
characterized by dramatic falls in knowledge coheeeduring the observed period. The evidence
for Canada is noteworthy in that in the early 198@sindex is quite high, but decreases over time

and in 2003 is lower than any other sampled country

6.5 Econometric results

In order to assess the effects of the properti¢seoknowledge base on MFP, we carried out
panel data fixed-effects estimations of EquatiaB)(6T'he results are reportedTigble 6.9 andTable
6.10. The estimations differ in that in the former wexed the relative weight of ICTs in each
country by the ratio between ICT knowledge stoc#t total knowledge stock, following Equation
(6.1). In the latterTable 6.10) we use the RTA index, which gives us informat@mnthe relative

technological specialization of each country in K& sector.

Table 6.9 column (1) reports the estimation by considerioigltvariety. The coefficient of
the share of knowledge stock produced in the IGXose has a positive and significant sign. As
expected, productivity growth is likely to grow #ee share of ICT-related knowledge increases.
The coefficient of knowledge coherence is alsotp@siand significant. Again, consistent with our
working hypotheses, the clustering of knowledgeegating activities around a distinctive core of
technologies is likely to enhance the innovatioocpss and trigger productivity growth. The higher

is the degree of internal coherence of the knovddaltse, the better the economic performance.

The negative and significant sign for variety isaaln line with our theoretical framework
and does not contradict existing firm and regidesakl evidence (Nesta, 2008; Quatraro, 2008).
Our results do contrast with the findings of recemipirical studies on the effects of technological
diversity on firms’ innovative performance, whidhosv positive and significant coefficients (Nesta
and Saviotti, 2005; Leten et al., 2007; Garcia-\Ve2206; D’Este, 2005). However, we cannot
compare the findings from these studies with thes@nt analysis for a number of reasons. First,
most of these studies focus on the effects of t@ogical diversification on innovation

performance, using patent numbers as a dependeaibiea It would be expected that an increase in
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patents will be accompanied by an increase in t@olgical diversity (and vice versa). However,
this does not necessarily apply to productivity,icikhmeasures the extent to which profitable
innovations have been successfully adopted by ecmnagents. Moreover, technological diversity
is proxied either by the inverse Herfindahl indexoy a measure of technological scope, which is
different from measuring technological variety lmhe® information entropy. We should also add
that all the studies referred to above consideotwirrence of a single technological class, artd no
combinations of technological classes whereas tudysinvestigates the effects on productivity
growth of technological variety captured by the riygping of technological classes as measured
by the co-occurrence of technological classes withe same patent. The use of multidimensional
information entropy allows us to quantify the esxttém which growth in technological activity is

characterized by an increase in the observed catibins of technological classes (Saviotti, 1988).

Our results confirm that search processes dirdowdrds new technological fields, leading
to previously untried knowledge recombination, clesgrize the changes in the technological
environment. During the early phases of this precaformation entropy is likely to increase.
Once the technological system is established, ebbnblogical environment becomes relatively
stable. Establishment of the technological systencharacterized by the likely introduction of

incremental innovations within well defined techogital boundaries.

During the mature stage of the technology lifecyicleovation activities are likely to be
directed towards the search for new applicationshefknowledge base, featuring the particular
technological system. These applications may webside the original technological boundaries,
but may still be profitable, as in the case of d@pplication of ICTs to the manufacture of medical
devices, which is the same as our measure of uedelariety. However, the increase in unrelated
variety leads to an increased probability of lessilE combinations being explored. For this reason
at the aggregate level we would expect unrelategtyato have a negative effect on productivity
growth. The opposite argument holds in the caselated variety, which is likely to characterize
the establishment of the technological system &edphase of exploitation of its technological

opportunities.

At a general level it is difficult, therefore, taealict the sign of the economic effects of
technological variety, as they are largely influethdoy the relative stage of development of the
technological system under scrutiny, and by the@ated dominance of related and unrelated

variety. Diminishing returns to variety are likaly emerge in the mature stage when technological
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activities are featured by random screening achwasd new combinations. As a consequence,
when unrelated (related) variety shapes the ewrludf technological variety, this latter is likeky
have a negative (positive) effect on economic parémce (Krafft et al., 2009).
>>>INSERTTable 6.9 ABOUT HERE<<<

We need to understand which of these two factolike$y to drive total variety. In columns
(2) and (3) of Table 9 the index is articulatedpesdively as unrelated and related variety.
Nevertheless, the results seem consistent with awgument of diminishing returns to
recombination. The econometric findings show tinet ¢ffect of related variety on productivity
growth is not statistically significant, while tremefficient of unrelated variety is negative and
significant. This means that the observed negafiect of technological variety is driven by its
“unrelated” component. This result is consisterthwhe evidence on knowledge coherence, which
again has a positive and significant coefficierite Tncrease in knowledge coherence is likely to be
associated with increasing productivity growth saté/hen knowledge coherence increases, then
unrelated variety will fall or related variety wilhcrease, or both. Our results shows that the
patterns of productivity growth are characterized & decrease in unrelated variety and non-
significant changes in related variety.

Table 6.10 presents the results for the estimations includimegRTA instead offiCTK. The
coefficient of the RTA is positive and significag@olumn (1)). This amounts to saying that the
degree of relative technological specialization agiuntries in ICT has a positive effect on
productivity growth. Productivity gaps, thereformay be ascribed in part to the different
technological focus of countries. Knowledge coheeehas a positive and significant sign, in line
with the previous estimation and the general themaieframework underpinning the analysis. Total
variety index, again, is negatively related to MgPwth and in this case calls for a deeper
understanding of the relative impact of related ancklated variety.

>>> INSERTTable 6.10 ABOUT HERE <<<

Columns (2) and (3) respectively present the effenft unrelated and related variety.
Overall, the results are very similar to the pregi@stimations. The positive and significant sign o
knowledge coherence is persistent across modelgstimdations, confirming the robustness of this
result, and the coefficients of related and uneelatariety are in line with the previous estimation
The negative effects of technological variety se¢erbe driven by unrelated variety: the coefficient
is negative and significant. Related variety doesseem to have an appreciable effect on cross-
country differential growth rates.
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The results of our estimations provide support tfe hypothesis that the generation of
knowledge in the ICT sector is likely to triggeroductivity growth due to the inherent general
purpose character of the technology. ICTs emerged the recombination of a number of distinct
bits of knowledge, from different technologicallfis, but with high degrees of complementarity.
Failure to bring together complementary knowledgelikely to result in reduced knowledge
coherence and an increase in unrelated varietyy bbtwhich are detrimental to productivity

growth.

6.6 Conclusions

The dynamics of knowledge generation is a challegngirea of investigation. According to
a growing literature on the system dynamics of netdgical change, new knowledge emerges from
the recombination of existing knowledge. The chiamastics of the map into which the
recombination process takes place are most imgoKaowledge recombination is more effective
and fertile when and where the different knowledlgens available are characterized by lower
levels of variety and higher levels of specialiaatiand coherence. In these circumstances
recombination takes place more effectively and ah dead to the introduction of a new
technological system. Knowledge recombination ims tbase is a process whose onset is
characterized by the convergence of a core of cemmghtary technologies. The steps that follow
are fuelled by the gradual spread of the core graaving number of other knowledge fields.

Eventually, diminishing returns to knowledge recamation emerge.

Analysis of the co-occurrences of technologies witpatent stocks allows us to study
empirically the dynamics of knowledge recombinati@o-occurences can be considered a reliable
indicator of the overlapping of a new knowledgeoasrexisting technological classes. Frequency is
relevant: only a few patents fall within just orezhinological class. The distribution of these co-
occurrences and their dynamics can reveal key nmdtion about the emergence of new core
technologies and their eventual growth into tecbgicll systems. Representing the knowledge
base as a network, with an emphasis on its dynaspects, enables the identification of the

changing structure of technological knowledge.

In this paper we applied this theoretical framewarkl related empirical methodology, to

the ICT sector, for the period 1983 to 2003. IC&sehbeen a major source of new technological
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knowledge and technological innovations, and bec#neeengine of economic growth in the
advanced countries in the last two decades of@fie@ntury and the first years of the*aéentury.

The rich empirical evidence on the dynamics of medbgical knowledge derived from
analysis of the co-occurrence of technological sgaswithin patents issued by the EPO in the
period 1981-2003, across the different classesghabled the identification of a clear sequence in
the development of technological knowledge. Follayvia period of concentrated technological

advance in a few patent classes, we identifiedasglof sustained recombinant growth.

Systematic exploration of the knowledge base usiegsures such as related and unrelated
variety, coherence and cognitive distance, conthrat the grafting of recombinant ICT knowledge
onto an increasing array of other patent classescharacterized the growth of technological
knowledge since the 1980s. The structure of theveudge base varies across countries and over
time. Based on our evidence, countries can be eategl in three groups. The first consists of the
older incumbents and includes the US, the UK, Fea@ermany and Australia, which, already in
the 1980s, were characterized by relatively higiel of knowledge stock. The second is a group
of fast-leading countries including Finland, Norweayd Sweden, which are characterized by a low
level knowledge base in the 1980s but show a ste@pase in the 1990s. The third group gathers

together laggards such as Canada, Italy, etc..

Our dynamic network analysis of the evolution obWhedge co-occurrence in two or more
patenting classes has identified a clear pattemvofution of the knowledge base. The incumbent
group was the first to undergo a process of brangchut of ICT knowledge, and a sustained phase
of recombinant growth of the knowledge base. Didgitowledge promoted the emergence of new
technological knowledge in a wide variety of otterhnological fields. Other fast moving countries
have proved able to catch-up to an extent butaggdrds have been excluded from the benefits of
recombinant growth.

Our empirical results support the basic hypothtss the evolution of the knowledge base
underlying ICTs in the form of recombinant knowledfas favoured economic growth through the
application of new a core of highly complementagghnologies. Attempts to extend knowledge
recombination efforts beyond well defined boundagéstrong complementarity, show a decline in

technological opportunities with negative effects the rates of increase of MFP and, hence,
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economic growth. Countries best able to mastemnéamant dynamics have proven able to achieve
more rapid increase of their MFP growth.
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Appendix A - Multifactor productivity calculations

In order to investigate the effects of the chardsties of ICT knowledge base on
productivity growth, we first calculate an index miulti factor productivity (MFP) following the
standard growth accounting approach (Solow, 196ijehson, 1995; OECD, 2001). We start by
assuming that the national economy can be repessdnt a general Cobb-Douglas production

function with constant returns to scale:

= ACHLE (B1)

whereL;; is the total hours worked in counirgt timet, C;; is the level of the capital stock in
countryi at timet, andA; is the level of MFP in countryat timet.

Following Euler's theorem, output elasticities acalculated (not estimated) using
accounting data, assuming constant returns to scaleperfect competition in both product and
factor market®. The output elasticity of labour therefore is canggl as the factor share in total

income:
B =W, L)Y, (B2)
a, = 1- :Bi,t (83)

wherew is the average wage rate in countat timet. Thus, we obtain elasticities that vary

both over time and across countries.

The discrete approximation of the annual growtk tMFP can be calculated in the usual

way:

A) Y.(0) () L)
(A(t 1)j 'n(vi(t—l)J ) (C(t 1>j ﬁ'”(Li(t—l)j B

2 we acknowledge that these may turn out to be very strong assumptions. Nonetheless such approach, fairly
common in the literature about the determinants of productivty growth, has the advantage of allowing for the
calculation of different inputs’ elasticities for each country at each time. It therefore accounts for cross-sectional and
time variation.
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Figure 6.1 - Patent applications in the ICT sector, 4 years cumulative count
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Figure 6.2 - Dynamics of patent applications in the core ICT technological classes
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Table 6.1 - IPC classes used to define the ICT sector

G08C transmission systems for measured values, control or similar signals

HO1P waveguides; resonators, lines or other devices of the waveguide type

HO1Q aerials

HO3B generation of oscillations, directly or by frequency changing, by circuits
employing active elements which operate in a non-switching manner;
generation of noise by such circuits

HO3C modulation

HO3D demodulation or transference of modulation from one carrier to another

HO3H impedance networks, e.g. resonant circuits; resonators

HO3K pulse technique

HO3L automatic control, starting, synchronization, or stabilization of
generators of electronic oscillations or pulses

HO3M coding, decoding or code conversion, in general

HO04B transmission

HO4H broadcast communication

HO04J multiplex communication

HO04K secret communication; jamming of communication

HO4L transmission of digital information, e.g. telegraphic communication

H04Q selecting
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Table 6.2 - Cross country distribution of patent applications

country Freq. Percent Cum.

us 41,963 43.64 43.64
JP 14,539 15.12 58.76
DE 10,867 11.3 70.06
FR 8,606 8.95 79.01
GB 7,420 7.72 86.73
SE 4,024 4.19 90.92
FI 3,806 3.96 94.88
NL 1,030 1.07 95.95
AU 974 1.01 96.96
IT 820 0.85 97.81
CH 667 0.69 98.5
CA 453 0.47 98.97
AT 339 0.35 99.32
NO 283 0.29 99.61
DK 266 0.28 99.89
BE 92 0.1 100
Total 96,149 100
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Table 6.3 - Country breakdown of patent applications in the ICT sector (4 years cumulated), by year.

1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005
AT 3 4 5 7 11 10 10 10 16 23 37 53 59 70 93 110 128 136 119 94 75 66 63 61 47
AU 22 27 30 35 40 51 63 79 92 105 102 99 115 112 133 137 122 134 181 265 314 366 365 323 269
CA 6 11 13 16 13 10 10 9 10 21 28 35 35 35 44 51 62 85 100 121 163 174 204 199 164
DE 530 625 590 517 437 484 564 625 677 684 672 749 949 1138 1352 1471 1650 2115 2644 3420 3785 3736 3826 3476 2839
DK 5 5 4 5 5 5 7 6 6 12 17 23 27 29 26 35 70 77 91 97 80 84 97 90 73
FR 386 521 576 544 540 545 578 629 750 832 909 1031 1063 1164 1226 1243 1338 1542 1809 2131 2458 2626 2713 2563 2071
GB 121 149 166 186 236 319 374 448 479 511 616 661 753 844 964 1213 1349 1461 1656 1982 2449 2769 2887 2626 2033
IT 33 39 34 27 22 31 39 46 48 61 75 97 135 141 149 152 142 145 151 153 177 236 295 306 263
Jp 168 235 288 288 319 318 295 316 326 418 567 782 993 1231 1389 1504 1678 1959 2564 3469 4615 5645 6816 7290 6440
NL 35 55 79 95 119 140 170 185 203 211 210 195 162 165 171 207 235 240 240 235 215 185 144 92 61
NO 2 4 4 2 4 6 8 12 18 18 18 19 15 13 13 11 16 25 31 61 93 142 167 168 135
SE 43 52 82 95 107 118 97 98 119 163 219 243 376 420 496 713 836 1050 1161 1399 1635 1708 1750 1407 908
US 606 843 1093 1225 1302 1382 1332 1361 1440 1732 2110 2762 3426 4249 5230 6420 7995 9725 12043 14437 14615 15782 16138 13997 12579

Source: elaborations on EPO data.
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Table 6.4 — Country breakdown of Revealed technology advantage in the ICT sector

AT AU BE CA DE DK FR GB IT JP NL NO SE us
1981 0.139 1.529 0.122 0.284 1.071 0.381 1.582 0.714 0.494 0.687 0.539 0.190 0.801 1.089
1982 0.158 1.391 0.135 0.351 0.967 0.276 1.684 0.678 0.481 0.688 0.682 0.611 0.803 1.138
1983 0.150 1.236 0.257 0.353 0.859 0.274 1.671 0.678 0.368 0.695 0.790 0.485 1.108 1.216
1984 0.154 1.381 0.301 0.314 0.805 0.339 1.715 0.741 0.292 0.623 0.906 0.336 1.163 1.292
1985 0.209 1.580 0.339 0.275 0.764 0.324 1.724 0.880 0.269 0.638 1.126 0.500 1.137 1.298
1986 0.175 1.708 0.297 0.239 0.758 0.253 1.753 1.054 0.323 0.583 1.213 0.840 1.161 1.321
1987 0.161 1.888 0.445 0.226 0.780 0.369 1.808 1.138 0.330 0.532 1.403 0.801 1.228 1.303
1988 0.172 2.350 0.498 0.258 0.781 0.286 1.858 1.277 0.320 0.505 1.390 0.823 1.329 1.304
1989 0.384 3.101 0.391 0.263 0.771 0.272 1.975 1.356 0.308 0.457 1.509 1.081 1.553 1.277
1990 0.389 3.210 0.347 0.411 0.730 0.408 1.967 1.427 0.375 0.466 1.501 1.236 1.840 1.313
1991 0.469 2.726 0.283 0.468 0.683 0.591 1.878 1.569 0.374 0.508 1.476 1.009 2.068 1.325
1992 0.543 2.560 0.234 0.484 0.649 0.543 1.796 1.492 0.377 0.561 1.205 0.882 1.871 1.367
1993 0.558 2.675 0.181 0.368 0.655 0.533 1.628 1.412 0.408 0.555 0.975 0.811 2.496 1.344
1994 0.539 2.255 0.337 0.371 0.616 0.524 1.516 1.365 0.374 0.588 0.869 0.634 2.264 1.395
1995 0.650 2.151 0.260 0.372 0.600 0.419 1.401 1.404 0.346 0.588 0.818 0.479 2.228 1.438
1996 0.700 1.965 0.215 0.350 0.543 0.399 1.287 1.451 0.303 0.563 0.744 0.388 2.380 1.520
1997 0.649 1.743 0.152 0.296 0.533 0.688 1.182 1.362 0.269 0.563 0.639 0.454 2.399 1.562
1998 0.583 1.540 0.120 0.320 0.553 0.593 1.150 1.266 0.232 0.591 0.564 0.496 2.324 1.587
1999 0.476 1.548 0.083 0.282 0.547 0.521 1.084 1.228 0.207 0.635 0.477 0.399 2.054 1.624
2000 0.364 1.602 0.077 0.268 0.544 0.437 1.026 1.233 0.175 0.698 0.376 0.619 2.195 1.617
2001 0.307 1.528 0.060 0.285 0.525 0.402 1.034 1.337 0.170 0.797 0.297 0.858 2.375 1.502
2002 0.267 1.463 0.047 0.284 0.492 0.381 1.011 1.314 0.186 0.857 0.242 1.090 2.370 1.516
2003 0.239 1.420 0.038 0.313 0.494 0.406 0.972 1.293 0.195 0.933 0.200 1.133 2.238 1.508

Source: elaborations on EPO data.
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Table 6.5 — Country Breakdown of Variety (information entropy) in the ICT sector

AT AU BE CA DE DK FR GB IT JP NL NO SE us
1981 1.585 4.265 0.000 1.000 7.025 0.918 6.887 6.520 3.785 6.677 3.546 4.999 7.333
1982 2.000 4.472 0.000 0.918 7.237 0.918 7.077 6.529 4.415 6.976 4.537 1.500 5.238 7.486
1983 2.000 4.963 1.500 0.722 7.325 0.918 7.171 6.702 4.415 7.084 5.044 1.500 5.319 7.541
1984 2.000 5.127 2.522 0.811 7.212 2.750 7.250 6.551 4.252 6.900 5.502 1.500 4.793 7.591
1985 2.585 5.330 2.752 0.811 7.238 2.750 7.290 6.257 4.022 6.905 5.846 1.918 4.681 7.603
1986 2.322 5.250 2.689 0.000 7.242 2.585 7.412 6.377 4.133 6.770 6.009 2.752 4.742 7.700
1987 2.322 5.446 3.071 0.000 7.130 2.750 7.462 6.494 3.759 6.760 6.092 2.000 5.122 7.697
1988 1.922 5.503 3.201 1.585 7.175 2.750 7.597 6.464 4.101 6.884 6.035 2.000 5.209 7.742
1989 3.476 6.246 3.190 2.250 7.096 0.000 7.558 6.508 4.324 6.876 6.179 2.522 5.519 7.657
1990 3.372 6.290 3.182 3.093 7.258 2.948 7.681 6.498 4.751 6.998 6.265 3.932 5.688 7.701
1991 3.877 6.342 2.664 3.484 7.278 3.922 7.637 6.617 5.202 7.029 6.334 3.807 5.763 7.667
1992 4.564 6.599 2.252 3.546 7.393 4.005 7.576 6.777 5.511 7.151 6.377 3.875 5.766 7.786
1993 4.750 6.778 1.500 3.427 7.368 4.670 7.470 6.864 5.639 7.139 6.313 4.022 6.052 7.829
1994 4.887 6.355 4.004 3.793 7.608 4.960 7.429 6.989 5.589 7.196 6.170 3.932 5.978 7.890
1995 5.099 6.496 3.924 3.446 7.647 4.626 7.189 7.069 5.505 7.089 5.949 2.250 6.137 7.963
1996 5.294 6.459 4.180 3.805 7.578 4.317 7.153 7.024 5.342 7.139 5.666 2.250 6.228 7.998
1997 5.124 6.436 4.180 3.792 7.605 5.226 7.190 6.855 5.086 7.524 5.698 2.896 6.200 7.927
1998 5.266 6.282 4.378 3.954 7.507 5.217 7.112 6.717 4.788 7.604 5.955 2.583 6.044 7.777
1999 5.214 6.553 2.918 3.638 7.381 5.282 7.018 6.741 5.052 7.454 5.793 2.422 6.247 7.658
2000 5.441 6.684 3.250 4.063 7.272 5.348 7.057 6.670 4.918 7.509 5.828 3.274 6.222 7.571
2001 5.138 6.843 2.722 3.867 7.364 5.362 6.997 6.609 4.972 7.419 5.714 3.515 6.253 7.571
2002 5.083 6.852 2.722 4.196 7.383 5.288 6.954 6.642 5.357 7.375 5.311 3.572 6.435 7.522
2003 4.536 7.019 1.585 4.859 7.581 5.589 6.945 6.607 5.575 7.443 4.881 4.218 6.264 7.461

Source: elaborations on EPO data.
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Table 6.6 — Country Breakdown of Related variety (within-group information entropy) in the ICT sector

AT AU BE CA DE DK FR GB IT JP NL NO SE us

1981| 0,000 2,852| 0,000/ 0,000| 5,488| 0,000 4,967| 4,158| 2,619| 5,003| 1,968 3,049| 5,367
1982| 0,000 2,986| 0,000/ 0,000| 5481| 0,000/ 5,161| 4,261| 3,306| 5,278| 3,080| 0,500| 3,417| 5,578
1983| 0,500| 3,557| 0,689| 0,000/ 5,510 0,000| 5,277| 4,595| 3,279| 5,222| 3,628/ 0,500| 3,574| 5,657
1984| 0,500| 3,700| 1,641| 0,000| 5,447| 0,844| 5,319| 4,562| 3,076| 5,113| 4,181| 0,500| 3,326| 5,740
1985| 1,126| 3,795| 1,833| 0,000| 5,258| 0,844| 5,273| 4,503| 3,051| 5,123| 4,554| 0,333| 3,365| 5,816
1986| 1,351 3,443| 1,853| 0,000| 5,105 0,667| 5,578| 4,457| 3,150| 4,971| 4,574| 0,167| 3,448 5,829
1987| 1,351| 3,659| 2,349| 0,000| 5,101 0,500| 5,526| 4,618| 2,668| 4,928| 4,703| 0,000 3,529| 5,863
1988| 0,951 3,713| 2,747| 1,585| 5,141| 0,500| 5,647| 4,503| 2,233| 5,245| 4,733| 0,000 3,319| 5,860
1989 | 2,723| 4,131| 2,623| 1,439| 5,181| 0,000| 5,527| 4,652| 2,352| 5,215| 4,625| 0,000 3,643| 5,877
1990| 2,981 4,266| 2,093| 2,230| 5,325| 2,948| 5,681| 4,725 2,901| 5,370| 4,858 1,851| 3,858 5,992
1991 | 3,354| 4,354| 1,386| 2,550| 5,335| 2,516| 5,575| 5,016| 3,394| 5,339| 4,964| 2,807| 4,084| 5,976
1992 | 3,393| 4,465| 0,459| 2,813| 5,516| 2,653| 5,607| 5,131| 3,718 5,645| 4,958 2,886| 4,298| 6,085
1993| 3,737| 4,532| 0,000 2,643| 5,399| 2,809| 5,545| 5,228 4,156| 5,689| 4,818 3,029| 4,231 6,195
1994 | 3,646| 4,229| 1,630| 2,641| 5463| 3,269| 5625| 5,266| 4,278 5,804| 4,811| 2,934| 4,113| 6,195
1995| 3,902| 4,246| 1,809| 2,431| 5,495| 2,826| 5,553| 5,381| 3,800| 5,674| 4,376/ 1,250| 4,130| 6,309
1996| 3,601 4,113| 1,710| 2,109| 5,491| 2,448| 5650| 5,315| 3,734| 5,780| 4,149| 1,296| 4,316| 6,286
1997| 3,568| 4,186| 1,710| 1,885| 5,357| 3,403| 5,713| 5,247| 3,468| 5,432| 4,283| 1,956| 4,338 6,245
1998 | 3,643| 4,167| 1,750| 1,987| 5,404| 3,337| 5,653| 5,224| 3,163| 5,572| 4,445| 1,664| 4,524| 6,143
1999 | 3,700 4,667| 0,801| 1,933| 5,386| 3,340| 5,618| 5,225| 3,601| 5,485| 4,338 1,541| 4,647| 6,070
2000| 3,449| 4,609| 0,892| 2,204| 5,375| 3,525| 5,557| 4,974| 3,879| 5,628| 4,209| 2,021| 4,895| 5,941
2001| 3,413| 4,751 1,151| 2,847| 5,391| 3,647| 5,403| 4,912| 3,839| 5,5560| 3,872| 2,302| 4,884| 5,917
2002| 3,125| 4,764 1,151| 3,236| 5,405| 3,605| 5,294| 4,906| 3,991| 5,616| 3,220| 2,406| 4,944| 5,856
2003| 2,428| 4,840| 0,667] 3,657| 5460| 4,307| 5254| 4,848| 3,994| 5,648| 2,719| 2,833| 4,743| 5,788

Source: elaborations on EPO data.
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Table 6.7 — Country Breakdown of Unrelated variety (between-group information entropy) in the ICT sector

AT AU BE CA DE DK FR GB IT JP NL NO SE us
1981 1.585 1.412 0.000 1.000 1.537 0.918 1.920 2.362 1.166 1.674 1.578 1.950 1.966
1982 2.000 1.487 0.000 0.918 1.755 0.918 1.916 2.268 1.109 1.698 1.457 1.000 1.821 1.908
1983 1.500 1.406 0.811 0.722 1.815 0.918 1.893 2.107 1.136 1.862 1.417 1.000 1.745 1.884
1984 1.500 1.427 0.881 0.811 1.765 1.906 1.931 1.989 1.175 1.786 1.321 1.000 1.467 1.851
1985 1.459 1.535 0.918 0.811 1.980 1.906 2.018 1.754 0.971 1.782 1.292 1.585 1.316 1.787
1986 0.971 1.807 0.837 0.000 2.136 1.918 1.834 1.920 0.983 1.799 1.435 2.585 1.294 1.871
1987 0.971 1.786 0.722 0.000 2.029 2.250 1.936 1.876 1.091 1.832 1.389 2.000 1.593 1.834
1988 0.971 1.790 0.454 0.000 2.033 2.250 1.950 1.961 1.867 1.639 1.302 2.000 1.891 1.883
1989 0.753 2.115 0.567 0.811 1.915 0.000 2.031 1.856 1.972 1.662 1.554 2.522 1.875 1.781
1990 0.391 2.024 1.089 0.863 1.933 0.000 2.001 1.773 1.849 1.628 1.407 2.082 1.829 1.709
1991 0.523 1.987 1.278 0.934 1.943 1.406 2.061 1.601 1.808 1.690 1.370 1.000 1.679 1.691
1992 1.170 2.134 1.792 0.734 1.876 1.352 1.968 1.646 1.794 1.505 1.419 0.989 1.469 1.700
1993 1.014 2.246 1.500 0.784 1.969 1.861 1.925 1.636 1.483 1.450 1.495 0.993 1.822 1.633
1994 1.241 2.125 2.374 1.152 2.146 1.691 1.804 1.722 1.311 1.392 1.359 0.998 1.865 1.695
1995 1.197 2.251 2.115 1.015 2.151 1.800 1.637 1.689 1.615 1.415 1.572 1.000 2.006 1.653
1996 1.693 2.346 2.470 1.695 2.087 1.870 1.503 1.709 1.608 1.359 1.517 0.954 1.911 1.712
1997 1.556 2.250 2.470 1.907 2.247 1.824 1.477 1.607 1.618 2.092 1.415 0.940 1.862 1.682
1998 1.624 2.115 2.628 1.967 2.103 1.879 1.459 1.493 1.625 2.032 1.509 0.918 1.520 1.634
1999 1.514 1.886 2.117 1.705 1.994 1.942 1.399 1.516 1.451 1.969 1.455 0.881 1.599 1.588
2000 1.992 2.075 2.358 1.859 1.897 1.823 1.500 1.695 1.039 1.881 1.618 1.253 1.327 1.630
2001 1.725 2.092 1.571 1.020 1.973 1.715 1.594 1.697 1.133 1.860 1.842 1.213 1.369 1.653
2002 1.957 2.087 1.571 0.960 1.978 1.683 1.660 1.736 1.366 1.759 2.090 1.166 1.490 1.666
2003 2.107 2.179 0.918 1.201 2.120 1.283 1.692 1.759 1.582 1.795 2.162 1.385 1.522 1.673

Source: elaborations on EPO data.
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Table 6.8 — Country Breakdown of Knowledge coherence in the ICT sector

AT AU BE CA DE DK FR GB IT JP NL NO SE us
1981 | -0.438| -1.822| -1.578 5.447| -0.125| -0.909| -0.135| -0.218| -1.726 0.502 | -1.468 -0.860 0.367
1982 | -2.219| -1.910| -3.201 3.881| -0.185| -0.686| -0.158| -0.363| -0.931 0.252| -0.846| -2.315| -1.470 0.361
1983 | -1.828| -1.192| -6.432 1.743| -0.153| -1.993| -0.064| -0.435| -1.576 0.573| -0.940| 11.333| -1.555 0.261
1984 | -2.643| -1.690| -4.307 2.239 0.174| -1.481 0.133| -0.305| -1.141 0.457| -0.868| -0.242| -1.097 0.412
1985| -2.086| -1.195| -3.983 0.605 0.103 0.128 0.342| -0.040| -1.495 0.447| -0.598 5.888 | -1.094 0.377
1986| -2.501| -0.930 0.208 0.811 0.067 0.427 0.443 0.007| -0.834 0.116| -0.462 6.956 | -1.407 0.351
1987 | -2.049| -0.664| -1.403 0.074 0.010| -1.800 0.239| -0.012| -1.108 0.170| -0.408| -0.760| -0.784 0.198
1988 | -3.005| -1.145| -0.863 0.809| -0.071| -2.350 0.255| -0.074| -1.358 0.318| -0.519 0.949 | -1.247 0.502
1989 | -1.953| -0.787 0.204 | -0.079 0.114| -4.207 0.453| -0.123| -1.202 0.075| -0.176 2.149| -0.967 0.297
1990| -1.011| -1.147| -0.540| -2.412 0.092| -0.031 0.305| -0.259| -1.900| -0.156| -0.246 0.188| -1.252 0.075
1991 | -0.818| -1.675| -1.514| -1.254 0.134| -0.661 0.227| -0.407| -1.753| -0.300| -0.491| -0.028| -1.241| -0.025
1992| -1.011| -1.860| -1.828| -3.364 0.064| -1.372| -0.036| -0.456| -1.309| -0.223| -0.430| -0.922| -1.683| -0.125
1993| -2.568| -1.671| -3.072| -2.469| -0.079| -2.071| -0.169| -0.714| -1.704| -0.369| -0.987| -1.693| -1.903| -0.410
1994 | -2.909| -1.924| -3.557| -2.479| -0.414| -3.733| -0.613| -1.031| -1.904| -0.569| -1.634| -1.566| -2.304| -0.605
1995| -2.224| -1.870| -2.885| -2.955| -0.455| -3.601| -0.819| -1.297| -2.395| -0.597| ~-1.893| -1.882| -2.331| -0.784
1996 | -2.907| -1.446| -2.900| -4.499| -0.677| -2.231| -1.073| -1.727| -2.567| -0.738| -2.500| -2.020| -2.560| -0.879
1997| -3.611| -2.706| -3.280| -4.375| -0.964| -2.968| -1.303| -1.959| -2.453| -0.827| -2.686| -3.175| -2.706| -1.060
1998 | -3.980| -2.301| -3.370| -6.027| -1.425| -1.167| -1.547| -2.464| -2.564| -0.979| -2.932| -6.298| -2.889| -1.375
1999 | -4.770| -3.041| -3.984| -6.630| -1.713| -3.602| -1.882| -2.750| -3.060| -1.241| -3.463| -6.720| -3.066| -1.646
2000| -4.990| -3.402| -4.473| -6.819| -1.952| -3.784| -2.292| -3.007| -3.268| -1.650| -3.540| -6.540| -3.564| -1.907
2001| -5.063| -3.656| -4.107| -7.978| -2.212| -4.313| -2.681| -3.482| -3.875| -1.944| -3.968| -7.987| -3.288| -2.096
2002| -4.527| -3.518| -4.426| -7.789| -2.329| -5.351| -2.887| -3.238| -4.750| -1.987| -4.240| -6.963| -3.379| -2.172
2003| -5.764| -3.563| -2.292| -8.622| -2.602| -5.629| -3.050] -3.494| -5.209| -2.163| -4.121| -5.712| -3.556| -2.287

Source: elaborations on EPO data.
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Table 6.9 — Econometric estimation of Equation (6.5)

1) (2) 3) 4)
Constant 0.0221%** 0.0221%** 0.0206%*** 0.0238***
(0.00507) (0.00495) (0.00503) (0.00506)
lagA 0.00768 0.00650 0.00837 0.00713
(0.00615) (0.00613) (0.00620) (0.00612)
Coherence 0.00365** 0.00352%** 0.00322* 0.00394**
(0.00191) (0.00178) (0.00191) (0.00189)
Technological variety -0.00254*
(0.00153)
Unrelated technological variety -0.00229%*** -0.00287***
(0.000853) (0.000931)
Related technological variety -0.000473 -0.00255
(0.00155) (0.00167)
Share of multi tech patents 0.000360 0.000624 7.14e-06 0.00109
(0.00109) (0.00108) (0.00108) (0.00112)
ICTK 0.00180* 0.000524 0.00133 0.00146
(0.00118) (0.00113) (0.00130) (0.00128)
Time dummies Yes Yes Yes Yes
Country dummies Yes Yes Yes Yes
Observations 315 315 315 315
Number of countries 14 14 14 14
R-squared 0.371 0.381 0.365 0.386

Dependent variable: dlogA/dt
Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1
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Table 6.10 - Econometric estimation of Equation (6.5)

1) (2) 3) 4)
Constant 0.0240%*** 0.0226%*** 0.0218%*** 0.0251%**
(0.00510) (0.00486) (0.00508) (0.00512)
lagA 0.00896 0.00706 0.00916 0.00806
(0.00624) (0.00623) (0.00634) (0.00625)
Coherence 0.00361** 0.00350%** 0.00316* 0.00387**
(0.00191) (0.00176) (0.00190) (0.00189)
Tech variety -0.00265*
(0.00155)
Unrelated tech variety -0.00229%*** -0.00289%***
(0.000845) (0.000931)
Related tech variety -0.000316 -0.00242
(0.00147) (0.00160)
RTA 0.00159* 0.000597 0.00107 0.00122
(0.000991) (0.000926) (0.00102) (0.00101)
Share of multi tech patents 0.000342 0.000584 -2.81e-05 0.00105
(0.00109) (0.00108) (0.00108) (0.00112)
Time dummies Yes Yes Yes Yes
Country dummies Yes Yes Yes Yes
Observations 315 315 315 315
Number of countries 14 14 14 14
R-squared 0.371 0.381 0.365 0.386

Dependent variable: dlogA/dt
Standard errors in parentheses.

*¥¥ p<0.01, ** p<0.05, * p<0.1
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Chapter 7 -Evolutionary patterns of knowledge structure in
biotechnology.

7.1 Introduction

The economic systems of advanced capitalistic 8esidhave been facing a
gradual process of transition towards the so-cdtlealvledge-based economy. In this
context the creation and utilisation of knowledgedme the key factors affecting the
competitiveness of firms, regions and countrieg€Rran and Soete, 1997). The novelty
of the knowledge based economy has often been exatgg in two senses: (i)
knowledge has always been used in every produgifogess and in every human
activity; (i) however restricted may be the meanithat we wish to attach to
knowledge, the so called knowledge based econoaryedtto be developed in the
second half of the XIXth century. What differenéiata modern knowledge based
economy from a more traditional one is the prodssmeans of which the knowledge
used in production processes is generated. Staftmm the mid XIX" century
institutions specialized in the production and wbfon of knowledge were created.
Examples of these institutions are the Germanparhumboldt, University system and
industrial research and development. The procedsnoiviedge production in these
institutions differed from the more traditional oimewhich knowledge had always been
created as a joint product of activities having iferent objective, such as the
production of a material output. A modern knowledgased economy is thus
characterized by the growing percentage of knowdedged in production processes
which comes from specialized institutiéhs

In view of this, the study of the mechanisms of Wlemlge production has
received renewed attention in the last decade,ewdilconsiderable effort is today

dedicated to characterise the knowledge base fefrelift sectors in the economy and to

2L |n spite of this clearly established trend knowdegroduced according to more traditional metheds i
still used alongside the one produced in specidliresstitutions. Thus, the operational definition of
knowledge that we propose in this paper cannotbkstaa demarcation between scientific and non
scientific knowledge but needs to be generally iapple to all the types of knowledge which can be
combined in human activities.
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detect its impact on firm performance and on indaisbrganization (Breschi, Lissoni,
and Malerba, 2003; Krafft, 2004; Nesta and Savig@D5; Corrocher et al., 2007).

The paper develops an approach to technologicallletige as a collective good
within an evolutionary framework. Knowledge is cheterized by a high degree of
cumulativeness and recombination across a numbaiffefent subunits. Knowledge is
thus viewed as a retrieval-interpretative and aretational structure. The sectors’
knowledge base, as well as their internal structon@y be represented as networks the
nodes of which are the technological classes ditquatent documents, while the link
between two nodes represents the co-occurrente dééthnological classes in the same
patent. Some recent theories of knowledge havess&tdethe recombinant aspect of
knowledge (Fleming, Sorenson, 2001; Olsson, 208ithough we share the view that a
very large fraction of discoveries and innovaticas be created by the recombination
of existing ideas, we think that not all the exaesplof genuine novelty can be
originated by recombining existing knowledge. Thetwork based representation of
knowledge we propose in this paper can accommdutdteviews: genuine novelty will
be represented by the emergence of completely mal@snwhile the recombination of
existing ideas can be represented by the creatioaw links between existing nodes

This paper aims at applying the methodologicaldadl SNA to the analysis of
the structure of knowledge bases and of their éxawlover time, so as to identify their
usefulness in the identification of the emergenteliscontinuities in the technology
lifecycles. We will also see that SNA tools captuhe transition of technological
activities from exploration to exploitation straieeg characterized by organized search
rather than random screening. To this purpose Wlecampare the results obtained by
applying SNA with those of previous research.

We will focus on the dynamics of knowledge baseshiwi one specific
knowledge-intensive sector along the 1980s and 4,99€. biotechnology, and on its
relationship with its lifecycle. The analysis isnclucted by using information contained
in patent applications submitted to the Europeaeri®dffice (EPO), which are drawn
by the Espacenet database. In doing this we doneglect the essential distinction
between knowledge and information. At a concepler!, patents are more likely to
be considered as representations of the inventovledge thanstricto sensu

knowledge themselves. However, we follow previoogpeical studies that highlight
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the usefulness of patents as measures of productioew knowledge, beside R&D
intensity, or other measures of innovation outpuis(et al., 2002; Griliches, 1990). We
use the EPO data to map the frequency of co-oamese of technological classes
within patents and to calculate a number of indexes information entropy,
knowledge coherence and cognitive distance, onotiee hand, and network density,
degree, closeness and betweenness, on the otlter han

Our results show the existence of interesting aneanmgful similarities
between the two sets of empirical indicators wéference both to the relative levels of
the variables and their evolution over time. Suahilarities allow us to link the
evolution of SNA measures to the different phaddgexycles the industry underwent
in the period of observation.

The rest of the paper is organized as follows. doti®n 6.2 we elaborate upon
the concept of knowledge networks and spell outvibeking hypotheses. Section 6.3
describes the data and the methodology. Sectiom&aduces the measures of social
network analysis. In section 6.5 and 6.6 we proWeempirical results of our analysis.

Finally, in section 6.7 we discuss the results pravide the conclusions.

7.2 Knowledge networks

From the discussion conducted in chapter 4 we ealuak that knowledge can
be represented as a network the nodes of whichvamables, connected by links
determined by the joint utilisation of differentriables. New knowledge stems from the
creative recombination of heterogeneous bits ofltedge, which are fragmented and
dispersed among economic agents. The set of theeats (nodes) and their interactions
(links) making up the network can be defined asdinacture of the knowledge base,
which is characterized by a specific architectureach point in time. This is in turn
both an effect and a determinant of the interastiamong agents involved in the
collective process of knowledge creation (Krafft @uatraro, 2011). Agents are hardly
aware of the architecture of the knowledge netwark] there is by no means any agent
able to command all the relevant knowledge on ¢pelbgy of the technology space.

The combination of the different bits of knowledgelds results, i.e. the architecture of
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the network, which “if they were brought about teliately, would require a knowledge
on the part of the directing mind which no singlamtan possess” (Hayek, 1937: p.52).

A network has a number of properties. For examihle, emergence of new
concepts and variables, leading to the creatiomeof nodes, is likely to affect network
density unless the rate of creation of new linkedsial to the rate of creation of new
nodes. In general we can expect these two ratelffer systematically during the
different phases of the life cycle of a given kneelde type (Saviotti, 2009). Knowledge
establishes connections between variables, provilege variables exist. Thus, we
expect the creation of new nodes to precede traioreof at least a part of their link:
new and still poorly connected nodes will emergeirdu the early phases of a
discontinuity and the rate of creation of linkslvaick up later during the normalisation
or maturation phase. Network density could theejgected to fall at the emergence of
a discontinuity and to rise during the subsequeatumation of knowledge. If we
consider the network of knowledge in its entirgjien the above described dynamics
of the creation of nodes and of links, we can nexgect it to be completely connected.
New variables are likely to be created in differeegions of knowledge space,
corresponding to different disciplines, before #fle possible connections are
established. In other words, the rates of creabbmew nodes in the network of
knowledge cannot be expected to coincide at akginvith the rate of creation of links.
As a consequence network density becomes a releraidble to characterize the

dynamics of knowledge.

The structure of knowledge network may thereforedgarded as an emergent
property stemming from qualified interactions amongovating agents. As such, its
architecture is likely to change in the coursdimie. We can expect the evolution of
the network of knowledge to occur in a number ofsydrom an initial discontinuity to
the recomposition of a new network: (i) new consephd variables, which will be
represented as new nodes, emerge; (ii) some oltbptgrand variables become extinct;
(iif) new connections are established between newaldconcepts and variables, giving
rise to corresponding new links; (iv) the relativeight of old and new nodes and links

changes in the course of time.
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The possibility to represent knowledge as a networtvides an adequate
conceptual foundation for the study of processeskidwledge generation and
utilization in firms and industries. To identifyl ghe variables and the connections
present in the knowledge base of a firm at the &vwmssible level of aggregation
would be a prohibitively expensive task. An appnoxie version can then consist of
identifying relatively 'small' units of knowledgend their connections. We identify
these 'small' units within the traces of knowleddech have been used so far, such as

patents and publications.

In this chapter we adopt a more explicit networkrapch to the representation
of the KB. We consider knowledge as an integratgstesn, in which both the
constituting elements and the connections amohgst deserve to be investigated. The
representation of the KB as a network enables usetter appreciate the dynamics of
the emergence of new knowledge types by monitdhegchanges in nodes and links. If
we allow the nodes to represent technological elassd the links to represent the
interactions of technological classes within thenegatent, the dynamics of network
density provides useful evidence about the relahgn between the growth of
technological classes and the growth of the coarding links.

As we said above, it is reasonable to expect tbee@se in technological classes
not to be followed immediately by a proportionaterease in the links among them.
This leads us to expect network density to fallrou@e when the growth rate of the
variety of technological classes is higher than grewth rate of the variety of
connections. The rate of creation of nodes at theebof a discontinuity can be
expected to be higher than the rate of creatiofinks. However, this trend cannot
persist indefinitely. New nodes cannot continubedsolated or poorly connected since
the production of artefacts requires the jointisdifion of several types of knowledge,
which are then by definition complementary. Thel fakploitation of the new
knowledge types requires an increase in the nuwiderks per node. This increase can
be expected when the rate of creation of new neliess down, possibly even to zero,
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but we cannot exclude that it can happen eveneifnilimber of technological classes,
and thus of new nodes, keeps increasing.

In fact, this is a situation that could not be Babased on simple dichotomies
such as exploration/exploitation or random/orgahisearch, but that our quantitative
approach to the properties of knowledge allowsouarticulate better. New nodes can
represent types of knowledge radically or sliglifferent from the existing ones. The
latter situation would occur, for example, when thew types of knowledge are
obtained by specialisation of pre-existing oneshhwvhich they would share the basic
concepts. These two situations can be distinguighedheir cognitive distance: the
emergence of radically different nodes would cqoesl to a high cognitive distance
while that of slightly different nodes would compesd to a low cognitive distance. We
can also expect the construction of links betwesthceally different nodes to require a
greater effort and a longer time than the constvoadf links between slightly different
nodes. In this respect the distinction betweenedland unrelated variety is extremely
useful: when related variety dominates we can exiiecnumber of links to grow at a
rate comparable to or even higher than that ohtimaber of nodes while the number of
links would always grow at a lower rate than thembar of nodes when unrelated
variety dominates. Different types of nodes canegate different cognitive distances

depending on whether they are slightly or radicdifferent from pre-existing nodes.

In addition to network density, the toolbox of SNANtains also interesting
measures to characterize the relative weight ofesp@nd hence of technological
classes, and the related changes over time. Suabumes are referred to as ‘centrality
measures’. Out of these, thegree the closenessand thebetweennesare the most
commonly used. The concept of centrality referghwrelative importance, or weight,
of a node within a network. Different measures @ftcality are available depending on
whether one wishes to measure it atltdeal or at theglobal level within the network.
Degree centrality is the most local of these messas it is based on the relative
number of links of a node with its neighbours. @losss builds upon the geodesic
distance of a node from all the other nodes inndwvork. Should a node be directly

connected with every other node, its closenessralggptwould be very high. It is
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straightforward that high average levels of closenare likely to correspond to high
average levels of degree. Betweenness measuresldakige importance of a node over
the whole network. It builds upon a triadic relasbip, according to which a node is
central as long as it represents a kind of unawbedatop in the paths connecting any

other pair of nodes in the network.

Empirical observations of the knowledge base ofdishow that at any time the
distribution of nodes around links is very uneve&ua\otti, 2009). Some types of
knowledge are relatively more important than othdilsere is no a priori reason to
expect sectoral knowledge bases to behave diffgradhen a discontinuity emerges
we can expect a fall in network density but theletton of the structure of the network
is more difficult to predict. Some old nodes, irdithg important ones, are going to
disappear and new nodes are going to emerge, sbmkich will become important.
We have already described this as an example ottstal change in knowledge.
However, it is more difficult to say whether thenmoer of important nodes is going to
rise or to fall since it depends among other thiagsvariety of the knowledge base.
When more new nodes emerge than old ones disagipeaumber of important nodes
is likely to grow. We can see this problem as tha@gue of industrial concentration: in
most cases the distribution of the centrality ofle® will resemble an oligopoly, with
few nodes having many links and being very cerdrad with the majority of nodes
having a low centrality. The evolution of both acatity and of average centrality
measures is difficult to predict since it dependstioe combination of a number of
factors including the growth in the number of nqdbs growth in the number of links,
the rate of growth of variety, the ratio relatedglated variety, cognitive distance etc.

In this paper we map and measure the KB of sectihger than of firms. In this
case the KB we map depends on inter-individual iatef-organizational interactions
both at the intra- and at the inter-firm level. &rthe sector is a population of broadly
comparable firms to have a complete representaifoh we would need to measure
both the means and the distribution of the propertif the KB within the population.
For reasons of space in the present paper we deseonly the patterns of evolution

reflecting the behaviour of the average or repriage firm.
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On the basis of the previous considerations wencaw formulate the following
three propositions:

P1. The emergence of a discontinuity in a type mdvikdedge suitable to
become the future knowledge base of a sector lemdlse sequence of the two
periods of random search first occurring in thelesgision phase, and of organized
search later in the exploitation phase.

P2: During the random search period we expect dJarawledge variety
to rise and to be dominated by unrelated varietpecence to fall and cognitive
distance to rise. As the maturation of the newnetdgy subsequently begins we
expect variety to keep rising or falling but to deminated by related variety,
coherence to rise and cognitive distance to fall.

P3: At the onset of a knowledge discontinuity weent the rate of creation
of new nodes to exceed the rate of creation of ieke and the density of the
network of knowledge to fall. As the maturation tie new technology
subsequently begins we expect the rate of creafiorew links to start exceeding
the rate of creation of new nodes and the densithe network of knowledge to
start rising (Saviotti, 2009).

For the time being, it is very difficult to makeyapredictions about the time
path of the various centrality measures or aboet ékolution of the structure of

knowledge. We will come back to this point in theadission of our results.

Before concluding this section let us remark th&hawledge discontinuity has
very important implications for the management dirm which uses this knowledge.
The more dissimilar the new knowledge is with respge the firm's previous KB, the
lower the absorptive capacity of the firm for itiMde with its present human resources.
In order to internalize the new knowledge the finould need to hire completely new
human resources familiar with the new knowledge jrudbably to lay off a large part
of its existing human resources which has now becmdundant. Needless to say, this
IS neither an easy operation nor one which can dmeied out at great speed.
Furthermore, the larger the incumbent firm the nahifeecult this transformation of its

knowledge base and of its human resources is litcelye. This would at least partly
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explain the emergence of dedicated biotechnologgsfi(DBFs) and the formation of

innovation networks with large diversified firms.

7.3 Data and Methodology

7.3.1 Measurement of the Knowledge Base

The information concerning patent applications nexfli to test the working
hypotheses formulated in Section 6.2 has beenrwaidrom the Espacenet data base
provided by the European Patent OfffceThe initial dataset consisted of 2,659,301
items, including both EU and Worldwide applicatiposer the period 1978 — 2005.
The analysis thus focuses on the subset of patpptications concerning the
biotechnology sector, which has been identifiedri®rging the classifications set up by
the OECD and by the Fren@bservatoire des Sciences et des Technigiesadopted
these classifications to establish some tentatwedaries for the biotechnology sector,
although we acknowledge that in some cases thassifitations leave some important

classes out.

Our search strategy is based on queries reportiagRC classes that define
biotechnology. Taking into account these elemenht®sulted that the sector includes
11 IPC classes, reportedTiable 7.1%

>>> INSERTTable 7.1 ABOUT HERE <<<

The total number of patent applications in the dgbhology sector amounts to
321449. Figure 7.1 represents the dynamics of patent applicationgomgidering the 5-

year cumulated number, and the related number sérgbd technological classes. It is

2 We consider thus patent applications as the bdsatdtor of firms knowledge bases, though the

usual caveats mentioned in the literature may apMg use these data to map the frequency of co-
occurrences of technological classes within patantsto calculate a number of indexes, i.e. infdiona
entropy used to measure related and unrelatedtyakimowledge coherence and cognitive distance.
Though the use of IPC classes to define sectmshdaries may present some drawbacks, as
they are function-oriented (Corrocher et al., 208#7@ merging of two classifications allows ourdstuo
be much more inclusive than many other studies,raddce the risk of neglecting important classes. |
worth noting that these classes include quite diffetechnologies and processes, which might beegdla
at different stages of an ideal filiere of the kiedge production process. This is a potential soafc
misunderstandings or misinterpretation of our nsswlue to the fact that one could claim that eass
certain stages of such filiere are more likely ® dentral than classes impinging upon other stages.
However, given the interactive nature of the knalgke creation process, this may help more the
discussion of empirical results than the ex-antefdation of expectations.
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clear that the number of patent applications (@nléift y-axis) increased over the entire
period at an increasing rate, showing no discoittesiin the series. The evidence
concerning technological classes is slightly défér(on the right y-axis). The rate of
growth indeed appears to be slower than in the ohgatent applications. Moreover,
the pattern of evolution over time presents almegular discontinuities in 1986, 1991,
1994 and 1999.

INSERT Figure 7.1 ABOUT HERE

The number of technological classes may be coresidan approximate measure
of diversity. It is to be observed that the infotroaal entropy function which we used
to measure technological variety measures in fanabination of variety and balance
since it is affected by both the total number aisskes and by the extent of their
diffusion. On the other hand, the informationalrepy function cannot take into
account disparity (Stirling, 2007). Disparity isstmost difficult component of diversity
to measure since it refers to the extent of inicinsference between two entities. One
could argue that to measure disparity is impossbiee it would amount to provide a
quantitative estimate of qualitative change. In egah we would expect radical
innovations to have a greater disparity than inemtiad innovations. However, we do
not have a criterion to compare the disparity ob whfferent radical innovations. The
distinction between related and unrelated variefp$ius in this respect since it defines
two sets knowledge with different disparity, highier unrelated variety and lower for
related variety.

The slower rate of change of the number of teclmoéd classes relative to that
of patents can be interpreted as a sign of the iggowaturation of biotechnological
knowledge. This finding corresponds well to the liuhag rate of growth of
technological variety occurring in the second haff the 1990s. The observed
discontinuities are likely to be linked to changesthe internal structure of the
knowledge base. Changes of this type occurred gumn period of observation.

In the rest of the paper we combine two differeppraaches to study the
knowledge base of the biotechnology sector. Orotleehand, we take into account the

results obtained by measuring properties of knogéesuch as variety, coherence and
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cognitive distance, which draw upon co-occurrenegrixes. The measurement of these
properties was implicitly based on knowledge bemwgresented as a network but it did
not explicitly use SNA. On the other hand, we esipli mobilize SNA in the field of
economics of knowledge. The emphasis of this metlestls on the architecture of
networks and on the characterization of each ndtterespect to the other ones. Plenty
of applications can be found in the economic liuee above all in the study of
interactions among different kind of agents withdustrial and technological districts
(Morrison, 2008; Giuliani, 2007). To our best knedge, there are no attempts to apply
this methodology to the investigation of the recamht dynamics underlying
knowledge generation and utilizatfdn

In this context, we can think of nodes as techniokigclasses, whereby a link
between two nodes represent the co-occurrencelmiddogical classes within the same
patent. The network of relationships among the agevides an image of the internal
structure of the knowledge base of the sector usclertiny, i.e. biotechnology. Given a
dataset of patent applications, one may represenevolution of the knowledge base
by deriving a network for each observed year, aaldutating the relevant indexes
accordingly. This allows us to characterize techgwmial classes according to their
relative position in the structure of the knowledgese, and to investigate the pattern of
change over time. We will propose an interpretatibthe main concepts and indicators
typical of SNA presented in Section 5.3 in term&mdwledge-related dynamics.

The usefulness of SNA for the investigation of dyeamics of knowledge bases
can be better appreciated by directly comparingtie approaches, and emphasizing
differences and similarities between the two séiadicators. We accomplish this task

in Section 6.4, in which we present the resultswfcalculations.

7.4 Empirical results

7.4.1 Using co-occurences matrixes

24 It is fair to note that a similar approach has baempted at the firm level by Yayavaram

and Ahuja (2008).
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In this section we will develop an analysis of #tr@wledge of biotechnology
according to the measures described in SectionThe.first aspect that we want to
investigate in the results of our calculationshis presence of a transition from random
to organised search. To test the existence of ttaissition we constructed a co-
occurrence matrix of the technologies used in tlaengs awarded to the three
knowledge intensive sectors in our data base. pabtént is classified according to a
primary and to a number of secondary classes. Suatrices are constructed by
assigning frequencies to the couples of IPC classesrring together. If the transition
from random to organised search occurs, we expeatgctining fraction of the off
diagonal cells to contain a growing share of therall frequency of co-occurring
technologies. In other words, the transition froamdom to organised search should
involve a process of concentration of the technicldghoices made in the patents. In a
graphic representation of the co-occurrence mdfigure 7.2 this phenomenon is
revealed by a growing share of few and higher paaksngst those representing all the
possible technological combinations.

>>> INSERTFigure 7.2ABOUT HERE <<<

While the comparison among the four diagramsFafure 7.2 reveals the
interesting evidence of an increasing concentraitomeeds to be complemented by an
analysis of the characteristics of knowledge stmectin order to better grasp the
lifecycle dynamics of the sector. We can immedijatebtice that the technological
variety of biotechnology rises during the period812003 FEigure 7.8). Unrelated
variety dominates between 1981 and 1983 and relatetbty becomes dominant
between 1983 and 2003. Moreover, the rate of grathariety falls for most of the
period of observation until it becomes constaninfiiie early 1990s, with the possible
exception of the mid 1980s. In 1985 the rate ofwghoof variety starts rising in
correspondence with the overtaking of unrelatedetyaby related variety. In our case
while in the early 1980s the unrelated variety Wwagher than the related, the situation
was reversed starting from 1985. This would sugtiest while in the very early phases
of the emergence of modern biotechnology most efrtew knowledge was coming
from outside the knowledge base previously useattisg from 1985 internal (to the
sector) sources of knowledge differentiation becamoge prominent. However, it must

be observed that starting from the mid 1990s altbegan to the convergence of related
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and unrelated variety. This trend is likely to lmuged by the emergence of a second
generation of biotechnology linked to bioinformati@ new type of competence coming

from a discipline different from biology.

INSERT Figure 7.3 ABOUT HERE

Coherence starts with a very low value in 1981 asels, although with some
fluctuations, during the whole period of observat(pigure 7.®). In this case as well as
in all the other measures of properties of the Kedge base we can distinguish within
the overall changes a trend and superimposed @msatThe deviations are probably
due to a combination of real events affecting theathics of knowledge and of noise
due to the quality of the data. Thus, we cannokeekpall the deviations to be easily
interpretable. Both variety and coherence show\aratl positive trend accompanied
by superimposed deviations. In particular, there awo periods of fast rise in
knowledge coherence, beginning in 1982 and in I1@38pectively. The first of these
deviations from the trend seems to be closelyedl&d the ratio of related to unrelated
variety. When unrelated variety is greater thanréhated one, in the period 1981-1982,
the coherence index falls. It then begins to ineeean 1983 when related variety
overtakes unrelated variety. The subsequent risE98¥ cannot be explained in the
same way. However, it can be observed that theises in knowledge coherence seem
to coincide with the onset of the absorption of twidferent generations of
biotechnology, based on recombinant DNA and on gee® respectively, by
incumbent firms (Saviotti, Catherine, 2008). Thengition between the two generations
led to a discontinuity in the pattern of inter-firalliances: within each generation the
number of alliances followed a lifecycle, increasfirst, reaching a maximum and then
declining. The competencies required in the twoegations differed as bioinformatics

acquired a key role in the sequencing of genomes.

Taking this into account we can interpret the oWersing trend in knowledge
coherence as due to the growing relative similaotylow cognitive distance, of the
new types of knowledge which incumbent firms neettetearn. The deviations with

respect to the trend could be explained by the gemee of new generations of
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biotechnology and/or by the ratio of intra to inggoup variety. As a new generation of
biotechnology emerges the overall trend is notnsaek but deviations can occur due to
the however limited cognitive distance that the rg@ameration introduces. This line of
explanation is not incompatible with the one basedhe ratio of related to unrelated
variety. We can assume changes in related vametyvblve a more limited change in
coherence than those in unrelated variety becadusefarmer can be obtained by
recombination and differentiation of the same cpixavhile the latter are more likely
to involve the introduction of completely new coptse In other words, a rise in related
variety is likely to involve a lower extent of kntedge discontinuity than an equivalent
rise in unrelated variety and to lead to lower fallcoherence. Conversely we can
expect changes of generation within one technolegy. biotechnology) to raise the
ratio related/unrelated while the emergence of mptetely new technology can be
expected to lower the same ratio. However, in socases the situation can be more
complex. In this context the transition between tilve generations of biotechnology
involved two contrasting trends: the second germrathared the same basic biological
concepts with the first generation but requiredube of competencies and concepts in
bioinformatics which were new to biologists and @thicame from another discipline.
We can expect the first trend to raise both relasriety and coherence and the second
to reduce both of them. What we observe is therrekalt of a trade-off between the
two trends described above. This interpretationoipatible with (i) the tendency to
the convergence of related and unrelated varigginbeng in the mid 1990s and (ii) the
slowdown in the rate of growth of coherence betwEa88 and 1996 followed by a rise
in coherence beginning in 1997, which could be ttu¢he maturation of the second

generation of biotechnology.

Cognitive distance falls during the whole period aifservation Kigure 7.%).
These results can be interpreted as the consequénite knowledge discontinuity
which occurred in the early 1970s with the emergenfcwhat is called 3rd generation
biotechnology, linked mostly to the first industrapplications of molecular biology.
We expect this knowledge discontinuity (i) to haaesed the technological variety of
biotechnology using firms (then mostly pharmacetand agrochemical) by adding to

their KBs new technological classes, (i) to havi@ally reduced the coherence of the
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same firms since the new technological classes wdrally poorly connected to the
pre-existing ones, (iii) to have initially raiselet cognitive distance by adding new
technological classes which were very dissimilasnfr those previously used by
incumbent firms. We expect these phenomena to begerred immediately after the
onset of the knowledge discontinuity, a period esponding to random search or to
exploration, but for which unfortunately we have data. The evolution that we can
trace inFigure 7.3corresponds to the beginning of the maturatiomiofechnological
knowledge. The process of diversification of the g®ceeds but it shifts away from
the more radical innovations corresponding to ateel variety to the more incremental
and local ones corresponding to related varietynt@oy to what would have occurred
if variety had remained mostly unrelated, cohereta® now start rising and cognitive
distance can now start falling as the process ofvkadge diversification occurs by the
more incremental and local changes correspondingpleded variety. These findings
confirm that the emergence of a knowledge discaityinstarts a life cycle in which
initially unrelated variety and cognitive distancise and coherence falls. In the
subsequent part of the life cycle unrelated vanetgs to become dominant, coherence

rises and cognitive distance falls.

It is important to point out that without the disttion between related and
unrelated knowledge variety the simultaneous oetwwe of rising overall variety,
rising coherence and falling cognitive distance Mobave been very difficult to
explain. The distinction between related and umeelaariety turns out to be as fruitful
in the study of structural change in knowledgetas in the study of structural change
in economic systems (see Frenken et al, 2007; 8awoenken 2008). This is a further
example of the greater subtlety that we can achlaveneans of our measures of

properties of knowledge.

7.4.2 The implementation of SNA: Networks and Knowledge Structure
In order to calculate the density and the cenyrafitlexes described in Section
5.3 we have rearranged the dataset so as to makgable for processing by means of

Pajek software. After having chosen patent liféait for five years, we have split the

dataset in order to obtain a network for each oleskrear, the nodes of which are
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technological classes and links represent the carcence of technological classes
within the same patent documents. Since we aresigating the relationships

occurring among ‘actors’ belonging to the sameasetlass, we have derived ‘mode
one’ networks. Moreover, it must be noted that igiveen year two technology classes
may occur together in more than one patent appiicatl his would imply the presence
of multiple links between two nodes. While this negents useful information, the
calculation of density and centrality measures iregumultiple lines to be removed, so
as to obtain unbiased results. However, the graphitalysis presented in the following
section will help appreciating multiple links agp®roxy of the strength of relationships
among nodes, by making the thickness of edges propal to observed frequency of
technology couples.

Let us start analyzing the structure of knowledgeseb by looking at the
dynamics of network density, which is reportecrigure 7.4. The range of variation of
the index is between 0.045 and 0.064, while theameis about 0.054. Density falls
from 1983 to 1991 and then it starts growing u2®)1. However, these two periods are
not characterized by a smooth dynamics. On theragnta number of discontinuities
can be observed, both in the decreasing and innttreasing periods. Let us first
concentrate on the main trend and then try to @xphee discontinuities. We can notice
in Fig la that the knowledge property which sholes thest correlation with density is
total technological variety which rises between 1.2%d 1991 and remains constant
afterwards. Thus, density falls when technologicaiety rises and starts rising when
technological variety becomes constant. The maindtrof density in the period studied
corresponds to our predictions concerning the rategowth of the number of nodes
and of the number of links. We expect the numbenades to grow faster than the
number of links immediately after the discontinuggd the number of links to start
growing faster as the new type of knowledge mowsgtds maturity. The inversion
from negative to positive of the slope of the dgnsurve occurs when the rate of
growth of total technological variety becomes zeand when the number of
technological classes per patent starts declinmthis case the relative rates of growth
of related and of unrelated variety do not seerbedhe main factor determining the
evolution of density. At best the ratio related isgfunrelated variety (RTV/UTV)
could have determined the early discontinuity ogogrin 1986, when RTV first
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overtook UTV, and the later slow down in the rategmwth of density occurring in
1992 when the ratio RTV/UTV started declining.
INSERT Figure 7.4 ABOUT HERE

Let us now proceed to analyse the results obtamgdthe SNA approach. Here
we have two types of information: first, we havengevhat more aggregate measures of
centrality, such as degree, closeness and betwsensgecond, we have a finer
representation of the structural change occurmnignowledge by means of the network
of technological classes at different times. Inld#tter we can see the emergence of new
technological classes, the decline or extinctiomlder ones, the change in the pattern
of links and the consequent change in the disiobuof links around nodes. These
measures and representations help us interpreliagevolution of biotechnology
knowledge. Furthermore, they need to be relatethécabove mentioned properties of
knowledge which they should extend and complement.

We start by describing the pattern of change intreéty measures. To this
purpose we have first calculated degree centrabéyweenness and closeness for all
technological classes. Then we sorted them at gaah according to the observed
values for each of the indexes. Finally, at eadcr yee kept only the top ten classes, for
each variable. In so doing, we built three matrites are reported imable 7.2, Table 7.3
andTable 7.4, which can be read both horizontally and verticalh columns one can
appreciate the dynamics of technological classes tmne, identifying whether they
have been central all over the period or only imsgyears. By looking at the rows one
can appreciate the change in the structure of kedyd base, with respect to the
composition of the group of most central technatagjchanges.

Let us look at the data concerning the normalizegiree centrality irmable 7.2.
According to this index, the classes showing thghést degree are A61K and CO2F.
While the former is a market oriented class, tlttefas related to environment-friendly
technologies for the treatment of waste water. dyreamic evidence for the two classes
is very similar and characterized by a limited flation over time. The case of the
C12N class is interesting in that its degree cétyirhas increased of about the 70%
over the whole time period, and can therefore becmlwed as the technology
characterized by the best dynamics. This classlvesathe study of micro-organisms,

carrier bound enzymes and genetic engineering. Theigradual rise of its centrality,
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above all in the 1990s, is the signal of the insie@ recombination of such class of
technologies with the rest of the technologies timaetke up the structure of the
knowledge base.
INSERT Table 7.2 ABOUT HERE

From the systemic viewpoint, one may note thatettage six classes that appear
in our top 10 at each observed year. These magtieed as the core of the knowledge
base, within which we have noted genetic engingehias gained increased relevance
with respect to more established technologies. bMae we have some classes that
mainly appear in the first decade, like A23L and7CPand some classes that mainly
occur in the 1990s, like CO7K, C12Q and GO1N. Tiret fwo refer to the treatment and
preservation of food and to organic chemistry coamais (mainly hydrocarbons). The
second group refers to peptides, to the composiiod the preparation of testing
processes involving enzymes or micro-organisms, tanphysics testing technologies
useful to investigate the micro-structure of maieti

Table 7.3 reports the data concerning the closeness cdénirahis measure is the
inverse of geodesic distance, and it may be thoaghhe average distance of a node
from all the others. The maximum value of closerfessa node is reached when it is
directly connected with the rest of the networku3hit seems reasonable to expect that
the degree and the closeness of a node are stetdiyed each other. Indeed the picture
is almost the same as in the previous table. Tagsek showing the highest closeness
are again A61K and CO2F, though their dynamics hsracterized by limited
fluctuations. The only class showing a clear-cateéasing trend over time is the C12N,
the closeness of which grows of about 8% in twemsrs (thus this evidence is less
pronounced than in the case of degree).

INSERT Table 7.3 ABOUT HERE

The systemic layout also resembles the one provigetthe degree index. Still
one can note the persistence of the six classagiloed before as the core of the
structure of the knowledge base. The same alsoeeappl the pattern of emergence and
disappearance of classes over time. This evidenge supports the idea that the
structure of the knowledge base of the biotechnokegtor has been characterized by
the existence of a strong core, a sort of builditogk, which is constituted by the most

important classes of the period. While the existent a core confirms the uneven
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distribution of technological classes in the knalge base of the sector the composition
of the core changes in the course of time with sofder classes becoming extinct or
losing importance and with some new ones emergind bhecoming important
components of the knowledge network. Classes linkedood preservation and to
organic chemistry are examples of the former, elasimked to molecular biology or to
physical measurements are examples of the latter.

Table 7.4 shows indeed the results for the calculation dWbenness centrality.
The emerging picture is slightly different in thlease, as compared to closeness and
degree. Now one can distinguish one dominatingsclies. the CO2F, the dynamics of
which is pretty stable over time. The A61K clashaugh showing high values, is
characterized by a decreasing trend over time. Tegolts deserve special attention.
Firstly, the betweenness centrality of the C12Nsslgrows by 150% in twenty years.
This means that this class has become more and nelexant not only with respect to
its direct links to other classes, but also as aelkeeper’ that allows for indirect
recombination among technologies within the knogktase.

INSERT Table 7.4 ABOUT HERE

Secondly, the systemic properties of the knowledtyacture are differently
characterized by this index. Indeed one may naté tte core classes are now seven
instead of six. The additional core class is tha KgOwhich is the physics class related
to the investigation of micro-materials. Moreoviee tA23L is no longer listed in the top
10 of central classes, while C12M (related to tieestigation of enzymes and micro-
organisms) appears already in 1983 and remaink2@til. We can then conclude that
betweenness emphasizes more the global influendecbhological classes over the
network of knowledge while degree and closenesssfocore on their local influence.

The analysis of the dynamics of centrality measuhesacterizing technological
classes has revealed two important aspects. Fiedt, @ven in a period of pronounced
structural change and of knowledge discontinuititee knowledge base of
biotechnology is characterized by an apparentlplstatructure, in which one may
identify a limited number of core technologies, wlard which there is a dynamics of
emerging and disappearing classes. However, itoighwstressing that changes in the
relative centrality of technological classes ocalso within the core itself. Thus, the

structure of the core is affected by qualitativearalpe over time. Moreover, the
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closeness and the degree centrality show very aimatterns, while the betweenness
centrality seem to provide a somewhat differentdence in terms of dynamics of

centrality and of systemic features. Thus, charggeirs but it is not instantaneous. This
reflects the difficulty and costs inherent in trimmming the knowledge base of whole

sectors.

Such aspects may be better grasped by looking eatatrerage centrality
measures, calculated according to equation (Figdre 7.5 a, b and c report the
dynamics of weighted average degree, closenesbeatmetenness respectively, and the
distribution of technological classes (represeritgdthe scattered points) around the
average values (i.e. the continuous lines). Evethig case it seems clear that degree
and closeness are characterized by very similaenoat An evident cyclical fluctuation
may indeed be noted in the first decade in botlesa®llowed by a relatively more
stable dynamics in the second half of the 1990s. dynamics of average betweenness
is instead characterize by definitely less pronednfiuctuations, and by a decreasing
trend over the whole period.

INSERT Figure 7.5 ABOUT HERE

An important point worth noting is that the cenitsameasures have a bimodal
distribution, shown by the separate sets of pahtie top and bottom 6fgure 7.5. The
part of the distribution at the bottom of the figuontains a very large number of points
while the part at the top contains fewer and maagtered points. This confirms the
extreme skewness of the distribution of links atbunodes and seems to correspond to
the description of this distribution as an oliggpwlith few highly connected and many
poorly connected technological classes. It is tcmbiced also that the distribution is
even more skewed for betweenness than for degrdeclaseness. Thus, an even
smaller proportion of technological classes is glhh as opposed to locally, important

in the network of knowledge.

7.5 Graphical analysis of networks: the web of knowledge

In addition to the more aggregate measures of tyeasd of centrality SNA
allows us to explore the fine structure of knowledmd the changes it undergoes in the

course of time by showing the changes in the tymesweight of nodes and of links.
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This is the most direct way in which we can estanite extent of structural change
which is occurring in the knowledge base of thednbnology sector.

The first half of the 1980s is characterized byetatively simple network
structure. It can be easily seen in Figure 6 thatcbre node in the network corresponds
to the class A61K, i.e. to a very generic and madkented class referring to medical
preparations and cosmetics. The two important lofkA61K are those with the classes
CO7C *“Organic Chemistry” (1576 co-occurrences) a@D7D “Heterocyclic
compounds” (3236 co-occurrences). Also the directannecting these two classes
shows a pretty high frequency (573). Although atken magnitudes, other relevant
nodes are C12P, C12N and C12R, which are combio#d éach others and with
A61K. This structure reflects the nature of the Wlemlge base which was
predominantly used at the beginning of our peribdbservation. It is to be pointed out
that although DBFs have played an extremely importale in the development of
biotechnology, and especially in the early periede( Grabowski, Vernon, 1994), the
knowledge base we detect is likely to be affectesthmmore by the KBs of the large
incumbent firm which have many more patents. Thus,natural for the sectoral KB of
the early 1980s to contain mostly classes relavedrgianic chemistry or to market
related classes which are known to have constitiedKB of large pharmaceutical and
agrochemical firms before that time.

INSERT Figure 7.6 ABOUT HERE

In the second half of the 1980s the network taksiggatly more complex form,
due to the emergence of additional nodes. The aionebetween A61K and CO7D is
still the most recurrent, as it is observed 608&4. The co-occurrences of A61K with
C12P (fermentation and synthesis of compounds) @haN (micro-organisms and
enzymes) gain momentum in this period, the latteving towards the third rank. Also,
in this period the GO1N class becomes a more irapbmode in the network, well
connected with the other relevant nodes, in pddronith the A61K and C12N classes.
It must be noted that a new class emerges as ntleva CO7K (peptides). This shows
a very high degree of connectivity with A61K, so a¢huthat this couple is now the
second most recurrent in the network. This emergiags is also well connected to

C12P and C12 N, so that now we might say that ¢ine of the biotechnology activity is
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characterized by a set of four, or at least fivessks, which are directly or indirectly
connected to all other classes in the network.

Figure 7.6 shows the network of the period 1991-1995. Thevoek structure
appears now to be consolidated, in the footstepeotonfiguration the sector reached
in the previous period. In particular, the weightlee CO7K class further increases, so
that it can be considered as a persistent hubdée&i12N, C12P, CO7D and most of all
AG61K. In this picture also the GO1N preserves itsipon, as a class that is neither
marginal nor very central. It would seem to plagupporting role for all other classes.
Two new relevant classes deserve to be mentionex] he. CO7H (nucleosides) and
C12Q (measuring or testing processes involving @@syor micro-organisms).

In the last period we observe, i.e. the second tiathe 1990s, the network
would seem to be slightly more complex. We stibetve one single class which acts as
“core” class, i.e. the A61K. Then we may obsensetof second level classes, which
have a central position although not as centrahasA61K. Such classes are C12N,
CO7K and A61P. Then there is a third level, mad®fupodes which still show a good
degree of connectivity, but are slightly periphelde the C12P, C12Q, CO7H and
GO1N. One could say that while in the first peribd network showed a very high level
of concentration, it has become more distributeer avne, but characterized by a kind
of hierarchical structure.

In summary, during the period 1981-2000 the netwofkbiotechnological
knowledge undergoes a structural change in whialesechnological classes linked to
the previous knowledge base of pharmaceutical gnathemical firms, at that time the
main users of biotechnology, disappear or lose mapce and other classes emerge and
acquire a greater weight in the network. The olmlet declining classes corresponded
mostly to organic chemistry, which until the 197@enstituted the KB of
pharmaceutical and agrochemical firms. The newdreanerging classes correspond to
molecular biology and to physical measurementsclviiave become the core of the
new biotechnology. Three points are worth notingehérst, the process of structural
transformation of the KB has been fairly slow; setoalthough many of the classes
corresponding to the old KB have disappeared, soemeain and are still of
considerable importance (see CO7C and CO07D); thhd, knowledge network of
biotechnology has a hierarchical structure withemyvskewed distribution of links
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around nodes. However, the network seems to hawenie more polycentric in the
course of time, with a growing number of relativehportant nodes. This is likely to be

due to the growing number of technological classes.

7.6 Discussion and Conclusions

In this paper we studied the dynamics of knowledgeneration in
biotechnology. We mapped the knowledge base ofsdsor by means of the patents
awarded by the European Patent Office (EPO) duhageriod 1981-2002. We did not
distinguish the different types of economic actrsvhich the patents were given but
considered the sector as a whole. We have chawmsxdhe structure of the knowledge
base by drawing upon SNA. Our analysis included rineasure of four network
properties, density, degree, closeness and betwsgnand the graphic representation
of the network of knowledge at different times dgrithe period 1981-2000. We
combined this analysis based on SNA with the resolt previous research in
technological variety, related and unrelated, thieecence and the cognitive distance of
biotechnological knowledge were measured usingdmee set of data.

We interpreted our results as showing that the kedge base of biotechnology
using firms, mostly pharmaceutical and agrochemials affected in the 1970s by a
discontinuity constituted by the discovery of redmnant DNA and monoclonal
antibodies, which suddenly shortened the time baoriziuring which industrial
applications could be expected. This discovery ehad required a very long period of
preparation in which the research leading to tleatoon of a new discipline (molecular
biology) began, in the 1930s, and in the end lethéocritical events which catalysed
the first industrial applications. In order to adatgly study the evolution of knowledge
in biotechnology our data would have needed to rcovest of the 1970s. Given the
limitations of our data for the time being we haeeinfer what is likely to have
happened before the beginning of our period of magi®n. In biotechnology, based on
the very low initial value of both variety and codece and on the fact that coherence
was still falling at the beginning of the period olbservation, we expect unrelated
variety to have been greater than related variatind all of the 1970s and until 1983.
Thus, the 1970s would have been the period whediftentinuity in biotechnological
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knowledge constituted by the adoption of moleculaology would have first
manifested itself and the 1980s the period duritgckvthe new knowledge started to
be adequately integrated into the knowledge badsabéchnology using firms. In the
early 1970s incumbent pharmaceutical and agroctaiims found themselves faced
with the very difficult task of learning a new typé knowledge for which they had a
very low absorptive capacity. As a consequence itfternalisation of the new
knowledge was slow and gradual but eventually dt tie the extinction or decline of
some old technological classes and to the incotiporaf some new ones. From our
results it appears that biotechnology progressieelers into a more mature phase of
development.

The emergence and subsequent impact of a knowl@idgentinuity creates a
life cycle beginning with the birth of the discamiity and ending once the new
knowledge has become a routinised component ofKiBe This life cycle can be
described by a number of concepts, such as randarganised search, exploration or
exploitation, revolutionary or normal science. Tdnesncepts are highly suggestive and
very helpful in organising our thoughts but the arot analytically rigorous. The
properties of the knowledge base that we measuwaripaper provide a means to make
these concepts more analytical. Thus, we expdot @ble to explain the transition from
exploration to exploitation based on our measurgbigperties. In fact, since the
previous transition can correspond to more thantone pattern of the properties we
measure, concepts like exploration or exploitattam provide a broad brush stroke
representation of a process into which our qudméaapproach allows us to detect
much finer details. Thus, we could say that biobedbgy has already entered a more
mature phase in which exploitation related acegittend to grow with respect to
exploration related ones. During this phase the oftgrowth of technological variety
gradually falls, related variety overtakes unralatariety, coherence rises and cognitive
distance falls. We expect these trends to correbmiter to organised search or to
exploitation since a fast rise of overall varietydiominated by the unrelated type, while
a fall in coherence and a rise in cognitive distaace also observed. However, we
cannot be certain about the exact correspondendbkeofibove trends in knowledge
properties and the phases of the life cycle. Pastkwshowed us that different
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combinations or trends of knowledge properties @amnespond to each of the concepts
exploration, exploitation, random or organised sear

The transition to the organised search period seéemscur as some particularly
fruitful research trajectories emerge, which arentHollowed by the majority of
participants. The evidence about the establishedpepties confirms that the
biotechnology sector has undergone such a trangitidhe past twenty years (Krafft,
Quatraro and Saviotti, 2009). Moreover, and mogtartantly here, the approach based
on SNA proved to be a very useful means to invastighe changing structure of the
KB. Network density turned out to fall between 1981d 1991 and to rise afterwards
until 2000. This result corresponds closely to edpectations according to which
network density should fall in the early phasesaofliscontinuity when the rate of
growth of new technological classes, and theretdreew nodes, is expected to be
higher than the rate of growth of new links. Netkvdensity can be expected to start
rising when the new knowledge starts maturing &edate of growth of links overtakes
the rate of growth of nodes. Various measures aitrakty confirm the results
previously obtained with properties such as vayietyherence and cognitive distance.

The technological classes which turned out to h@ontant in the previous study
occupy the most central positions in the networkkndwledge and their evolution
corresponds closely to our previous observatiormsvé¥er, the graphic representation
of networks of knowledge and the various centratitgasures that SNA allows us to
greatly enhance our ability to detect patterns. &ample, we find that the market
oriented A61K class retains a very high local c@ityr during the whole period while
its betweenness starts falling. Thus, the A61Ksclasnains very central but it loses its
ability to act as a gatekeeper over the whole neétwhlso, the calculation of average
centrality measures shows that the distributiothefvarious centrality measures for the
different classes is clearly bimodal, a finding @fhfits very nicely with the observation
that few technological classes have many links mmodt technological classes have
very few links. This provides further support te tldea that there cannot be devised
any a priori assumption on the relationships betwée locus of the filiere to which a
class may be assigned and the observed centr@iitythe contrary, one could well
observe a shift of high centrality values from dstveam to upstream classes in
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relationship to the actual stage of technologyciitdes, providing further information
on the dynamics of knowledge intensive sectors.

With this paper we have extended previous attertapexplore the dynamics of
knowledge in a knowledge intensive sector like dgbhology. Here we have added to
the measures of the knowledge properties previodeleloped (variety, coherence,
cognitive distance) an approach based on SNA. Tl approach confirms and
extends our previous results. For example, by me&iSNA we can measure changes
in network density and distinguish between diffénereasures of centrality, which we
could not do with our previous toolbox.

The methods we describe and the results we ob¢éaim $0 us very important to
develop the tools required to represent and medswwledge as we move towards a
knowledge-based economy and society. It is impot@arstress that the representation
of the network of knowledge we used in this papes both some specific features and
some general features common to other systems. [Maiintne structure of the system
is defined by its elements (nodes) and by thegradtions (links), then the emergence
of a set of completely new concepts gives rise tlisaontinuityin the evolution of
knowledge, and further to the emergence of a neadogm or a new research program
based on completely novel ideas. Indeed, a disuaityican be expected to have on the
overall time profile of knowledge an effect simikar the emergence of a paradigm. In
fact, we can say that the revolutionary phase pdradigm results from the emergence
of a discontinuity (Kuhn, 1962). Within the paraaighe revolutionary phase would be
followed by a period of normal science, during wh& more incremental pattern of
knowledge accumulation would occur (Kuhn, 1962).c0@rse, we realize that this is
very preliminary work and that, although our fingen suggest some general

conclusions, they will need to be further tested better articulated.
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Table 7.1 - Definition of the biotechnology sector using IPC classes

new plants or processes for obtaining them; plant reproduction by tissue culture

AO1H .
techniques

A61K preparations for medical, dental, or toilet purposes

CO2F treatment of water, waste water, sewage, or sludge

C07G compounds of unknown constitution

CO7K Peptides

Cci12m apparatus for enzymology or microbiology

C12N micro-organisms or enzymes; compositions thereof

c12p fermentation or enzyme-using processes to synthesise a desired chemical
compound or composition or to separate optical isomers from a racemic mixture
measuring or testing processes involving enzymes or micro-organisms;

C12Q compositions or test papers thererof; processes of preparing such compositions;
condition-responsive control in microbiological or enzymological processes
processes using enzymes or micro-organisms to liberate, separate or purify a pre-

C12S existing compound or; processes using enzymes or micro-organisms to treat
textiles or to clean solid surfaces of materials

GOIN investigating or analysing materials by determining their chemical or physical

properties
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Table 7.2 - Dynamics of normalized degree centrality, top 10 technological classes

AO1N A23L AB1K AG1L B0O1D B0O1J CO2F co7C CO7K CO8F  Ci2M C12N C12P  C12Q GOIN

1981 0.2262 0.2143 0.6071 0.3690 0.2679 0.6310 0.2619 0.2202 0.2917 0.3095

1982 0.2742 0.2473 0.6559 0.3871 0.3011 0.6129 0.2688 0.2312 0.3280 0.3065

1983 0.3109 0.2642 0.6269 0.3886 0.3161 0.6425 0.2798 0.3523 0.2902 0.2280
1984 0.3100 0.2500 0.6250 0.4050 0.3350 0.6250 0.2600 0.3750 0.2950 0.2300
1985 0.3112 0.2407 0.6266 0.4315 0.3444 0.6473 0.2448 0.3817 0.2988 0.2282
1986 0.2353 0.2127 0.5837 0.3575 0.2760 0.6290 0.1991 0.3620 0.2805 0.2081
1987 0.2353 0.2036 0.5882 0.3982 0.2805 0.6290 0.2217 0.3575 0.2941 0.2172
1988 0.2912 0.2386 0.6351 0.2526 0.4246 0.3368 0.6386 0.2421 0.3754 0.2947

1989 0.2195 0.2398 0.6057 0.2114 0.3293 0.2276 0.5894 0.2398 0.3293 0.2846

1990 0.2567 0.2375 0.6092 0.3257 0.2605 0.5632 0.2452 0.3410 0.2720 0.2337

1991 0.2500 0.2500 0.5993 0.3272 0.2316 0.5588 0.2868 0.3640 0.2831 0.2610

1992 0.2688 0.5914 0.3548 0.2616 0.6057 0.3082 0.3907 0.2975 0.2903 0.2796
1993 0.2508 0.5974 0.3432 0.2574 0.5875 0.3036 0.3861 0.2805 0.2838 0.2937
1994 0.2601 0.5912 0.3514 0.2804 0.6081 0.3142 0.4189 0.2973 0.3041 0.3311
1995 0.2630 0.6021 0.3322 0.3080 0.6159 0.2976 0.4187 0.3080 0.3287 0.3460
1996 0.2413 0.5874 0.3322 0.3287 0.6119 0.3182 0.3986 0.3182 0.3427 0.3601
1997 0.2690 0.2552 0.6000 0.4103 0.3310 0.6552 0.3034 0.3828 0.2690 0.2759
1998 0.5860 0.3509 0.3193 0.6456 0.3053 0.2561 0.3895 0.3018 0.3474 0.3509
1999 0.2570 0.6021 0.3697 0.3134 0.6585 0.3099 0.3873 0.2993 0.3099 0.3345
2000 0.2757 0.6176 0.3750 0.3162 0.6507 0.2978 0.2868 0.4265 0.2757 0.2978
2001 0.2799 0.6231 0.3619 0.3097 0.6157 0.3022 0.4216 0.2687 0.2649 0.2910
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Table 7.3 - Dynamics of closeness centrality, top 10 technological classes

AO1N A23L AB1K AG1L B0O1D B0O1J CO2F co7C CO7K CO8F  Ci2M C12N C12P  C12Q GOIN

1981 0.5600 0.5581 0.7179 0.6131 0.5773 0.7304 0.5753 0.5619 0.5854 0.5915

1982 0.5759 0.5688 0.7440 0.6200 0.5886 0.7209 0.5776 0.5653 0.5981 0.5905

1983 0.5920 0.5744 0.7283 0.6206 0.5938 0.7366 0.5796 0.6069 0.5848 0.5643
1984 0.5917 0.5682 0.7273 0.6270 0.6006 0.7273 0.5747 0.6154 0.5865 0.5650
1985 0.5921 0.5657 0.7281 0.6376 0.6040 0.7370 0.5697 0.6179 0.5878 0.5644
1986 0.5667 0.5539 0.7038 0.6071 0.5785 0.7246 0.5553 0.6105 0.5816 0.5567
1987 0.5667 0.5525 0.7083 0.6225 0.5801 0.7246 0.5623 0.6088 0.5862 0.5595
1988 0.5852 0.5666 0.7326 0.5711 0.6333 0.6000 0.7308 0.5677 0.6156 0.5864

1989 0.5616 0.5668 0.7172 0.5971 0.5629 0.7069 0.5681 0.5985 0.5829 0.5591
1990 0.5736 0.5649 0.7190 0.5945 0.5724 0.6941 0.5637 0.6028 0.5787 0.5662

1991 0.5702 0.5714 0.7139 0.5939 0.5608 0.6869 0.6112 0.5824 0.5751 0.5631
1992 0.5753 0.7099 0.6078 0.5741 0.7136 0.5911 0.6214 0.5874 0.5849 0.5813
1993 0.5695 0.7129 0.6036 0.5728 0.7047 0.5895 0.6196 0.5816 0.5827 0.5861
1994 0.5748 0.7098 0.6066 0.5804 0.7167 0.5932 0.6325 0.5873 0.5896 0.5992
1995 0.5757 0.7153 0.5996 0.5898 0.7225 0.5874 0.6324 0.5910 0.5983 0.6046
1996 0.5686 0.7079 0.5996 0.5971 0.7204 0.5946 0.6245 0.5946 0.6034 0.6098
1997 0.5777 0.7143 0.6291 0.5992 0.7417 0.5894 0.6183 0.5777 0.5720 0.5800
1998 0.7072 0.6064 0.5938 0.7383 0.5901 0.5711 0.6209 0.5888 0.6051 0.6064
1999 0.5703 0.7154 0.6134 0.5917 0.7454 0.5917 0.6201 0.5880 0.5917 0.6004
2000 0.5787 0.7234 0.6154 0.5926 0.7411 0.5875 0.5824 0.6355 0.5800 0.5862
2001 0.5801 0.7263 0.6091 0.5903 0.7204 0.5890 0.6336  0.5776 0.5763 0.5852
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Table 7.4 - Dynamics of betweenness centrality, top 10 technological classes

AO1N AB1K AG1L BO1D B0O1J CO2F Co7C  CO7K CO8F CO09K  Ciz2M C12N C12P  C12Q GOIN
1981 0.3179 0.0838 0.0369 0.3961 0.0187 0.0190 0.0192 0.0410 0.0535 0.0261
1982 0.0243 0.3222 0.0285 0.0889 0.0513 0.3211 0.0202 0.0528 0.0343 0.0254
1983 0.0314 0.2701 0.0275 0.0779 0.0478 0.3638 0.0225 0.0587 0.0273 0.0262
1984 0.0301 0.2848 0.0196 0.0862 0.0478 0.3343 0.0290 0.0743 0.0325 0.0197
1985 0.0226 0.2777 0.0183 0.0915 0.0463 0.3404 0.0212 0.0654 0.0280 0.0253
1986 0.0191 0.3013 0.0736 0.0334 0.3984 0.0184 0.0415 0.0696 0.0331 0.0161
1987 0.0168 0.3053 0.0849 0.0282 0.3921 0.0201 0.0333 0.0667 0.0306 0.0164
1988 0.2931 0.0216 0.0870 0.0405 0.3169 0.0232 0.0679 0.0263 0.0200 0.0245
1989 0.3117 0.0708 0.0253 0.3532 0.0295 0.0371 0.0753 0.0328 0.0240 0.0276
1990 0.0238 0.3114 0.0650 0.0336 0.3382 0.0521 0.0779 0.0307 0.0434 0.0234
1991 0.2892 0.0673 0.0239 0.3257 0.0403 0.0598 0.0801 0.0308 0.0518 0.0285
1992 0.2502 0.0712 0.0287 0.3287 0.0525 0.0481 0.0815 0.0271 0.0506 0.0304
1993 0.2954 0.0707 0.0258 0.3274 0.0495 0.0466 0.0751 0.0248 0.0457 0.0379
1994 0.2761 0.0679 0.0290 0.3205 0.0485 0.0419 0.0798 0.0269 0.0439 0.0456
1995 0.2664 0.0506 0.0364 0.3245 0.0350 0.0417 0.0761 0.0328 0.0442 0.0478
1996 0.2420 0.0513 0.0431 0.3485 0.0357 0.0432 0.0649 0.0388 0.0517 0.0512
1997 0.2522 0.0748 0.0397 0.3323 0.0395 0.0378 0.0606 0.0195 0.0274 0.0364
1998 0.2246 0.0561 0.0358 0.3646 0.0238 0.0563 0.0551 0.0259 0.0542 0.0568
1999 0.2312 0.0616 0.0301 0.3720 0.0301 0.0429 0.0504 0.0256 0.0446 0.0528
2000 0.2413 0.0659 0.0294 0.3502 0.0337 0.0462 0.0868 0.0165 0.0260 0.0327
2001 0.2605 0.0683 0.0398 0.3155 0.0457 0.0399 0.1004 0.0184 0.0202 0.0297
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Figure 7.1- Dynamics of patent applications and technological classes in biotechnology
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Figure 7.2 — Matrix of co-occurrences in the biotechnology sector
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Figure 7.3 - Properties of knowledge base of biotechnology
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Figure 7.4 - Dynamics of network density for biotechnology
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Evolution of the density of the knowledge network within the biotechnology sector, calculated according to equation (1). In
such network technological classes are the nodes, and their actual co-occurrence in patent documents determine the
establishment of a link.
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Figure 7.5 - Average centrality measures
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Figure 7.6 - Network of technology classes for biotechnology, 4 sub-periods
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Figure 7.6 (continued)
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Graphical representation of the knowledge network at four sub-periods. Nodes are technological classes, and links represent their
actual co-occurrence within patent documents. Pooled patent applications are used for each period. Line thickness is proportional
to the frequency by which the classes that they link co-occur together.
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Chapter 8 -Knowledge, structural change and productivity: a special
focus on Italian regions.

8.1 Introduction

Since the seminal contributions by Nelson (1959) &mrow (1962), knowledge has
attracted more and more the attention of economitth with respect to the mechanisms
leading to its production, dissemination and exgearand with respect to its effects on
productivity.

Despite this, empirical contributions estimating tkffects of knowledge on economic
growth has appeared only after the path-breakingsvby Zvi Griliches (1979). Within this
strand of literature, the traditional productiomdtion has been extended so as to include
knowledge as an additional input. Knowledge is ebrexd as a bundled stock, as if it were
the outcome of a quite homogenous and fluid prooeascumulation made possible by R&D
investments, the same way as capital stock

Empirical analyses at the regional level have sdtappeared quite recently. These
mainly focus on the determinants of cross-regialif&rences in the efficiency of knowledge
creation, like knowledge spillovers and spatialqoroty, within the context of a knowledge
production function approach (Acs et al., 2002tdeh, 2002 and 2004; Fritsch and Franke,
2004; Crescenzi et al., 2007).

Yet, to the best of author's knowledge, no empiricaestigations can be found in
literature analyzing the effects of technologicabWledge on regional growth.

This paper aims at bringing technological knowledge an empirical framework
analyzing the determinants of cross-regional diféial growth rates. To this purpose, we
consider technological knowledge as the outcoma obmbinatorial search activity carried
out across a technological space in which comben@éments reside (Weitzman, 1998;
Fleming, 2001; Fleming and Sorenson, 2001). In dimsction we are able to specify a set of
properties that can describe the internal struabfitae regional knowledge base and that go
beyond the traditional measure of knowledge capstaick. Indicators like knowledge
coherence and knowledge variety can be calculategkploiting the information contained in

! Without pretending to be exhaustive, out of théemorthy contributions at the firm level one maykoat
Nadiri (1980), Griliches (1984), Cuneo and Maire$$884), Patel and Soete (1988), Verspagen (1988) a
Higon (2007). Studies at the country level inclileglander and Mittelstadt (1988), Lichtenberg (19%2oe
and Helpman (1995) and Ulku (2007).
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patent documents, and in particular by lookinghat ¢o-occurrence of technological classes
which patents are assigned to (Saviotti, 2007).18\&tudies can be found investigating these
properties at the firm level (Nesta and SaviotfiQ& Nesta, 2008), and at the sectoral level
(Krafft, Quatraro and Saviotti, 2010; Antonelli, &ft and Quatraro, 2010), there is no
empirical evidence at the regional level yet.

Our analysis focuses on the effects of knowledgeadycs on the evolution of the
manufacturing sector within Italian regions ovee fieriod 1981-20032 This appears to be a
particularly appropriate context for our purposesleed, the Italian economic structure has
long been characterized by a sharp dualism. Orotigehand North-West regions were the
cradle of modern industrial firms, and during tl8Qs the manufacturing sectors had already
completed their growth phase, leaving the floors&vice industries. On the other hand,
North-Eastern-Central (NEC) regions showed a delagievelopment of manufacturing
activities, carried out mostly by small and medisized enterprises (SMES) often operating
in peculiar economic and social environments (A#83). The role of innovation on such
cross-regional differences have become the objécenapirical analysis only recently,
(Quatraro, 2009a and b), and the investigatiomnofkedge dynamics in this framework may
provide useful insights to gain a better understand

In this context, the contribution of this paperthe literature is threefold. First, it applies
to notion of recombinant knowledge at the regideakl, by identifying a set of properties
able to define the structure of the architectureegfional knowledge bases. Second, such
analysis is relevant for its general implicatioreneerning the relationships between the
dynamics of technological knowledge and regionawgh, in particular with respect to
regional innovation strategies. Finally, it alsonaiat rejuvenating a field of enquiry which
has been lacking appropriate consideration sineel&80s. For this reason, the debate about
the economic development of Italian regions hassedsthe important opportunity of
investigating cross-regional differences in thehtigpf the economics of knowledge and
innovation.

The rest of the paper is organized as follows. écti®n 2 we outline the theoretical
framework and propose a model linking regional piativity growth to the characteristics of

knowledge base. Section 3 presents the methoda@adySection 4 describes the regional

2 Jtalian regions present pretty heterogeneous ffesthoth from the economic and the social viewpdiiie
purpose of this paper is to understand the extenthich differences in regional knowledge baseshinime
responsible of such economic variety. Of coursis, ithplies that some other factors may interaaplaining

the observed variety. The econometric model we piipose is meant to reduce the bias due to omitted
variables and spurious relationships.
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knowledge indicators. In section 5 we describe daga sources and provide descriptive
statistics for the main variables. Section 6 pres#re results of the empirical estimations and
an extension to spatial panel data models, whiti@e7 provides a discussion of results in
the light of the Italian economic history. Finallggnclusions and policy implications follow

in Section 8.

The Model
The discussion articulated in Chapter 4 dynamicgechnological knowledge can

therefore be understood as the patterns of chamges iown internal structure, i.e. in the
patterns of recombination across the elements én kimowledge space. This allows for
qualifying both the cumulative character of knovgectreation and the key role played by the
properties describing knowledge structure, as agHor linking them to the relative stage of
development of a technological trajectory (Dosi824;9 Saviotti, 2004 and 2007; Krafft,
Quatraro and Saviotti, 2010). Moreover, the gnagftof this approach into the analysis of the
determinants of cross-regional growth differentialows for a better understanding of the
interplay of knowledge dynamics and the patternsegional industrial development. The
ability to engage in a search process within cogngpaces that are distant from the original
starting point is likely to generate breakthrougtesmming from the combination of brand
new components (Nightingale, 1998; Fleming, 200&nfing and Sorenson, 2001; Sorenson
et al., 2006). In this direction regional innovaticapabilities may be defined as the ability of
regional actors to engage in the combinatorial ggedhat gives rise to the structure of the
regional knowledge base (Lawson and Lorenz, 1998mifR and Albu, 2002; Antonelli,
2008).

The economic development of regions is indeed tbtrielated to the innovative
potentials of the industries they are specialized-irms within a propulsive industry grow at
faster rates, propagating the positive effectssacfioms directly and indirectly related to the
propulsive industry. The potentials for creatingvnenowledge are at the basis of regional
growth, and they happen to be unevenly distrib@ewss sectors according to the relative
stage of lifecycle (Perroux, 1955; Kuznets, 1930r8, 1934; Schumpeter, 1939)

* Thomas (1975) articulated the implications of Perroux’ framework on regional economic growth using a
product life-cycle perspective, wherein the saturation of product markets are the main responsible for the
slowdown of growth rates and the quest for innovations aims at opening new markets.
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The intertwining of industrial and technologicafetiycles is therefore of great
importance, as well as the distinction between @gplon and exploitation (March, 1991).
The introduction of new technologies is indeed midtely to show a boosting effect on
economic performances as long as the search gcéwmiers an exploitation stage wherein
potential dominant designs are selected and impiéede The creation of new knowledge in
this phase, and hence the resulting knowledge hasejore likely to involve by the
recombination of knowledge bits characterized lyyemat deal of complementarity and by the
identification of diverse and yet highly relatedokriedge bits. A further dichotomy between
random screening and organized search seems &dvamt in this direction. The transition
to organized search is typical of phases in whidfifable technological trajectories have
been identified, and the recombination activitywscout of a sharply defined region of the
knowledge space. The likelihood of successful imtions is greater in this stage, and marks
the difference between mature and growing sectorafft, Quatraro and Saviotti, 2010 and
2011).

The discussion conducted above leads us to prapssaple model to appreciate the

effects of the properties of knowledge structureemional economic growth:
9 = F(Ki ) (9.1)

Where subscripts andt refer respectively to the region and to tirgds the growth

rate of productivity and is the regional knowledge base. Traditionalyis defined as the

stock of knowledge corrected for technical obsaese: K, = l.(i,t+ (1-9)K,,,, where l.(i,t

is the flow of new knowledge at timieandJ is the rate of obsolescence. This relationship is
able to capture the influence only of intangiblepital, neglecting the characteristics of
regional knowledge.

In order to appreciate the implications of the mbmant knowledge approach on the
operationalization of the properties of knowledgecure, theK term of Equation (1) can be
modelled by extending to the regional domain tlaeniework that Nesta (2008) develops at
firm level. Let us recall the main passages in vibkbws.

Assume that a region is a bundleproductive activities, represented by the vector

P:[pl,...,pd,...,pD]. Each regional activitypy draws mainly upon a core scientific and

technological expertisey, so that the regional total expertise is the uwdete [el,...,ed,...,eD]
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. The regional knowledge base emerges out of d kearch process aimed at combining
different and yet related technologies. This ingpligat an activitypy may also take advantage
of the expertise developed in other activiliés # d ), depending on the level of relatedness
between the technical expertiggande. It follows that the knowledge bakeised by thelth
activity is:

D
Ky =€y +ZQTM (9.2)

1£d

The meaning of Equation (2) is straightforward. khewledge bask of each activity
d amounts to the sum of its own expertise and thgerise developed by other activities
weighted by their associate relatedness. Such ieguzdn be generalized at the regional level

to define the aggregate knowledge base:

D

K=Ye+>er, (9.3)

I12d

Let us assume that, is constant across activitiesandl, so thatz,, =R across all
D

productive activities within the region. SincEeD is the regional knowledge stockE),
d

Equation (3) boils down to:
K = E[1+(D -1)R] (9.4)

According to Equation (4), the regional knowledgeaifunction of i) the knowledge
capital stock, ii) the number of technologies regjdn the region, and iii) theoherencgR)
among activities. If the bundle of activities rasgl within the region are characterized by a
high degree of coherencBX0), then the aggregate knowledge base increabethét/ariety
of technological competencd®), weighted by their average relatedness. Conwersel
regional activities are featured by no cohereri®edj, then the regional knowledge base is
equal to the knowledge capital stock. Therefore,ttaditional approach to the computation
of the knowledge base turns out to be a speciad edsereR=0. Equation (4) can be

approximated as follows:
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K C EDR (9.5)

Substituting Equation (5) in (1) we therefore get:

9. =f(E D R) (9.6)

In view of the arguments elaborated so far we ase able to spell out our working
hypotheses. The generation of new knowledge isr@ activity strategic for the competitive
advantage of regional economies. Cross-regionalerdiices in the development of
technological knowledge provide thus a possiblthoalgh not exhaustive, explanation for
differential growth rates (Fagerberg, 1987, Maled®00). In line with a well established
tradition of analysis we therefore expécto be positively related to productivity growth.

The creation of technological knowledge is likety éxert a triggering effect on
regional economic growth. Traditional analysesh# telationships between knowledge and
growth has viewed the former as a bundled stoek,a.sort of black box the dynamics of
which are rather obscure. Recent advances in tderstanding of the cognitive mechanisms
underlying the process of knowledge productionvedldor proposing that knowledge is the
outcome of a combinatorial activity. Agents undegtéheir search across a bounded area of
the knowledge landscape, so as to identify comlbénpieces of knowledge. In other words,
recombinant knowledge is the outcome of a locaickeprocess.

Knowledge structure may therefore be representeal rastwork, the nodes of which
represent the combinable technologies, while limkpresent the actual combinations.
Regional knowledge base turns out to be featured tajyrly heterogeneous structure, rather
than a bundled stock. Due to the local charactexeafch, the positive effects of knowledge
on productivity which stem from the recombinatidrddferent technologies, are more likely
to occur in contexts where agents are able to cmenkibgether different and vyet
complementary technologies. Conversely, the preseonic activities based upon weak
complementarity of technological competences makedifficult to implement effective
knowledge production. In this case knowledge dycamay hardly trigger regional growth.
Therefore, in order to foster productivity growthe internal structure of regional knowledge
ought to be characterized by a high degree of cemehtarity across technologies. The

specialization in technological activities undergporganized search strategies is thus likely
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to trigger regional economic performances and esngsequence knowledge cohererigei$
expected to positively affect productivity growth.

Knowledge structure is not supposed to be stabde ttme. Changes may be brought
about by trying new combinations among technologiesby introducing brand new
technologies within regional competences. Variegyrurn out to be a key resource to the
creation of new knowledge, and therefore to econatavelopment. It is indeed related to the
technological differentiation within the knowleddmase, in particular with respect to the
diverse possible combinations of pieces of knowdenigthe regional context. The localness
degree of search implies that variety is likely dngender sensible results in terms of
knowledge creation when such diverse technologesa@amehow related one another. Within
an established technological trajectory, the comtimn of technologies that are unrelated is
less likely to enhance the process of knowledgaticne, and hence it is not expected to
contribute economic growth. The expectation aliduherefore depends very much on the
qualification of the variety of combined elementithin contexts featured by organized
search strategies within selected technologicgkedtaries, related variety is likely to
dominate over unrelated variety. The combinationa wériety of related technologies is likely
to exert a positive effect on knowledge productiamg hence growth, while the combination
of unrelated technologies is likely to exert a negaeffect on knowledge production, and

hence on regional growth.

Methodology

In order to investigate the effects of the promsrtof regional knowledge base on
productivity growth, we first calculate an index milti factor productivity (MFPY To this
purpose we follow a standard growth accounting @@gn (Solow, 1957; Jorgenson, 1995;
OECD, 2001). Let us start by assuming that theoreaieconomy can be represented by a

general Cobb-Douglas production function with cansteturns to scale:

Y, = ACHL (9.7)

* Some basic questions of course remain as to what interpretations to give to these kinds of index. While Solow
(1957) associated TFP growth with technological advances, Abramovitz (1956) defined the residual as some
sort of measure of ignorance. Nonetheless it remains a useful signalling device, in that it provides useful hints
on where the attention of the analysts should focus (Maddison, 1987).
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wherel;; is the total hours worked in the regipat the timet, C;; is the level of the capital
stock in the regionat the time, andA is the level of MFP in the regiamt the timd.
Following Euler's theorem, output elasticities habeen calculated (and not
estimated) using accounting data, by assuming aonsteturns to scale and perfect
competition in both product and factors marketse ©htput elasticity of labour has therefore

been computed as the factor share in total income:

By =W, L)Y, (9.8)
ai, zl_lgi,t (9.9)

Wherew is the average wage rate in regiat timet. Thus we obtain elasticities that
vary both over time and across regions.
Then the discrete approximation of annual growtta o regional TFP is calculated as

usual in the following way:

A() Y. c L)
(A(t 1)] '”(Yi(t—nJ @Ay (C(t 1)] F '”(Li(t—nj 619

The basic hypothesis of this paper is that diffeesnin regional growth rates are

driven by the characteristics of regional knowledgses. The increase in the knowledge
stock and in the knowledge coherence is likelydsitovely affect productivity growth, while
the effects of variety are likely to depend on tiegree to which the diverse technological
competences are related one another.

The test of such hypothesis needs for modellinggtbavth rate of MFP as a function
of the characteristics of the knowledge base. Maegaas is usual in this kind of empirical

settings, we include in the structural equatiow afee lagged value of MFR A _,, in order

to capture the possibility of mean reversion. Tfoee the econometric specification of

Equation (6) becomes:

In(A?t—(i)Dj =a+binA ,+¢InE, +6InD,;, +GInR , +, +Z‘/’t t&, (9.11)
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Where the error term is decomposeg;imndXyt, which are respectively region and
time effects, and the error component Equation (9.11) can be estimated using traditiona
panel data techniques implementing the fixed effestimator. It relates the rates of
productivity growth to the characteristics of knedfje base. However, one needs also to
control for the impact on the one hand of agglot@naeconomies, on the other hand of
changing regional industrial specialization, sa@sule out the possibility that such effects
are somehow captured by the knowledge-related hMasga In view of this, we can write
Equation (11) as follows:

In(AA(\t—(i)l)] =a+binA _, +cInE , +c,InD; , +¢InR , +
+C,AGGL_, +c,LOQ_, +p + > Yt +¢,

(9.12)

The knowledge related variables variety and colwmregnespectivelyD and R) are
calculated according to the methodology descrilme8action 5.2. Productivity growth rates
depend now not only on knowledge capital stdekgnd on the knowledge characteristics.
Following Crescenzi et al. (2007), the effects aggtration economies are captured by the
variable AGGL, which is calculated as the (log) ratio betweegiaeal population and size
(square kilometres). The changing specializatiomssead proxied by OQ, i.e. the location

quotient for manufacturing added value

Panel Data and Spatial Dependence

The analysis of the effects of knowledge on progitgtgrowth at the regional level
calls for a special focus on the geographical latteés of such relations, i.e. on location
aspects. Regional scientists have indeed showedgdmgraphical proximity may affect
correlation between economic variables.

While the traditional econometric approach has iyostglected this problem, a new
body of literature has recently developed, dealiitty the identification of estimators able to
account for both spatial dependence between tlaiageships between observations and
spatial heterogeneity in the empirical model todstimated. Former treatment of spatial
econometric issues can be found in Anselin (1988psequently extended by Le Sage
(1999).

The idea behind the concept of spatial dependenstraightforward. The properties

of economic and social activities of an observatividual are likely to influence economic
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and social activities of neighbour individuals. faitly this relationship can be expressed as

follows:

Y. =h(y;), i=L...,n, j#i (9.13)

The dependence can therefore be among severalvabeas. If this is the case,
structural forms like equation (12) are likely taguce a bias in the estimation results. There
are different ways to cope with this issue. Fioste may apply spatial filters to the sample
data, so as to remove the spatial structure and apely traditional estimation techniques.
Second, the relationship can be reframed usingatiasgerror model (SEM), in which the
error term is further decomposed so as to includpatial autocorrelation coefficient. Third,
one may apply the spatial autoregressive model {SARich consists of including the
spatially lagged dependent variable in the strattequation.

We decided to compare the SAR and SEM models ierdadhave a direct assessment
of the spatial dependence of productivity growttween close regions. However, most of the
existing literature on spatial econometrics propestmator appropriate for cross-sectional
data. Given the panel data structure of our sampte,therefore follow Elhorst (2003)
extending Equation (12) so as to obtain the SAR. (E4) and the SEM (Eq. 15)

specifications:

,n( AW ]: éw,r{ A) j+bmA¢_l+cllnEi,t_l+

A-D A~ (9.14)
+G,InD;, +¢InR , +¢,AGGL_, +¢,LOQ_, + o +ZIM té&y
In(A‘zt—(f)l)J =bln A, +GINE,, +c,IND,,, +¢, IR, + 0.15)

+¢,AGGL,_, +c,LOQ_, +p +D Yt+s5, +q

¢ =AWg + 4, E() =0, E(up) =0’y

Where ¢ is referred to as spatially autoregressive caefficandW is a weighting
matrix. This latter can be defined either as aigoitly or as a normalized distance matrix. In
the analysis that follows we chose the secondraltere, by building a 19x19 symmetric

matrix reporting the distance in kilometres amamg ¢ity centre of the regional chief towns.
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The Data

In this paper we investigate the relationship betwproductivity growth and regional
knowledge in Italian regionsThe data we used have been drawn from two mairces. We
employed data from the regional accounts providgdthe Italian Institute of Statistics
(ISTAT) to calculate the MFP index. We used realfF52995 constant prices) as a measure
of regional output, regional labour income to cotepilne output elasticity of labour, regional
employment level as a proxy for labour input, rgadss fixed investments to derive capital
stock (see Appendix A).

To calculate the measures of regional knowledge besemployed an original dataset
of patent applications submitted to the EuropeaterReDffice, as proxy of technological
activities within manufacturing sectors. Each patemssigned to a region, on the basis of the
inventors’ address&sDetailed information about the patents’ contdrs been drawn from
the Thomson Derwent World Patent Index®. Each paten classified in different
technological field according to the Derwent clasation. All technologies are covered by
20 subject areas designated as follows: classes W fare in chemicals, P to Q refer to
engineering, S to X refer to Electrical and Elesico Each of the subject areas is in turn
subdivided into 3-digit classes.

We used the 3-digit classification to calculate hbdnowledge coherence and
information entropy. The decomposition of the epyraneasure has been conducted by
considering the subject areas as subsets, soodaion information entropy both ‘within’ and
‘between’ subject areas.

> We acknowledge that the use of administrative regions to investigate the effects of knowledge creation
represents only an approximation of the local dynamics underpinning such process. Indeed administrative
borders are arbitrary, and therefore might not be representative of the spontaneous emergence of local
interactions. It would be much better to investigate these dynamics by focusing on local systems of innovation.
However, it is impossible to find out data at such a level of aggregation. Moreover, the identification of local
systems involve the choice of indicators and threshold values according to which one can decide whether to
unbundle or not local institutions. This choice is in turn arbitrary, and therefore it would not solve the problem,
but it would only reproduce the issue at a different level. Thus we think that despite the unavoidable
approximation, our analysis may provide useful information on the dynamics under scrutiny.

® The assignment of patent to regions on the basis of inventors’ addresses is the most widespread practice in
the literature (see for example Maurseth and Verspagen, 2002; Henderson et al., 2005; Breschi and Lissoni,
2009, Paci and Usai, 2009, to quote a few). A viable alternative may rest on the use of applicants’ addresses,
above all when the assessment of knowledge impact on growth is at stake (see Antonelli, Krafft and Quatraro,
2010). However, when the analysis is conducted at local level of aggregation, and the geography of collective
processes of knowledge creation is emphasized, the choice of inventors’ addresses remains the best one.
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The initial patent dataset consists of 55377 olasems and 336 3-digit classes spread
across 19 regions over the period ranging from 187803. After the calculations we ended
up with a vector of five knowledge variables, oleer for each region over the time period
1981 — 2002. Such vector has then been matchedtietivector of regional productivity
growth rates over the same period for the corredipgiregions.

Table 8.1 andTable 8.2 provide the descriptive statistics for the sevarfiables used in
the analysis and show general information aboutvdrt®us sampled regions. The sample is
made of 19 Italian regiohsand is characterized by a high degree of varigocewhat

concerns both the knowledge variables and the groates of multi factor productivity.

>>>INSERTTable 8.1 AND Table 8.2 ABOUT HERE<<<

In particular, fromrTable 8.2 it seems to emerge an interesting pattern of gedbgeal
distribution for the knowledge variables. For exé&mmwhile we expected negative values for
knowledge coherence in North-Western regions, ammalvidence for some North-Eastern
regions is slightly puzzling. Negative values ofolutedge coherence are indeed to be
associated with periods of random screening inarebeactivities, typical of exploration
stages. Innovation systems featured by the predomeof a mature paradigm are likely to
undertake research efforts along a variety of pathiess new profitable fields are sorted out,
leaving room to the exploitation stage (and theseguent rise in knowledge coherence). The
evidence for regions like Emilia Romagna and Tugcamggests therefore that their industrial
and technological development is more similar &t tf North-Western regions than to that

of North-East, maybe due to their faster growthgras during the 1980s.

Empirical Results

In order to assess the effects of knowledge cokereand variety on regional
productivity growth, we carried out a fixed-effquanel data estimation of Equation (9.12),
which is reported inTable 8.3. Different estimations are shown, in which we c¢des
alternatively TV, RTV and UTV. The first column shows the results for the estioma
including the measure of general technologicaletgriThe results are quite in line with what
expected according to our working hypotheses. Ifjrstross regional differences in the

accumulation of knowledge capital stock matterxplaining productivity differentials, as is

’ We left out the Molise region due to very low levels multi-technologies patents.
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shown by the positive and significant coefficiemt the variableE. Secondly, knowledge
capital stock is not sufficient to characterize pheduction of knowledge at the regional level.
It is important to account also for qualitative sgas in the knowledge base. In this direction,
the internal degree of coherence of regional kndgdebase exhibits a positive and significant
coefficient. The more related are the diverse teldgical activities carried out within the
region, the higher the rates of productivity gromiftynamic economies of scope are at stake
as long as they are searched through the comhmatiolose technologies. Finally, variety is
a measure of how much the system is able to devedoptechnological opportunities, and
eventually foster economic growth. As expected, toefficient of TV is positive and
significant. For what concerns our control varightemust be stressed that the proxy for
agglomeration economies is not significant, whhe tocation quotient for manufacturing
activities is, as one could expect, negative agdiicant.

Column (2) reports the results for the estimatmeiudingUTV. Also in this case the
coefficient for knowledge capital is positive angrsficant, like the one for knowledge
coherence. For what concerns variety, our estimstghow thatUTV is not likely to exert
statistically significant effects on regional prativity growth. Also in this case the only

significant control variable is the location quotiewhich shows a negative sign.

INSERTTable 8.3 ABOUT HERE

The estimation in column (3) takes account RfV. Differently from the other
estimations, the coefficient for the lagged leva@igroductivity is now (weakly) significant,
and with positive sign. For what concerns the effe¢ knowledge capital, the results are well
in line with what we have seen so far. The coedfitiis indeed positive and significant. The
same applies to knowledge coherence. Not surphsitige coefficient forRTV is positive
and statistically significant. This means that plositive effects observed in the caselbdfis
driven byRTV. Econometric results in column (4), whé&t&V andRTV are put together, are
coherent with column (3). Knowledge coherence #dfqaositively productivity growth, as
well as knowledge capital. Again, onRTV appears to significantly affect productivity
growth.

The results showed so far provide interesting ewddeabout the effects of regional
knowledge base on productivity dynamics. Howevegent advances in the analysis of
spatial economic dynamics have pointed to the itapoe of proximity among economic

agents. While the focus on the regional level dagsallow for investigating this issue from a
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microeconomic viewpoint, nonetheless the presericerass-regional external economies
may cause a bias in the estimation using technighes do not account for spatial
dependence.

Table 8.4 reports the results from the econometric estimatd the SAR model
(Equation (9.14)). For the sake of homogeneityfediint models have been estimated,
including alternativelyTV, RTV and UTV. As is immediately clear, the inclusion of the
spatially lagged dependent variable changes owiltsesnly to a very limited extent. Let us
start from column (1). First of all, the coefficteior the spatially lagged variable is positive
and significant. The coefficients of both knowledcmpital and knowledge coherence are
significant and, as expected, positive. Interesfirgough, the coefficient foFV is no longer
statistically significant. This might be explainbg arguing that the positive coefficient of
variety observed in the standard fixed-effectsneations, captures the effects of stimuli
coming from outside the region. For what concehesdontrol variables, it may be noted that
the location quotient shows also in this case atingand significant coefficient. Differently
from the previous estimates, the coefficient forglameration is now negative and
statistically significant. Such result also findspkanation in the peculiarity of industrial

development paths followed by Italian regitns
INSERT Table 8.4 ABOUT HERE

Columns (2) and (3) include respectivdyTV and RTV. The results are fairly
persistent, in that still knowledge capital and ex@mce are positive and significant, while
none of the two variety measures turn out to baifsignt. Once again, the spatially lagged
dependent variable exhibits a positive and sigaificcoefficient, while both the control
variables negatively affect regional productivitpgth. Finally, the estimation in column (4)
includes related and unrelated variety togethearyyigdng results consistent with the previous
estimations.

In order to check for the robustness of our reswts present irmable 8.5 the results
for the estimation of the SEM model (Equation (9)19he results are basically the same
across the four models estimated, and are veryrenhwith the SAR estimations. The effects

of variety are statistically significant in none thfe models, while knowledge capital and

8 Population density is indeed likely to be higher in early-industrialized areas in the North-West, while late-
industrialized regions in the so-called ‘third Italy’ were characterized by lower population density due to
diffusion of population across larger areas rather than its concentration within metropolitan cities.
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knowledge coherence confirm to positively and digantly affect regional productivity
growth. Both agglomeration and the relative logatiuotient show negative and significant
coefficients, supporting the relevance of the igiusatic features of regional development
paths in Italy. Finally, the coefficient for spdt@utocorrelation is positive and significant
across all the models, corroborating the argumentcross-regional transmission of
productivity gains.

INSERTTable 8.5 ABOUT HERE

Summing up, the check for spatial dependence hagdad interesting results with
respect to impact of knowledge characteristics @memic growth. In particular, the effects
of knowledge coherence appeared to be pretty pemsisind robust across the different
specifications and the different estimators impleted. The variety of observed
combinations instead appears to be somehow negtlaby the spatially lagged dependent

variable. This result is not that obvious, and wiadgserve further investigation.

Discussion

The results obtained in this paper open up a ndtv tpathe empirical analysis of the
determinants of cross-regional growth differentialgth particular respect to the effects of
knowledge creation. Moreover, the set of indicateesused in our analysis can be well used
to explore the determinants of efficiency of knadge production processes within a
knowledge production function approach.

Besides the theoretical and methodological contioby the analysis we carried out
sheds a new light on the study of regional develamnn Italy, which has failed to apply the
interpretative framework provided by the economadsinnovation to investigate cross-
regional differences in growth patterns. A bit @oeomic history is in order here to help
clarifying this point.

In the 1950s most Italian regions were rural, aodytated by a large share of small-
and medium-sized enterprises, as opposed to Noestdhh regions, specialized in
manufacturing activities, carried out by large s&rmAnalyzing the distribution of growth rates
and structural change at the regional level in peeod 1950-1970, the Ancona School

identified and found the clues of a successfuluditin process of manufacturing activities
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towards such rural regions in the North-East andntally in Central Italy, along the
Adriatic coast. For this reason they proposed tugrsuch regions into a larger macro-area
which has been eventually called NEC (North-Easit@¥. At the same time, the growth of
manufacturing industries was slowing down in thertNdVest, wherein the growth of
business service industries was alreiadyuce(Pettenati, 1991; Fua and Zacchia, 1983).

More recent evidence shows that the Italian econbasy retained its delay in the
industrialization process also during the last desaof the 2 century. Previous analyses of
the evolution of the regional specialization indexmanufacturing sectors reveal that the
geographical pattern has changed significantly duee. Indeed, the North-Eastern and
Central regions are characterized by specializatidexes increasing over the period 1981-
2001. It seems that at the turning of the centugrtiNEastern and Central regions are
characterized by specialization indexes very ctogand in the some cases even higher than)
the values featuring North-Western regions. Moreote trend appears to be soundly
positive in the former, while the values in thetdatare continuously decreasing since the
early 1980s (Quatraro, 2009a and 2009b).

INSERT Figure 8.1 ABOUT HERE

In this direction, the differential specializatiar Italian regions in manufacturing
sectors seems to produce diverse patterns of growike results of our analysis may
contribute to better understanding this dynamicghWhe help of Figure 1, we may argue
that manufacturing sectors in early-industrializedintries have experienced the slackening
of growth rates under the period of scrutiny, whabkely-industrialized regions, i.e. those in
the North-East-Centre, have experienced increagiogth rates. Interestingly enough, these
positive dynamics seem to have spread along the#adcoast to Southern regions. A look at
the regional breakdown of knowledge coherence tsvieaw the index is pretty high in
Central Italy and in the South. Out of the NortrsEeegions, the only one showing high
values is the Trentino Alto Adige. This would suggthat the main prospects for growth for
manufacturing industries are in lagging-behind oagi From a lifecycle perspective, late-
comer regions seem to experience manufacturingdbag®wth dynamics that old

industrialized regions have experienced some dscage. Accordingly, they appear to be in

° The grouping of Italian regions is as follows. North-West: Piedmont, Lombardy, Valle d’Aosta and Liguria.
North-East: Veneto, Emilia-Romagna, Friuli Venezia-Giulia,Trentino Alto-Adige. Centre: Tuscany, Abruzzi,
Marches, Lazio, Umbria and Molise. South: Campania, Apulia, Calabria, Basilicata, Sicilia and Sardegna.

183



a phase of the technology lifecycle in which nevowledge is produced following rather
organized search strategies. On the contrary, othlistrialized regions face the major
challenge to find out new avenues for boosting petiglity growth rates. This involves
exploration efforts in many possible directions,iathlook more like a sort of random
screening wherein profitable new technologies kB to be found.

While the contribution the such a debate providesngportant example of how this
framework may be of interest to scholars in redicg@nomics, some limits need to be
discussed concerning i) the use of patents to aeahnovation patterns on the one hand, and
i) the extension of Nesta’'s model to the regiah@hnain on the other hand.

The use of patent applications as a proxy for imtion presents indeed a number of
caveats which have already been discussed in 8€&tim addition, their use to analyze the
Italian case might provide biased results, dueheosize specialization of companies and to
the existence of empirical studies emphasizingsttegce propensity of small firms to patent
their innovations. It is indeed well known that abthe 99% of Italian firms are small and
medium-sized enterprises (SMEs) and this might |éadan underestimation of the
phenomenon. However, the issue is far from a aeasolution. Empirical contributions in
economics have indeed questioned the idea that §imad are more reluctant to innovate.
For example, Brower and Kleinknecht (1999) emplegimat small firms develop larger
portfolios of patent applications to counterbalatiesr lower market power. In addition, Lotti
and Schivardi (2005) test the existence of a noeali relationship between size and patent
applications, suggesting that both small and |&rges patent more than medium-sized ones.

For what concerns the second point, the region@nsion of Nesta’'s model presents
pros and cons deserving consideration. While th@icgtion of the framework at the firm
level has the merit to stress and valorise therbgémeous nature of firms’ competences, an
important limit can be identified in the focus dretfirm as a single innovating agent, with no
emphasis on cross-firm knowledge spillovers.

The shift to the regional domain is favoured by tbesistency of the model with an
interpretative framework blending the collectiveoltnedge and the recombinant knowledge
approaches. New knowledge stems out of a comple)ofseteractions among different
institutions, of which firms represent only one ofitifferent actors. Such interactions allows
for the recombination of bits of knowledge that &t@gmented and dispersed among the
different agents (Hayek, 1939). The regional glasdbus more appropriate to grasp the local
dimension of such dynamics (Antonelli, Patruccoatgaro, 2011), so as to investigate the

intertwining of the features of the topology of gemphical and of knowledge spaces. The
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architecture of knowledge network, as proxied by khowledge indicators we described in
Section 4, proved to matter in shaping regionamwjnorates. In particular, the internal
coherence of the regional knowledge base is pesjtielated to productivity growth. This is
because it is maintained that such index is likelgignal the transition towards a phase of
organized search within regional industrial aciegt The likelihood of generation of new
useful knowledge is higher during this phase, ametefore one expect to also observe
positive effects on production processes and hpramuctivity growth.

A problem might be raised by the framework we depet in this paper, similar to the
one we observed to affect Nesta’s model. Whileréwgonal approach allows for accounting
for the dynamics of inter-organizational knowledfij@wvs within local contexts, it risks
underestimating the important role of external klemlge as emphasized by Bathelt et al.
(2004), who suggest that global pipelines add vatu¢he local buzz by fuelling variety.
However, this is not inconsistent with our approaahd results. Indeed, while the
implementation of spatial econometrics is motivated the need to reduce the biases
emerging when dealing with cross-regional analygisalso allows us to appreciate and
somehow to quantify the effects of productivity dgmcs outside the region. By assessing the
effects of neighbour regions’ productivity we al#eato account for the cross-regional effects
of productivity enhancing factors, of which knowded dynamics represent the main
representatives in our model. The neutralizingctfté the spatial lagged dependent variable
on technological variety provides support to thiea’ which deserves to be carefully

analyzed in future research.

Conclusions

Innovation and technological knowledge have longrbeonsidered as key elements
triggering productivity growth. Empirical analyses this relationship have emerged in the
line of Zvi Griliches’ extended production functioaccording to which knowledge has been
considered as an additional input in the traditiggr@duction function. In this framework

knowledge has been considered as a bundled stdukhwas been operationalized by

% The issue of knowledge flows incoming from far areas is more articulated, and difficult to address with the
available data. Following Breschi and Lissoni (2001), we acknowledge that when knowledge is at stake,
epistemic communities are likely to emerge wherein the effect of geographical distance is mitigated by
cognitive proximity. To this purpose, finer-grained information on co-inventorship patterns would be
necessary. However, this goes beyond the scope of this paper.
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applying a sort of permanent inventory method tonglate an innovation flow measure
subject to a depreciation rate.

A step forward is represented by the studies inicody the knowledge production
function. This strand of literature has mainly bedeveloped to investigate innovation
dynamics at the regional level. Drawing upon tiggaeal innovation systems approach, it has
basically provided a former empirical assessmernthefdegree to which knowledge is the
result of the interaction of a number of differamid yet complementary institutions involved
in innovation activities, like firms, universitieR&D labs and the like (Cooke et al., 1997;
Antonelli, 2008).

While these studies enquired into the determinahtbe effectiveness of knowledge
production at the regional level, they said vemyldiabout the effects of knowledge on
regional growth. Moreover, knowledge kept beingrespnted as a bundled stock, although
conceived as stemming from interactive dynamics.

In this paper we have attempted to provide evideridie effects of knowledge on
regional growth by going beyond the traditional resgentation of knowledge found in
literature. The recombinant knowledge approachiancbgnitive underpinnings proved to be
very fertile in this respect. Knowledge is undeost@s the result of the combination of bits of
knowledge identified in the knowledge space by rsaafra local search process. This allows
for representing the structure of knowledge as #&,wbe nodes of which are bits of
knowledge, while the links stand for their actuambination. Such representation is
susceptible of different operational translatiorns. this paper we have followed the
methodology elaborated by Nesta (2008), relyingimfiormation provided within patent
documents.

We have grafted this methodology into an empirfcainework analyzing the effects
of the characteristics of knowledge structure ogiamal productivity growth. Our analysis
concerned a sample of 19 Italian regions over tleeiog 1981-2002, focusing on
manufacturing sectors. We have calculated annudtifaatior productivity growth for each
region, and then we have tested the explanatoey wblknowledge variables such as the
traditional knowledge capital, knowledge cohereacd knowledge variety, both related and
unrelated.

Summing up, the results of empirical analysis agomfthat the regional knowledge
base do affect productivity growth rates. In patae, not only the level of knowledge stock
matters, but the characteristics of the knowledagebexert also a strong impact. The effects

of variety are appreciable when spatial dependémc®t accounted for. In particular, we
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decomposed total variety into related and unrelatetety. We have found that the positive
effects of total variety are driven by related etyj while unrelated variety yields not

significant effects. For what concerns knowledgbecence, its effects are persistent and
robust across all the alternative models and estrmamplemented. The higher is the internal
degree of coherence of knowledge structure, theerfasgional productivity is supposed to

grow.

Such results have important policy implications,ténms of regional strategies for
innovation and knowledge production. The interr@ierence of the knowledge base proved
indeed to positively affect productivity growth eéat Moreover, the specificity of the Italian
case allows also for appreciating the importancethef relative maturity of the main
industries, and the linkages between industrial &xhnology lifecycles. An effective
regional innovation strategy should therefore baratterized by a careful assessment of local
specificities. The identification of industries whi the areas are specialized in is of
paramount importance in order to devise the mogtagiate incentive schemes. On the one
hand, regions dominated by declining industriesuhbe helped to find out new trajectories
for development, trying and valorising the existoc@mpetences by directing search efforts
towards complementary fields. On the other handhase regions featured by industries at
the frontier, innovation policies might be much enafirected towards the generation of
incrementally new knowledge drawing upon explodatstrategies.

In conclusion, regional innovation policies shobkl characterized by intentional and
careful coordination mechanisms, able to provideirdagrated direction to research and
innovation efforts undertaken by the variety of rdgethat made up the innovation system.
The regional production system would then take athge of a bundle of technological
activities showing a high degree of coherence dmefore more likely to be properly

absorbed and successfully exploited.
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Appendix A

In order to calculate the stock of fixed capitaltla¢ regional level, we follow the
procedure set out by Maffezzoli (2006), which candommed up as follows. The official
procedure to compute the capital stock is the Peemiainventory Method (PIM). We assume
fixed expected service lives, simultaneous exittalily patterns and linear depreciation. As a
consequence, the real gross capital stock canrbputed as:

C =", (A1)

Whered is the expected service life, ahdthe real investment flow at time The
depreciation of capital stock is simply equal D :C~:t /d. The discrete approximation of

such a relationship is:

D, = (C, +C,,,)/(2d) (A2)

Finally the net capital stock obtains directly fradn = Z:I wl- (2 +1)/2d] or via

the accumulation equatiod, =C,_, +1, - D,.

The accounting data at regional level provide seai@out gross fixed investments. To
make calculations of regional capital stocks wendtke capital stock estimations and the
depreciation data at the national level. Then wenaded the average expected service life of

aggregated assets by rearranging Equation (B2)llasvs:
d=(C, +C.,)/(2D,) (A3)

The results suggest that the aggregate assetx@eeted to live on average about 34
years. Unfortunately the data about regional actsoare available only starting from 1980,
so that we have not enough observation to competedpital stock. We hence constructed a
time series for the actual, time-varying and natwide depreciation rate, defined as

o, =D, /K., and then took the 2001 as a benchmark starting.p&e finally extended the

series before and after 2001 using the followingti@nships respectively:
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Ca=(C—1,)/A-9) (A4)

Ci,t = (l_Jt)Ci -1 + It (AS)

This methodology has some drawbacks, like approximaa linear depreciation
scheme with a geometric one, ruling out regiondeinces in depreciation rates and some
necessary degree of measurement error. Howeveen dite availability of the data, it

provides a good approximation for the purposesuofnmork.
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Appendix B

Corrrelation Matrix

logA log(E) log(R) log(RTV) log(UTV) log(TV) log(LOQ) log(AGGL)
logA 1
log(E) 0.7156 1
log(R) -0.4004  -0.2319 1
log(RTV) 0.2965  0.4975  -0.0499 1
log(UTV) 0.5776  0.5557 -0.3998  0.1981 1
log(TV) 0.3894 0.7237 -0.1246 0.649 0.2283 1
log(LOQ) 0.5542 0.2602 -0.4208 0.0721 0.6105 -0.0219 1
log(AGGL) 0.5493 0.6326 -0.1183 0.4171 0.2112 0.6627 -0.0398 1
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Table 8.1 - Descriptive Statistics

Variable Mean Std. Dev. Min Max Observations
E overall 1232.625 2380.950 1.000 15795.300 N = 418
between 1979.379 29.605 8106.422 n = 19
within 1391.848 -6400.797 8921.506 T = 22
R overall 0.373 0.953 -0.545 6.407 N = 418
between 0.671 -0.316 2.125 n = 19
within 0.697 -2.243 5041 T = 22
TV overall 7.371 2.262 0 11.297 N = 418
between 1.862 4.139 10.771 n = 19
within 1.382 -0.086 9.884 T = 22
RTV overall 2.525 1.293 0 5.178 N = 418
between 1.129 0.839 4.649 n = 19
within 0.703 -1.838 3821 T = 22
utv overall 4.866 1.138 0 6.416 N = 418
between 0.799 3.459 6.118 n = 19
within 0.841 0.188 6.816 T = 22
dlogA/dt  overall 0.014 0.048 -0.203 0.292 N = 418
between 0.009 0.000 0.037 n = 19
within 0.047 -0.200 0.269 T = 22

E: knowledge capital; R: knowledge coherence; TV: information entropy; RTV: within-group
information entropy; UTV: between-group information entropy; dlogA/dt: growth rate of
multifactor productivity.
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Table 8.2 - Regional Decomposition of Variables (1981-2002)

E R v RTV urtv dlogA/dt
Piemonte 3860.667 -0.316 10.097 4.340 5.756 0.007
Valle d'Aosta 29.605 2.125 4.703 1.232 3.459 0.003
Liguria 708.112 0.532 8.306 2.707 5.617 0.000
Lombardia 8106.422 -0.232 10.772 4.651 6.117 0.016
Trentino Alto Adige 246.614 0.189 6.930 2.277 4.635 0.019
Veneto 2088.573 -0.206 9.036 3.654 5.386 0.023
Friuli Venezia Giulia 834.670 -0.103 7.846 2.737 5.118 0.018
Emilia Romagna 2993.007 -0.223 9.651 4.357 5.285 0.017
Toscana 1219.773 -0.155 8.903 3.161 5.742 0.011
Umbria 175.860 0.253 6.676 1.948 4.766 0.003
Marche 355.378 0.036 6.856 231 4.555 0.019
Lazio 1380.175 0.038 8.934 3.071 5.876 0.022
Abruzzo 414.795 0.921 6.161 2.306 3.828 0.025
Campania 260.018 0.357 6.965 2.026 4.997 0.011
Puglia 175.072 0.243 6.436 1.803 4.649 0.014
Basilicata 34.280 1.496 4.292 0.8581 3.326 0.042
Calabria 46.251 1.060 5.357 1.216 4.102 0.016
Sicilia 308.488 0.063 6.387 1.699 4.661 0.000
Sardegna 73.174 1.114 5.423 1.176 4.237 0.007

E: knowledge capital; R: knowledge coherence; IE: information entropy; RTV: within-group
information entropy; UTV: between-group information entropy; dlogA/dt: growth rate of
multifactor productivity.
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Table 8.3 - Panel Data Estimates of Equation (9.12)

(1) (2) (3) (4)
reent -0.212%* 0.203** -0.295%** -0.302%**
P (0.093) (0.93) (0.101) (0.102)
ouh 0.0315 0.0223 0.041* 0.0399*
Bt (0.022) (0.021) (0.023) (0.022)
og(E) 0.0212** 0.028%** 0.0185%* 0.0173*
Bl 1 (0.009) (0.009) (0.008) (0.010)
o8(R) 0.0878%** 0.0792%* 0.0911%** 0.0929%**
B8Rt (0.035) (0.035) (0.035) (0.035)
0.0153**
log(TV) 1 (0.007)
0.0007 0.0011
log(UTV) 14 (0.001) (0.002)
0.005** 0.005**
l0g(RTV) 11 (0.002) (0.002)
-0.0007 -0.0018 -0.0012 -0.0012
log(AGGL) 11 (0.002) (0.003) (0.003) (0.003)
08(L0Q) -0.1581%** -0.1506%** -0.1725%** -0.1743%**
g vl (0.032) (0.032) (0.033) (0.033)
Regional dummies Yes Yes Yes Yes
Time dummies Yes Yes Yes Yes
Rsq 0.33 0.32 0.33 0.33
F 6.55% ** 6.33% % 6.61%** 6.37% %
N 395 395 395 395

Dependent Variable:

parentheses.

log(A; /A1). * : p<0.1; ** : p<0.05; *** : p<0.01. Standard errors between
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Table 8.4 - Results for the Estimation of Equation (9.14) (Spatial Autoregressive Model)

(1) (2) (3) (4)

logA:.1 -0.012 -0.012 -0.005 -0.005
(-0.914) (-0.92) (-0.40) (-0.38)
Wllog(A; /A.1)] 0.188** 0.188** 0.190** 0.190*
(1.98) (1.98) (1.99) (1.80)
log(E) .1 0.0145%* 0.014*** 0.006 0.006
(1.99) (3.22) (1.19) (0.87)
log(R) +.1 0.081*** 0.081** 0.091*** 0.091***
(2.36) (2.28) (2.52) (2.51)
log(TV) 1 -0.001
(-0.14)
log(UTV) 1 -0.0002 0.003
(-0.11) (1.36)
log(RTV) .4 0.003 0.0002
(1.36) (0.147)
log(AGGL) .4 -0.005*** -0.004*** -0.004*** -0.004***
(-4.15) (-4.15) (-4.22) (-4.21)
log(LOQ) .4 -0.131%*** -0.131%*** -0.143*** -0.144***
(-4.08) (-4.09) (-4.32) (-4.31)
Regional dummies Yes Yes Yes Yes
Time dummies Yes Yes Yes Yes
Log-likelihood 653.18 653.17 663.4 654.07
N 395 395 395 395

Dependent Variable: log(A; /A.1). t of Student between parentheses. * : p<0.1; ** : p<0.05; *** : p<0.01.
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Table 8.5 - Results for the Estimation of Equation (9.15) (Spatial Error Model)

(1)

(2)

(3)

(4)

logA..4
log(E) -1
log(R) 1
log(TV) ¢4
log(UTV) 1
log(RTV) ¢+
log(AGGL) ¢4
log(LOQ) .1

Spatial
autocorrelation

Regional dummies
Time dummies

Log-likelihood
N

-0.013
(-0.94)
0.016**
(2.22)
0.083***
(2.41)
0.001
(0.160)

-0.006***
(-4.59)
-0.126%**
(-4.02)
0.50%**
(6.82)

Yes
Yes

661.99
395

-0.019*
(-1.79)
0.009%**
(3.29)
0.033
(1.102)

-0.0002
(-0.54)

-0.002%**
(-2.55)
0.005
(0.52)

0.48%**
(6.22)

Yes
Yes

636.58
395

-0.005
(-0.36)
0.010*
(1.68)
0.092***
(2.58)

0.003
(1.39)
-0.006***
(-4.75)
-0.138**x
(-4.25)
0.51%*x
(7.12)

Yes
Yes

662.96
395

-0.005
(-0.36)
0.008
(1.17)

0.093%**
(2.60)

0.0006
(0.39)
0.003
(1.45)

-0.006***
(-4.69)

-0.139%**
(-4.27)

0.50%**
(6.91)

Yes
Yes

395

Dependent Variable:

log(A; /A..1). t of Student between parentheses. * : p<0.1; ** : p<0.05; *** : p<0.01.
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Figure 8.1 — Cross-regional distribution of TFP and Knowledge Coherence
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Chapter 9 -The co-evolution of knowledge and economic structure:
Evidence from European Regions.

9.1 Introduction

The evidence provided so far has showed the usefslof the methodologies we have
introduced in chapter 5 in order to make operatidha systemic approach to knowledge
structure. In the previous chapters we have ingawtd the effects that changes in the
architecture of knowledge may have on different eatp of the economy, say its
performances or its evolutionary patterns. We hemphasized how detected changes in the
architecture of knowledge structure can be intégoken terms of changing search behaviours,
which are likely to feature specific stages of teabgy lifecycles. We have introduced the
distinction between random screening and organsezdch, which we have integrated with
the well known distinction between exploration agxploitation, to the purpose of better
grasping the dynamic interactions between the ccnafunnovating agents and the emergent
property, i.e. knowledge, arising from them.

In this chapter we go a step ahead by explicitiestigating the co-evolutionary
patterns of knowledge and economic structure. Teherkessage of this book lies indeed in
the endogeneity of structural change. We have egpailt this principle as a general one,
applicable to any ‘organisation’ in the socio-eammo system, at whatever level of
aggregation. The dynamic interactions among econ@gents are likely to shape a wide
array of structures, including the economic and khewledge ones. Such structures are in
turn likely to condition agents’ behaviour. Obvitysas subsystems in nested hierarchy,
knowledge and economic structures are likely tgsheach other setting in motion a chain of
dynamic feedbacks in which it is very difficult $;ngle out the mechanisms of causation.

For this reason in this chapter we attempt at lgkat the relationships between
changes in knowledge and economic structure witfmutulating any aprioristic assumption
neither on the form that they can take nor on tinection of causality. To this purpose we
will couple three different methodological approashThe former is evidently a methodology
described in chapter 5 in order to represent tlohit@cture of knowledge structure. In
particular we will draw upon co-occurrences magixe calculate coherence, cognitive
distance and variety indicators. Secondly, we witlvide a synthetic account of the change
of economic structure by implementing a “shift-ghanalysis” in order to disentangle the
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contribution to (labour) productivity growth of Wih sector productivity dynamics and of
reallocation of labour force across the differeatters. Finally, the relationships between
these two sets of indicators have been investigayedsing a vector autoregression (VAR)
model, which we estimated via ‘reduced form’ appdyithe least absolute deviation (LAD)
estimator due to the distributional propertieshaf variables.

The analysis is carried out on European NUTS liameg and provide an interesting
insight into the dynamic feedbacks between econ@nd knowledge structure. While some
relationships goes in the expected direction, mea@ases we are confronted with somewhat
more articulated patterns that call for a fineriged representation of search behaviours of
innovating agents. The rest of the chapter is arganas follows. The next section elaborates
a model and introduce ‘shift-share’ analysis. $&c8 provides a description of the data used
and outline the econometric strategy. Section &erethe results of the estimations and
discuss them in the light of the argument spelledio Chapter 4. Section 5 finally provides

some temporary conclusions.

9.2 A model for knowledge and economic structure: The shift-share

analysis.

A formal model linking the change of economic stane to that of knowledge
structure can be easily derived by using a tradiidCobb-Douglas production function like
the following;

Yie = ACil,XtLﬁtKi(,st (9.1)

One can therefore that the production in a regaintimet can be represented by such
kind of function, in whichC stands for fixed capital, stands for labour services akdstands
for knowledge inputs. As usuak, B andd are the output elasticites of capital, labour and
knowledge respectively. Following Nesta (2008), let apply the decomposition of
knowledge input as showed in Section 8.2, accorttinghich:

K = EDR (9.2)

WhereE is the traditional measure of regional knowledgpit@l stock,D measures
technological variety whil® represents the coherence of the regional knowlbdge. Let us

now substitute Equation (9.2) into (9.1) as follows

Y, = AC{j‘tLﬁt [E®ED®PR®R]?, (9.3)
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Where ar, b and ar are the weighted attributed to each of the threpegrties. By

multiplying the exponend by such weights we obtain the following:

Yy = ACELY EJED]PRF (9.4)

Assume now that such production function is charaatd by constant returns to scale
in the traditional inputs capital and labour, stitdt:

a+p=1

By multiplying both sides of the equation by e obtain

(Y/L)ie = A(C/L)}EEDIPRIF (9.5)

The left hand side of this equation clearly is lBolar productivity index. In order to
investigate the relationship between the change&nawledge structure and change in

economic performances we need to total differemeguation (9.5) as follows:

o(¥/L)
a(c/L)

a(Y/L) a(Y/L) a(Y/L)

a(7) = 2422+ Ac/L) + AE + AD2U/ | AR 2U/D) (9.6)

Now, after calculating all the derivatives on tight hand side of equation (9.6), and

dividing both sides by (Y/L) we yield the following

AY/L) _ 84 L BE/D)
(Y/L) A (c/n)

Equation (9.7) relates the change in knowledgeadtaristics to the change in labour

+%%+%%+%% (9.7)

productivity. While this has proven to be a useé&dult, we still need to decompose ‘generic’
labour productivity growth into the differential miibution provided by changing
reallocation of employment across sectors, i.e.ntlst traditional utilization of the concept
of structural change in economics.

To this purpose, the so-called shift-share analyisides an interesting methodology
that can be integrated in this framework with a fewre passages. As noted by Houston
(1967), shift the origins of shift-share analysan de dated back to the seminal work by
Daniel Creamer (1942), although it did not reachagrsuccess at least until 1960, when
Perloff, Dunn, Lampard and Mutt employed it as aalgical tool in their workRegions,
Resources and Economic Growtlh has been mostly used to investigate disentatigg
compositional mix and the competitive position efions in the face of observed changes in
some relevant variables (Esteban, 1972 and 200@hid chapter we will follow the approach
developed by Fagerberg (2000), who decomposed Hdapoaductivity in three major
components, i.e. the allocative, the productivitifedential and the interaction between the
two. We start by rearranging labour productivityf@itows (region subscripts are omitted for

the sake of clarity):
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Y _ %Y _ .[&_’Vi ]
L Z]L] J N]Z]N]
Labour productivity at the system level can themefde decomposed in the

(9.8)

contribution provided by labour productivity of éasectorj as well as by share of secfdn

total employment.

If we set:
_Y
=5 (99)
__N;
Si = TN (9.10)
Then:
Y
7= Zi[AN] (9.11)
The variation in labour productivity can be therefexpressed as follows:
Y
AT = Xj[P;e-1AS; + APAS; + 5; 1 AP] (9.12)
Equation 9.12 can be therefore expressed in groatds by dividing it by (Y/L):
A(Y/L) . Pj,t—lASj APjASj Sj,t—lAPj
/L Z’ [ (Y/L) (Y/L) (Y/L) (9.13)

The first term between parentheses is the contoibub productivity growth from
changes in the allocation of laboubetween industries. It will be positive if the shaf high
productivity industries in total employment increasat the expenses of industries with low
productivity. The second term measuresittieraction between changes in productivityin
individual industriesand changes in the allocation of laboumcross industries. It will be
positive if fast growing sectors in terms of protivity will also increase their share in total
employment. The third term is theontribution from productivity growth within
industries.

We can now substitute Equation (9.13) into equat®i) to articulated in an explicit

form the relationship between change in economickanowledge structure:
Pj,t—lASj AP]'ASj Sj,t—lAPj A(C/L)

Zf[ /Ly /L (/) (/L)
Equation (9.14) provides a useful starting pointthe elaboration of an empirical

AA AE AD AR
| =2+ 19,210,246, (9.14)
strategy for the assessment of the dynamic inierectbetween structural change in
knowledge and the economy. However, as we movenh faeo Cobb-Douglas production
function, one would think that the I.h.s. of theuation is a function of the r.h.s., which would
be clearly inconsistent with the main hypothesishaé book, according to which structures

are endogenous and mutually interdependent. Ferrédason, we will use Equation (9.14)
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mostly as a hint rather than an indication of tiectional form characterizing the relationship
between knowledge and economic structure. The @apanalysis will be indeed carried out
by adopting a somewhat less restricted approackhmill be based on the application of

vector autoregression (VAR) models, which we wdkdribe in the next section.

9.3 Empirical approach

The main focus of this chapter is on the obsermatibthe co-evolutionary dynamics
between knowledge and economic structure. We hawpoped in the previous section a
synthetic representation of change in economicciira by introducing shift share analysis.

For the sake of clarity, let us assign a symb@eaoh of the identified components:

_ v Pjt-14Sj
=3 (9.15)
AP ;AS ;
T =Y A" (9.16)
0
_ v Sjit-14P;

In view of the complex and endogeneous nature ef rtHationships between the
properties of knowledge and those of economic siracwe apply a VAR model.

The regression of interest is the following:

Wie =C+ BWir—y + &t (9.18)

Where w is an nx1 vector of random variables for regipat timet, Sis an nx[mxz]
matrix of slope coefficients that are to be estedatin our particular case m=9 and
corresponds to the vecton([,t), =(i,t), a(i,t), growth of knowledge capital (i,t), coherence
growth (i,t), growth of cognitive distance (i,tlanety growth (i,t), related variety growth (i,t),
unrelated variety growth (i,t)le is an mx1 vector of disturbances. Knowledge capital is
obtained by applying a permanent inventory methmat@ach, the same way as the previous
chapter. The properties of knowledge structurarestead calculated following the procedure
described in Section 5.2.

In line with previous studies, the measure of glowetes is based on the difference of
the logarithms of the respective variables. Left)Xrepresent the absolute value of the

variable in region at timet. Define the normalized (log) value of the variahée

x;(£) = log(X;(6)) — ~ X, log(X;(6)) (9.19)
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WhereN is t he number of regions. In what follows, grow#tes are defined as the
first difference of normalized (log) values accoglio:

9i(0) = x;(6) —x;(t — 1) (9.20)

In such a way, common macroeconomic shocks aradireontrolled because the
growth rate distribution was normalized to zerodach variable in each region in each year.

Following a growing body of literature (Coad, 201Bxueger, Broekel and Coad,
2011; Colombelli, Krafft and Quatraro, 2011), Eqoat(9.20) is estimated via ‘reduced
form’ VARSs, which do not impose any a priori caustilicture on the relationships between
the variables, and are therefore suitable for thpgses of this analysis. These reduced-form
VARs effectively correspond to a serieswfndividual ordinary least squares (OLS).

However, previous studies have emphasized how mmgirieal distribution of the
growth rates is closer to a Laplacian than to asSian distribution (Bottazzi et al. 2007,
Bottazzi and Secchi 2003; Castaldi and Dosi 208@kch evidence suggests that standard
regression estimators, like ordinary least squédsS), assuming Gaussian residuals may
perform poorly if applied to these empirical franwels. To cope with this, a viable and
increasingly used alternative consists of implenmgnthe least absolute deviation (LAD)
techniques, which are based on the minimizatiothefabsolute deviation from the median
rather than the squares of the deviation from tbam

It must be noted that we do not include any indigiddummies in the analysis. Even
though unobserved heterogeneity can have impogtetts on the estimation results, the
inclusion of individual dummies along with laggedriables may engender some biases for
fixed-effect estimation of dynamic panel-data medel problem known as Nickell-bias.
Some alternative approaches relate to the use sifumental variable (IV) or GMM
estimators (Blundell and Bond, 1998). The main fgwbwith this lies in the difficulty to find
out good instruments, which is particularly hardewhdealing with growth rates. When
instruments are weak, IV estimation of panel VARstheads to imprecise estimates. Binder
et al. (2005) propose instead a panel VAR moddudiog firm-specific effects, which is
however based on the assumption of normally diskedb errors, which is not the case for
what concerns the growth rates of the variabled useur regressions.

Since we are dealing with growth rates, insteadeweéls, we can maintain that any
region-specific component has been largely remoleeover, we follow the wide body of
literature on the analysis of firms’ growth ratéstisig that the non-Gaussian nature of growth
rate residuals are a far more important economptaoblem deserving careful attention even

in regional level analyses (Brueger, Broekel andd;@011).
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9.3.1 The Data

In order to implement the analysis outlined in finevious section we gather together
two datasets. The shift-share analysis has beeducted by using the branch accounts of
NUTS |l European regiofs provided by the Eurostat within the European Systef
Integrated Economic Accounts. As is well known,sthelata are available only since 1995,
the year in which the Euorostat has implementedaadsrdized procedure to collect data
from European countries, so as to build a coheaadthomogeneous dataset. As a result we
were able to calculate the ther, and then components for a subset of European regions on
a time span ranging from 1995 to 2007. The propexif knowledge structure, i.e. coherence,
cognitive distance and variety (based on the in&tiom entropy index) have instead been
calculated by using patent information containedhia OECD REGPAT database which
covers patent data that have been linked to regitihging the addresses of the applicants
and inventors. The analysis has been conducted dgyptiag the inventor-based
regionalizatiorf, and by using 4-digits technology codes.

We obviously merged the two sets of indicatorstmnliasis of the NUTS Il regional
code and the year. We end up with an unbalanceel pa227 firms observed on average on
8 years. The descriptive statistics for the whal@le are reported in Table 9.1, while Figure
9.1 shows instead the distributional propertiestnaf variables under scrutiny, providing
empirical support to their non-Gaussian distribatim particular all the variables appears to
follow a Laplace-like distribution, which makes empirical strategy outlined in the previous
section the best approach to the analysis.

>>> INSERTFigure 9.1 AND Table 9.1 ABOUT HERE <<<

* we acknowledge that the use of administrative regions to investigate the effects of knowledge creation
represents only an approximation of the local dynamics underpinning such process. Indeed administrative
borders are arbitrary, and therefore might not be representative of the spontaneous emergence of local
interactions. It would be much better to investigate these dynamics by focusing on local systems of innovation.
However, it is impossible to find out data at such a level of aggregation. Moreover, the identification of local
systems involve the choice of indicators and threshold values according to which one can decide whether to
unbundle or not local institutions. This choice is in turn arbitrary, and therefore it would not solve the problem,
but it would only reproduce the issue at a different level. Thus we think that despite the unavoidable
approximation, our analysis may provide useful information on the dynamics under scrutiny.

* The assignment of patent to regions on the basis of inventors’ addresses is the most widespread practice in
the literature (see for example Maurseth and Verspagen, 2002; Henderson et al., 2005; Breschi and Lissoni,
2009, Paci and Usai, 2009, to quote a few). A viable alternative may rest on the use of applicants’ addresses,
above all when the assessment of knowledge impact on growth is at stake (see Antonelli, Krafft and Quatraro,
2010). However, when the analysis is conducted at local level of aggregation, and the geography of collective
processes of knowledge creation is emphasized, the choice of inventors’ addresses remains the best one.
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The elaboration of a regional breakdown of deseépstatistics turns out to be very
much complicated when dealing with a sample of R&2is. For this reason we decided to
show the cross-regional distribution of averagei@alby implementing a map for each of the
variables under consideration. #gure 9.2 we report the cross-regional distribution of the
three components contributing to labour produgtigrowth. Let us recall that is the
contribution of the changing mix of regional induest, and is positive if regions tend to
specialize in high-productivity activities,is the interaction between productivity growth and
the change in the industry mix, and is positivele extent that regions specialize in fast
growing sectors, while is the contribution of within-sector productivigyowth weighted by
the sector share on total employment.

>>> INSERTFigure 9.2 ABOUT HERE <<<

It is interesting to note that for most of samptedions the effect of change in the
industry mix is positive, suggesting that structurhange plays an important role in the
process of economic growth. Most of European regi@md therefore to specialize in high-
productivity sectors, with the only exception ofns® Greek regions and in the British
midlands. The process is more pronounced in ltatyia central-eastern Europe than in Spain
and France. The second diagram shows that thexati@n term is positive again in most of
Italian regions, Spain, France and Germany, wi& d@vidence is more mixed in the other
regions. ltaly, France, Spain and Germany in theenked period are subject to changes
favoring the increasing share of fast-growing sexct&inally, the within-sector productivity
growth seems to matter the most for Northern regitike Finland, Sweden and Denmark,
and at a somewhat lesser extent for some EastdrGaaek regions.

In Figure 9.3 we report instead the cross regional distributtdrknowledge capital,
coherence and cognitive distance (log values).tdpealiagram reports the figures concerning
the knowledge capital. We can notice how knowledgital is higher in central European
regions and in northern regions, while it is loweithe periphery of the continent. A look at
the coherence index reveals that on average sbal@viors are more like organized search
than random screening, while cognitive distancensaverage very low in most of the
European regions, suggesting that exploration rsdgoted across the safe boundaries of
established knowledge competences. Only for a featteyed regions in France, Spain and
Finland we observe both low values of coherence @hdognitive distance, suggesting a
search strategies characterized by exploration Mi@isa conducted within well defined
boundaries of the knowledge space.

>>> INSERTFigure 9.3 ABOUT HERE <<<
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In Figure 9.4 we show the cross distribution of the variety idarticulated in
unrelated and related knowledge variety. The taygrim indicates that on average European
regions are characterized by a high degree of tyarigith the only exception of some
peripheral regions in Portugal and in Greece. Wherook at the distinction between related
and unrelated variety we notice that the distrinutooks very similar to that of total variety.
By observing also the ranges assigned to eacheslaa® can also emphasize that on average
related knowledge variety is higher than unrelatadety.

>>> INSERTFigure 9.4 ABOUT HERE <<<

The maps reported ifgure 9.3 and inFigure 9.4 are based on absolute (log) values of
the properties of the knowledge structure. In thikowing section we will implement the
estimation of equation (9.18), which is based msten the normalized growth rates of such

variables.

9.4 Econometric results

The results of the ‘reduced-form’ VAR are reportedin

Table 9.2, which should be read as follows. Each columnesponds to each of the
dependent variables in the model. Thus in columh tfle dependent variable is the
normalized growth ofi, in colomun (2) that of, and so on and so forth. The rows indicate
instead the explanatory variables, which are grdupelag (three lags are included). At the
end of table we report also the number of obsesmatand the R-squared for each regression.

With respect to the observed autocorrelation, itmpressive to note that none of the
variables under scrutiny shows any degree of gersis. On the contrary, coefficients are
negative and significant across all the three lagasidered, suggesting erratic growth
dynamics for all the variables. Such results onMedge-related variables are consistent with
the findings of Buerger et al (2011), who ascribés tkind of evidence to the intrinsic
uncertainty and volatility characterizing innovaticevidently, even though we attempted to
counterbalance such volatility by letting each pdast 5 years, this has been not enough.
>>> INSERT

Table 9.2 ABOUT HERE <<<
We now move to analyze in more detail the leadridgtionship between the change
in knowledge and in economic structure. As far las first lag is concerned, knowledge

coherence and knowledge capital show a positivesagrficant coefficient orw, which is
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consistent with the largest part of the literatlim&ing knowledge and productivity growth.
Thea component stands indeed for the contribution ster@mmom within-sector productivity
growth, which is positively affected by the growtth knowledge coherence and that of
knowledge capital. Cognitive distance is insteadatigely linked torn. The search across
dispersed area of the knowledge landscape is tirerékely to jeopardize the increase in the
share of fast growing sectors. The knowledge warialexes do not seem to affect
significantly the economic structure. Unrelated ietyr appears instead to be positively
affected byrn, suggesting the increasing share of fast growewjoss is likely to favor the
introduction of further variety in the innovatiogssem. It is also interesting to note that
affects negatively the growth of coherence and timgndistance. This evidence is in line
with previous work (Colombelli, Krafft and Quatrar@011), according to which higher
performances are likely to created the economiditiams to stimulate exploration activities,
although in domains that are not too far from thialelished technological competences.

When we move to the second lag, we see that kngeledherence affects positively
and significantlyr, i.e. faster growth of coherence is associatett wie faster increase of
faster growing sectors. Cognitive distance is ageigatively related ta, while the related
and unrelated variety indexes are instead bothectlpositively tor. This evidence is quite
puzzling, as by definition when related varietyedasunrelated variety decreases. However the
twin positive coefficients can be interpreted ire thght of the mixed nature of the
component, whereby related variety positively affpmductivity growth, while unrelated
variety positive affects the change in the industiyx. For what concerns the effects of the
economic structure on knowledge structure, theomponent does not yield any significant
effect on the knowledge characteristics. Thmdmponent instead affects positively coherence
and negatively cognitive distance: the increasimaye of faster growing sectors stimulate the
establishment of exploitation activities dominatsdorganized search strategies within the
comfortable fences of established competences. @gam,o negatively affects knowledge
coherence and cognitive distance, like in the @gecbefficient.

Finally, the third lag presents an interesting tiegaand significant coefficient on the
effect of knowledge coherence pnwhich suggest that the decrease of knowledgerenbe,
which signals the undertaking of exploration atiidg, is likely to engender a reallocative
effect of labor force across sectors, i.e. to foste change in economic structure. The effect
on m is again positive, signaling the prevalence of gusitive effects on productivity
dynamics. The coefficient of cognitive distancenas instead negative and significant, which

coupled with the positive one of coherence, suggtst exploitation strategies based on
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organized search are likely to engender the movetogrards faster growing activities. For
what concerns the effects of economic on knowlestgecture, botht andp yield negative

and significant effects on knowledge variety, andparticular on related variety. Thus it
would seem that increasing variety foster the chrangllocation of labor across sectors, but
that this in turn is likely to be followed by a redion in variety. The convergence towards
faster growing sectors is also followed by a shd@prease of cognitive distance. The within-
sector productivity dynamics do not seem to hophificant effects on knowledge structure.

9.5 Conclusions

In this chapter we have conducted an exploratolyais of the co-evolutionary
patterns of knowledge and economic structure. Drgwipon a theoretical framework which
stresses the dynamic nature of the interactionsdsst these two components as well as the
endogenous character of their change process, wilede to implement an empirical
framework based on the indicators proposed in &ch.2 in order to characterized the
architecture of knowledge structure. We have calpleh methodological approach with the
shift-share technique, which allow to grasp in atlsgtic way the effects of the change in
economic structure, and in particular we focusedhmnchanging allocation of labor force
across sectors.

The empirical analysis, given the dynamic effeetsding back from economic and
knowledge structure and vice versa, has been ctedilny implementing a set of ‘reduced-
form’ VARs, which allowed us to investigate the ddag relationships between the two
systems, without imposing any aprioristic causaictire.

The results of the analysis are encouraging ant foalfurther research in this
direction, showing a clear interactive patternswieein the two structures. Changes in
knowledge structure that signal the undertaking>gfloitation strategies based on organized
screening are likely to engender increasing wisentor productivity growth, while
exploration strategies are likely to be followed ttwe changing allocation of labor force
across sectors. We also noted how the increaserg st faster growing sectors stimulate the
establishment of exploitation activities dominatsdorganized search strategies within the
comfortable fences of established competences. dere the implementation of VAR(3)

allowed us to appreciate also some interesting mics like the one relating variety and
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which can be according to which increasing varfester the changing allocation of labor
across sectors, but that this in turn is likelyp&followed by a reduction in variety.

These results are obviously somewhat preliminag; @m not pretend to have a final
word on the relationship between knowledge and @win structure. We think however that
they are interesting both with respect to the meigmas on which the shed new light and with

respect to the identification of new methodologmaproaches to address these issues.
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Figure 9.1 - Distribution of the 9 relevant variables describing knowledge and economic structure.
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Figure 9.2 — Distribution of the three components of shift-share decomposition
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Figure 9.3 — Distribution of the properties of knowledge struct

ure (I)
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Figure 9.4 - Distribution of the properties of knowledge structure
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Table 9.1 - Descriptive statistics of the 9 variables before normalization

Variable Mean  Std. Dev. Min Max Obs.

11 overall 0.003 0.006 -0.030 0.060 N= 1876
between 0.005 -0.030 0.033 n= 227
within 0.005 -0.028 0.042

n overall -0.001 0.002 -0.032 0.002 N= 1873
between 0.002 -0.022 0.001 n= 227
within 0.001 -0.023 0.008

a overall 0.024 0.068 -0.349 0.630 N= 1873
between 0.044 -0.217 0.173 n= 227
within 0.061 -0.361 0.507

Knowledge overall 0.048 0.109 -0.163 1.253 N= 1711

Capital between 0.102 -0.101 0.644 n= 202
within 0.090 -0.659 0.756

Knowledge overall -0.004 0.032 -0.644 0.578 N= 1744

Coherence between 0.046 -0.159 0.578 n= 205
within 0.026 -0.489 0.239

Cognitive  overall 0.001 0.115 -1.099 1.099 N= 1744

Distance between 0.056 -0.409 0.549 n= 205
within 0.111 -1.098 1.107

Knowledge overall 0.003 0.064 -0.333 0.568 N= 1744

Variety between 0.069 -0.145 0.494 n= 205
within 0.052 -0.294 0.393

Related overall 0.004 0.113 -0.601 1.615 N= 1744

Knowledge between 0.115 -0.601 0.726 n= 205

Variety within 0.095 -0.664 0.892

Unrelated overall 0.005 0.103 -1.163 1.125 N= 1742

Knowledge between 0.094 -0.519 0.518 n= 205

Variety within 0.090 -0.728 0.998
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Table 9.2 — Results of ‘reduced-form’ VAR estimation of Equation (9.18)

1) 2 (3 4) (%) (6) (7 (8 9
VARIABLES mu pi alfa Koh CD Kap TV RTV uTv
Koh -0.012 0.000 0.357*** -0.887** 0.163*** -0.116 -0.052 -0.327%* 0.048
-0.008 -0.002 -0.082 -0.017 -0.050 -0.115 -0.100 -0.117 -0.146
Kap -0.002 0.000 0.0343*  0.00798*** -0.014 -0.549%** 0.009 0.0493** -0.006
-0.002 0.000 -0.015 -0.003 -0.009 -0.022 -0.018 -0.022 -0.028
CD 0.001 -0.000462* 0.004 -0.00577*  -1.198*** 0.005 0.0379** 0.0442%  -0.0487**
-0.001 0.000 -0.014 -0.003 -0.008 -0.017 -0.016 -0.019 -0.024
TV 0.001 -0.002 0.064 0.019 -0.570%* 0.275 -0.369** 0.277 0.408**
-0.012 -0.002 -0.121 -0.024 -0.073 -0.170 -0.146 -0.169 -0.207
b RTV -0.001 0.001 -0.051 -0.005 0.329%** -0.167 0.007 -0.603*** -0.256**
A -0.007 -0.001 -0.073 -0.015 -0.044 -0.103 -0.089 -0.102 -0.124
uTtv 0.000 0.001 0.000 0.000 0.175%* -0.141%** 0.009 -0.007 -0.656%**
-0.004 -0.001 -0.037 -0.007 -0.023 -0.054 -0.046 -0.051 -0.066
Mu -0.618** -0.001 -0.494 -0.091 -0.062 -0.052 0.013 -0.114 0.134
-0.031 -0.006 -0.324 -0.062 -0.187 -0.430 -0.366 -0.447 -0.552
Pi -0.548%** -0.691%* -1.222 0.321 -0.248 -3.765* 1.115 2.074 5.892%*
-0.147 -0.029 -1.523 -0.289 -0.877 -2.071 -1.736 -2.023 -2.558
alfa 0.00492*  0.00156***  -0.724**  -0.00930* -0.0435*** 0.043 0.038 0.010 0.059
-0.002 0.000 -0.026 -0.005 -0.015 -0.033 -0.029 -0.035 -0.044
Koh -0.001 0.00328** 0.101 -0.526%** 0.106* -0.091 0.226%* -0.123 0.629%**
-0.008 -0.001 -0.078 -0.019 -0.055 -0.120 -0.110 -0.132 -0.156
Kap -0.001 0.000 0.020 0.00858*** 0.000 -0.382%** -0.011 0.033 -0.010
-0.002 0.000 -0.016 -0.003 -0.010 -0.023 -0.019 -0.024 -0.029
CD 0.001 -0.000781** -0.001 -0.00593*  -0.823*** 0.002 0.026 0.025 -0.0740**
o -0.002 0.000 -0.017 -0.003 -0.010 -0.023 -0.019 -0.024 -0.030
Q TV 0.003 -0.00606** -0.003 -0.0950%** 0.137 0.817%** -0.028 0.110 0.188
-0.013 -0.003 -0.132 -0.027 -0.084 -0.187 -0.165 -0.189 -0.230
RTV -0.001 0.00324** -0.035 0.0707*** -0.062 -0.521%** -0.076 -0.321%** -0.078
-0.008 -0.002 -0.079 -0.016 -0.051 -0.113 -0.100 -0.114 -0.136
uTtv 0.001 0.00164** 0.010 0.0258%** -0.016 -0.315%* -0.035 0.024 -0.247%*
-0.004 -0.001 -0.038 -0.008 -0.026 -0.056 -0.051 -0.056 -0.072
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A ) ®3) 4) ®) (6) @) ) 9
VARIABLES mu pi alfa Koh CD Kap TV RTV utv
Mu -0.327%** -0.0210*** 0.403 0.019 -0.305 0.364 -0.561 -0.554 0.752
-0.034 -0.007 -0.354 -0.068 -0.205 -0.476 -0.400 -0.492 -0.601
o Pi 0.476** -0.469*** -1.884 0.979%* -3.110%* -5.204** -3.913* -1.289 0.568
QA -0.172 -0.035 -1.805 -0.355 -1.062 -2.463 -2.090 -2.529 -3.138
alfa 0.003 0.00171***  -0.543** -0.0110*  -0.0321** 0.027 0.050 0.003 0.0781*
-0.003 -0.001 -0.028 -0.005 -0.016 -0.037 -0.032 -0.038 -0.047
Koh -0.00952*  0.00217*** 0.048 -0.213*** 0.011 0.015 0.105 -0.200** 0.339%+*
-0.005 -0.001 -0.052 -0.014 -0.040 -0.089 -0.082 -0.098 -0.116
Kap -0.002 0.000 0.019 -0.001 0.003 -0.0918*** -0.021 -0.018 -0.024
-0.001 0.000 -0.014 -0.003 -0.008 -0.019 -0.016 -0.019 -0.025
CD -0.001 -0.000581**  0.0346** -0.003 -0.399*** -0.004 0.0523***  0.0823**  -0.0504**
-0.001 0.000 -0.014 -0.003 -0.008 -0.018 -0.015 -0.019 -0.023
v 0.004 -0.002 0.334*+* -0.0770*** 0.183** 0.663*** -0.865*** -1.090*** -0.015
™ -0.011 -0.002 -0.119 -0.024 -0.073 -0.164 -0.144 -0.175 -0.213
@‘l'_ RTV 0.003 0.000 -0.221%** 0.0671*** -0.116%** -0.439%** 0.347** 0.316*** 0.031
-0.006 -0.001 -0.072 -0.014 -0.044 -0.099 -0.087 -0.105 -0.127
utv 0.002 0.000 -0.107*** 0.0272*** -0.023 -0.207** 0.144** 0.320** -0.309***
-0.003 -0.001 -0.036 -0.007 -0.023 -0.048 -0.044 -0.054 -0.065
mu -0.0970**  -0.0161*** -0.099 0.023 -0.222 0.145 -0.617* -0.788* 0.253
-0.028 -0.006 -0.291 -0.056 -0.169 -0.387 -0.335 -0.404 -0.497
pi 0.382** -0.292%** 2.362 0.092 -4.403** -2.540 -3.320* -4.620** 2.027
-0.151 -0.031 -1.570 -0.305 -0.931 -2.126 -1.829 -2.183 -2.738
alfa 0.0113*** 0.00120***  -0.245*** -0.001 -0.014 -0.003 -0.001 -0.008 0.015
-0.002 0.000 -0.021 -0.004 -0.012 -0.028 -0.024 -0.028 -0.035
Constant 0.000 0.000218** -0.00323** 0.00184*** 0.001 0.001 0.000 0.002 -0.002
0.000 0.000 -0.001 0.000 -0.001 -0.002 -0.002 -0.002 -0.002
R? 0.178 0.209 0.265 0.301 0.378 0.170 0.195 0.204 0.225
Observations 935 935 935 926 926 922 926 926 926
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Chapter 10 - Conclusions

This book has elaborated the idea that knowledgeni®volving complex-system.
More specifically, we contend that knowledge isu-system which is part of hierarchy of
nested sub-systems characterized by a recursivetste. Building upon the theory of
complex-system dynamics, we have characterizedttineture of knowledge as an outcome
of a combinatorial process, according to whichah de safely represented a network the
nodes of which are concepts, small units of knoggednd the links the actual combinations
among such concepts. New knowledge emerges oytnainaics of combination implemented
through search strategies which are conducted a¢hesknowledge landscape. Traditional
concepts like preferential attachment and fitngdsiotropy and epistatic relationships, all
apply to the analysis of knowledge structure, angarticular to the analysis of the change in
the structure of knowledge. The title of the boslekactly meant to emphasize the dynamic
dimension of knowledge structure, that is likely dbange endogenously as an effect of
feedbacks and interactions with the other sub-syst@nd in particular with the innovation
and the economic ones.

We have decided to build the idea of a changingctire of knowledge by firstly
elaborating upon the notion of structural changet & used in economics. The revival of
structuralism in economics can be considered ig tbspect a second-order purpose of this
book. The analysis of structural change indeedbess neglected for much a long time by
scholars too preoccupied by the search of a sedpldibrium to allow growth rates to be
unevenly distributed across nations and sectors.

The analysis of structural change in economics sueh venerable origins that its
underdevelopment really appears unacceptable. &pt€hl we have provided the empirical
motivation to an analysis of structural change biatlihe traditional sense and applied to
knowledge viewed as an organized structure. Theirarapevidence of the last decades
indeed speaks for an increasing changing of emptoypatterns in most advanced countries,
along with the establishment of new technologicalagigms. Changes in the knowledge-
bases of advanced countries have indeed led t@dwerful convergence of different and yet
related technologies which we label today informai@nd communication technologies, or in
a more familiar way ICTs. The widespread diffusadrsuch technologies has favored, and it

has been favored by, the changing employment digatian characterized by decreasing
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shares of manufacturing sectors and increasingsludrdedicated business services. Another
important enabling condition in the structure dbda markets has been represented by the
entry on the supply side of highly skilled workezagdowed with competences more and more
developed through the access to formal educatistitutions. The structure of labor markets
interact therefore with the structure and thateashhological knowledge. The sets of mutual
interdependences among these systems, as well @sgatimem and the rest of the socio-
economic system, is quite difficult to be commandddonce, a feature which will be
sufficient to label such interaction as compéeba von Hayek.

Structural change appears to be therefore an inhérature of economic systems, as
well as of each of the other interconnected subesys. After all, the former implict
treatments of the subject can be traced as badkeaseminal Adam Smith'$Vealth of
Nations Simon Kuznets is traditionally acknowledged as fibunding father of the analysis
of the changing structure of the economy althowh,we have argued in Section 2, an
important and insightful antecedent is Marshalllsdustry and Trade eventually
complemented by the analysis put forth in Emanciples(Marshall, 1890 and 1919). Marshall
arguments are still at the basis of the actualgtigation of the consequences of the interplay
between industrial specialization and cross-countrgven development of sectors. His line
of reasoning can well be articulated by using #acln of complex-systems. Variations in
the compositions of imports and exports are likelyeflect the changing patterns of fithess
values of sectors within a particular context. &d® values are in turn shaped by
technological improvement, which is in turn an egeett property of knowledge, innovation
and productive systems. The evolution of knowledgee again is maintained to be a crucial
element for the change in the sectoral composidfoeconomic systems. The combination of
Marshall's arguments with Smith’s considerationsdvision of labor has allowed Young
(1928) to propose a dynamic representation of &traktchange driven by the increasing scale
of production. In this perspective structural chang generated not only by the changing
weight of sectors in the economy, but also by tleatton of brand new sectors. In a complex-
system approach the sectors composing the econstmicture could be thought about as
modules featured by mutual interdependence. Thiexactly the representation given by
Young, who emphasized the dynamic aspect of hatétand vertical relationships. Even
more, Young theorized the existence of generatelationships according to which the
interactions among modules of a sub-systems geneeat modules, giving rise to an endless

process of change.
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As already said, Kuznets has been the first schudaing attempted a systematic
analysis of the process of structural change. Higkvinas been very influential, above all for
what concerns the implications in terms of economwiavergence, a topic muéhla modein
the late 1980s and early 1990s. An important mgsbik in his body of work rests however
the proper appreciation of the role of innovatiord dechnological knowledge. This make
Kuznets’ contributions quite complementary to thae$éeSchumpeter, who in turn failed to
provide a proper account of the effects and corsseps of innovation on structural change.
The intertwining of the two streams of literatusetherefore a crucial step to the appreciation
of the dynamic interactions between the economittha knowledge structure.

The application of complex-systems theory to th&calation of an integrated
framework to the analysis of knowledge structur@ asodule of a wider system, of a nested
hierarchy, has proved to provide a useful heussticinvestigate the effects of changes of
knowledge structure on different aspects of thenenvy, at different levels of aggregation.
We have proposed to build our framework upon thi&ung concept of economic space as
proposed by Francgois Perroux. Space in this petigpeis not meant to refer to geography.
Such concept has a relational definition, and ifiesta bundle of forces emanating from the
elements in the sets of relations. The idea of esawd that of structure overlaps also in
complexity scholars, who operationalize the behawbagents by using the metaphor of
landscapes. The revival of structuralism which vesehproposed allows to go beyond a
relevant limit of most of scholars dealing with qalexity, according to which the structure of
complex systems is made of a stable number of caemgs. In this perspective one would be
able only to understand which is a particular des@f a complex system, without
understanding how it can be changed. The appro&apemetic structuralism allows for
introducing history, and hence evolution, in thalgsis of complex systems. In view of this,
emergent properties arise not only from dynamieranttions, but also from changes in the
structure of interactions, say the introduction fw components or the change in the
architecture of the relations, which are generatedynamic relations themselves. Generative
relationships are therefore likely to affect theusture of the system, and eventually the
outcome of dynamic interactions. From an econongevpoint, the structure of knowledge,
which is an emergent property generated mainly yayathic interactions in the innovation
system, can change endogenously, i.e. as an efféatces that are internal to the economic
system. Agents’ behavior, be them consumers, fimasearchers, is likely to identify the
conditions to put forth new knowledge by means eWwncombination possibilities both

among existing concepts, or introducing new corgejot this respect it may be useful the
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distinction between new ideas that are new in tihey are brought about from other fields,
and ideas that are new in that they did not exisllebefore. This latter event is much more
rare, and it is likely to generate a sharp discwity in the technological evolution. The
former is more likely to enhance generative crégtivand makes it more desirable a
brokerage rather than a cohesive structures (Ftgetial., 2007).

The endogenous modification of knowledge structurteirn shapes the changes in the
economic structure, and is also likely to go willaeges in the institutional and the education
systems. These in turn generate other changes wiiittbe reflected in the rest of the
system. As a result, such nested hierarchy caryhagach a stable equilibrium. On the whole
we are instead confronted with a restless prockessamge, in which dynamic interactions are
always in motion and generate further interactions.

Besides the theoretical aspects, the conceptualizat knowledge derived in chapter
4 turned out to be useful in overcoming the traddil operational translation of knowledge in
empirical analyses. Beyond the concept of knowledggital stock, we have showed in
Chapter 5 that the network representation of kndgeeis so flexible that it allows to derive
different indicators by using different methodoli approaches. The utilization of co-
occurrence matrixes has proved to be useful tovelesiatistical indicators like coherence,
cognitive distance or variety. We have emphasibhedstmilarities between the co-occurrence
matrixes and the design structure matrixes usatlarcomplexity-based analysis of product
technologies. In addition, we have noticed howithiglementation of social network analysis
can be far reaching in providing a way to invesggehanges of knowledge structure, as well
as the relationships between changes in the steuati knowledge and changes in the
structure of coalitions for innovation. The lasttpaf the book has provided some examples
of the flexibilities of such methodologies, showitttat they are suitable to describe the
structure of the knowledge base at different lewlaggregation, say regions, countries or
sectors.

The adoption of such theoretical perspective beaaportant consequences also for
what concerns the design of technology policiesoWation policies have indeed increasingly
become the strategic lever aimed at rejuvenatieggtbwth process in mature industries and
at creating the conditions for the birth of newustties, as well as at providing the means by
which less developed area could have reduced the \gh advanced economies. However,
innovation policies have mainly been designed tokwam the supply side of the knowledge
production process. The traditional approach t@wation policies places in the correction of

‘market failures’ the main rationale for public@éntention. Based on the analysis by Kenneth
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Arrow (1962), knowledge is basically consideredirdermation, and hence described as a
public good characterized by non-rivalry, non-exelbility and non-appropriability. In this
direction, most innovation policies involved thesskmination of incentives and subsidies to
compensate would-be innovators for the pretendadappropriability of knowledge and
hence remedy to ensuing market failures.

The evolutionary perspective on science and tedgygbolicy represents a clear step
forward (Lundvall, 1992; Nelson; 1993; Edquist, T9%First of all, the view of knowledge as
a public good is abandoned to propose a more tiealisw of knowledge as embodied in the
idiosyncratic features of economic agents and efngtworks within which they conduct their
research. In this framework knowledge is essemtittit, and much emphasis is put on
learning dynamics and skills development, as wslloa the interactive nature of the
innovation process occurring within innovation gyss defined at both national and regional
level (Rosenberg, 1990; Pavitt, 1998). As Saltat Bfartin (2001) show, the evolutionary
approach to technology policy allows for the ap@®eon of a wider set of economic and
social benefits, that go well beyond the simplistigument concerning market failures. They
identify six classes of benefits that may accreenfinnovation policies, which relate to i) the
increase in the stock of available knowledge;rajrting of skilled graduates; iii) creating new
scientific instrumentation and methodologies; ivwtworks and social interactions; V)
problem-solving; new firms’ creation. Although graled on a more advanced understanding
of the innovation process, these policies sharé whe evolutionary and the innovation
system approaches a pretty deterministic view ohnelogies, which are supposed to follow
defined stages of a lifecycle once introduced, #redidea that systemic ties are given by
nature and only wait to be fuelled. Moreover, spdiicies are also mostly oriented to the
supply-side of knowledge generation.

The approach developed in this book allows to apated the dynamics interactions
among different subsystems as well as within subsys themselves. The mutually
interdependent nature of such systems is sucheti@t change in on part of the whole is
likely to affect many other parts, depending onititensity of their relationships according to
the concept of pleiotropy. Moreover, dynamic intdi@ns are likely to generate new modules
and therefore new links as an effect of exaptivetfteap and generative relationships. In
other words, the main message of this book is gtratctural change is endogenousThe
structures of the subsystems changes as an effebtnamic interactions occurring at the
agents layer, which are in turn shaped by architest that they themselves contribute to

modify. In this perspective, any approach to tedbgy policy could not be anything but
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systemic. However, the policy design should take imccount the fact that structures are
neither stable nor exogenous. After all, policymakare themselves part of the agents layer.
In this perspective policy measures can be regaadeamergent properties stemming from the
institutional subsystem. However, these should gménrough a complex set of dynamic
feedbacks with the other subsystems. The targattethnology in this perspective goes far
beyond the providing of incentives to incentives amgeneric way. They could also be
directed to foster changes in the structure ofrautions among the agents within the
innovation system. They could also aim at faciligtthe entry of new kinds of agents within
the network of innovating agents. A clear examplehis direction is the increasing role of
venture capitalists in the financing of innovatioii$ie set of norms that made this possible
has favored the inclusion of new agents in theniong subsystem, which clearly overlaps
with the innovation one. A systemic approach aldlows to better appreciating the
opportunities to act on other subsystems thatikedylto exert an influence on knowledge
interactions. In particular, most traditional apgprbes moves from the idea that knowledge
producing agents should receive incentive as tkaltee of their interactions are likely to
positively affect economic performances. Howewvee, itelationships also goes the other way
round. The economic performances are likely to shaphnology dynamics. The complexity
based approach to knowledge and economic struatlnes therefore to reconciling supply
and demand side policy measures in a unified fraonewAn important issue in this respect
concerns the identification of the relevant partsh® economic system that are likely to
influence the most the knowledge system. Theodkthe active role of users (von Hipple,
1988; Rosenberg, 1982) would suggest that demaiignrmaot only because it provides the
money to bear investments in the creation of neawkedge, but also as main source of
knowledge inputs in such process. The classicaladerpull approach, which at least in its
modern form has been undoubtedly pioneered by Jéschmookler, would instead
emphasize the importance of the availability ofotgses to commit to knowledge creation.
He observed how series on technology creation asiga by patent applications tend to
follow series on output (Schmookler, 1954 and 19@2)e suggested interpretation of this
evidence was grounded on the idea that “more muiilepe available for invention when the
industry’s sales are high than when they are laverdased sales imply that both the
producing firms and their employees will be in dtére position than before to bear the
expenses of invention” (Schmookler, 1962: p.17Yhia framework, the ability to finance the

activities of knowledge creation plays a centré (&chmookler, 1966).
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The appreciation of dynamic interactions betweea kimowledge and economic
systems should therefore push policymakers to sden the possibility to implement
Keynesian schemes of intervention to spur knowledgggtion From a theoretical viewpoint,
this would amount to go beyond the limits of theyKesian framework by putting the
discourse on the role of public procurement intdyaamic framework. Schumpeter (1936
and 1946) indeed emphasized how Keyr@esheral Theorycould have been regarded as an
example of ‘macrostastics’ rather than macrodynamas his argument was based on the
consideration that variations of in output are lyolelated to variations in employment,
neglecting therefore the major aspect of capitalistonomies, i.e. the change in productive
capacities and production techniques. In this msgaiblic procurement can be designed
instead as an instrument to promote knowledgeiorely increasing the demand of strategic
activities. Moreover, according to Schumpeter'stesteent on efficiency in government
expenditure programs, public demand risk to befénti/e like a generic drug used to treat a
specific disease. On the contrary, governmentvetaron should be carefully designed so as
to be targeted towards the most promising elemaintise system. This requires the capacity
to explore the knowledge and industrial landscaperder to identify the areas deserving the
government support. The architecture of sub-systasmwell as of inter-systemic connections
can be very informative in this respect. Technolpglicy should be addressed towards key
points in the architecture, the improvement of whi€ more likely to affect the rest of the
system in a pretty significant way. Pleiotropyherefore a key feature to take into account. It
should be coupled with considerations about fithedges of the domains candidate to
receive government funding. Most profitable teclog@s, or industries in which the phase of
random search has been superseded by organizeth,sean represent good targets. Once
again, the architecture of knowledge structurerauis with another part of the system, in this
case the institutional subsystem, in the generati@n emergent property.

The case for a systemic approach to policy in génemnd technology policy in
particular emerges. The potentials for improving diffectiveness of State intervention can be
far reaching. Obviously we have provided here @ugne hints of how much pervasive can
be the proper account of the endogenous naturdroétgral change in knowledge and
economy. Complex socio-economic systems are dftpopulated by interacting agents who
ultimately are living persons, and life, as Pirdlalexplained, does not conclude. In the same
vein, this book does not conclude, and we can amyifest the need for further research
within such a fascinating framework to the underdiag of the dynamics of human actions

and of their outcome.
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