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Abstract

We present an evaluation of the main empirical approaches used in the literature
to estimate the contribution of public capital stock to growth and private factors’
productivity. Based on a simple stochastic general equilibrium model, built as to
reproduce the main long-run relations observed in US post-war historical data, we
show that the production function approach may not be reliable to estimate this
contribution. Our analysis reveals that this approach largely overestimates the
public capital elasticity, given the presence of a common stochastic trend shared
by all non-stationary inputs.
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1 Introduction

Economists and political leaders generally consider public infrastructure investments as

a way of sparking economic development over the forthcoming decades. The basic idea

is that these investments may enhance the productivity of private factors, and thereby

stimulate private investment expenditure and production. However, if this view seems

to be broadly accepted, the conclusions are not so clear-cut when it comes to measuring

these effects. Two methodological approaches were widely used for estimating the

productive contribution of infrastructures (see Romp and De Haan 2007 for a survey).

The first and most popular consists in estimating an expanded production function,

including the public capital stock as input, specified in levels. Applied to aggregate

series (Aschauer 1989, Munnell 1990), this method leads to strikingly high estimates of

public capital elasticity, and consequently to implicit rates of return much higher than

those observed on the private capital.

The second approach consists in estimating the same type of production function,

but with a specification in first differences. Indeed, several empirical studies on Amer-

ican data (Aaron 1990, Tatom 1991, Sturm and De Haan 1995, Crowder and Himarios

1997), highlighted the absence of a cointegrating relationship between output and (pub-

lic and private) inputs. Such an outcome implies that the total productivity of private

factors is non stationary (as most macroeconomic series), and thus the technological

function can not be considered as a long term relationship. However, when this is-

sue is tackled by estimating the production function in first differences, the estimated

elasticity of public capital is often not significantly different from zero. This not only

challenges the validity of Aschauer’s (1989) findings, but also casts doubt on the exis-

tence of a macroeconomic productive effect of public infrastructures (Tatom 1991).

This large range observed in the empirical results (see Tables 1 and 2) leads us to

suggest a sensitivity analysis of these approaches. More precisely, the aim of this paper

is to identify the bias sources which could affect the estimates of public capital elastic-

ity and to assess the magnitude of these biases. To this end, we consider a theoretical

Data Generating Process (DGP) in line with the standard theoretical representations

of growth and public capital productivity. The DGP consists of a very usual dynamic

stochastic general equilibrium (DSGE) model directly derived from the growth model

coined by Barro (1990). This model was built such as to reproduce, under an appropri-
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ate calibration, the dynamics of the US economy, as this was the case in the early DSGE

literature. However, contrary to the moment-based strategy adopted in the DSGE lit-

erature, we give special attention to a particularly crucial neglected dimension, namely

the stationarity (non stationarity / cointegration) properties of the series.1

We proceed as follows. First, we show that our DGP (i.e. our DSGE model) has

a reduced form that simply corresponds to a constrained VAR. Next, given this VAR

form, we derive the exact asymptotic distribution of the estimators of the public capital

elasticity for various regression models usually used in the empirical literature. This

analysis allows deriving the asymptotic bias of the estimators, and more interestingly,

explaining the source of this bias. To the best of our knowledge, it constitutes the first

attempt to provide a theoretical explanation of the empirical puzzle of the public capital

productivity estimates. Finally, we investigate the finite sample bias, using Monte Carlo

simulations, by comparing the estimators on simulated data and the calibrated value

of public capital elasticity.2

Our results are the following. It first appears that the standard approach, re-

lying on the direct estimate of the production function specified in levels, leads to an

overestimation of the productive contribution of public infrastructures. Given the long-

run properties of the theoretical model, we prove that this asymptotic bias is due to

the presence of a stochastic common trend between private and public capital stocks,

which imposes a fallacious asymptotic constraint forcing the public capital elasticity

to be equal to the labor elasticity.3 Second, finite sample analysis based on Monte

Carlo simulations confirms our theoretical findings. Even for relatively small sample

sizes, the estimation on levels leads to a positive bias of the public capital elasticity

and the estimation on first differences leads to a downward bias and to a reduction in

the power of standard tests. Consequently, our analysis shows that first differencing

the data leads to spurious inferences about the estimators of public capital elasticity.

These findings imply that the correct strategy to estimate the public capital elas-

1According to Crowder and Himarios (1997), these properties are: (i) all series, except employment,
are integrated I(1), but (ii) the ratios of these integrated series are stationary. In other words, pro-
duction, public and private investment, public and private capital stocks are non stationary, but all
these couples of series are cointegrated with a cointegrating vector defined by (1,-1). Since our DGP
reproduces these properties, it can be considered as an accurate representation of the US economy (due
to our calibration) and can be extended to other economies (using appropriate calibration).

2We would like to thank the Referees for this suggestion.
3In addition, we emphasize a second bias source, namely the traditional endogeneity bias due to the

simultaneous determination of public capital and private factor productivity.
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ticity consist in withdrawing the common stochastic trends from the non-stationary

regressors (and only for these regressors). On the contrary, the approach based on first

differences, proposed by Tatom (1991), leads to differentiate the dependent variable

and all the regressors. Our paper suggests that this transformation has not to be done

for the dependent variable and for all the regressors, but only for the regressors that

share the common stochastic trend.

The paper is organized as follows. Section 2 surveys the empirical puzzle on the

infrastructure returns. Section 3 presents the DSGE model, which is then written in

an econometric form in section 4. Section 5 is devoted to characterizing the analytical

properties of estimators, while section 6 provides finite sample results based on Monte

Carlo simulations, and 7 concludes.

2 The empirical puzzle

During the late 1980’s and the 1990’s, a huge empirical literature has been devoted to

the estimation of the rate of return on public capital (see Gramlich, 1994, for a survey).

If we stick to the most influential studies, namely those based on time series, two

methodological approaches were employed. First, the direct estimate of a production

function expanded to the stock of public capital. Applied to aggregate data, with a

specification in level of the production function, this method generally tends to prove

the existence of an important productive contribution of public infrastructures. Indeed,

since the seminal article of Aschauer (1989), many empirical studies embraced this

methodology and outlined statistically significant estimated elasticities, on American

data as well as on OECD data sets (see Table 1).

However, it should be noticed that in these estimations the productive contributions

of private factors are generally lower than the share of their respective remuneration

in added value. Besides, in Aschauer (1989), Eisner (1994), Vijverberg et al. (1997) or

Sturm and De Haan (1995), the elasticity of private capital is lower than that of public

capital or equal to it, while the elasticity of labor is even negative under some specifica-

tions considered by Munnell (1990) or Sturm and De Haan (1995). Furthermore, if we

accept such estimates as relevant, the implied annual marginal yield of public capital is

strikingly high. For example, Tatom (1991) or Gramlich (1994) computed, on the basis

of elasticities estimated by Aschauer (1989), that the annual marginal productivity of
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public infrastructures would lie between 75% in 1970 and more than 100% in 1991,

meaning ”that one unit of government capital pays for itself in terms of higher output

in a year or less, which does strike one as implausible ”(Gramlich 1994, page 1186).

Table 1: Main Empirical Results: Specifications in Level

Study Data Method Model eg ek en

United States

Ratner (1983) USA (49-73) AR(1) OCRS 0.06 0.22 0.72

Aschauer (1989) USA (49-85) OLS OCRS 0.39 0.26 0.35

Ram and Ramsey (1989) USA (49-85) OLS OCRS 0.24 0.25 0.51

Munnell (1990) USA (49-87) OLS NC 0.31 0.64 -0.02

Eisner (1994) USA (61-91) AR(1) NC 0.27 0.19 0.97

Sturm and De Haan (1995) USA (49-85) OLS OCRS 0.41 0.12 0.47

Vijverberg et al. (1997) USA (58-89) 2LS OCRS 0.48 -0.92 1.23

OECD

Bajo-Rubio and Sosvilla (1993) SPA (64-88) OLS NC 0.19 – –

Berndt and Hansson (1992) SWE (60-88) OLS NC 0.68 0.37 0.40

Otto and Voss (1994) AUS (66-90) OLS PFCRS 0.38 0.47 0.53

Wylie (1996) CAN (46-91) AR(1) NC 0.51 0.30 0.19

Note: OCRS: Overall Constant Returns to Scale, PFCRS: Private Factors Constant Returns. NC: No

Constraint. Method: AR(1): Cochrane-Orcut, 2LS: Two Stage Least Square, OLS: Ordinary Least Square. eg ,

ek and en respectively denote public capital, private capital and labor elasticity.

In an attempt to explore the robustness of these findings, several authors, including

Tatom (1991) or Gramlich (1994), highlighted two bias sources which could partly

explain them. First, the potential presence of an endogeneity bias, stemming from the

simultaneous determination of the level of production factors and the total productivity

of these factors (Gramlich 1994). The second source of misspecification could come from

the absence of a cointegrating relationship. Indeed, with the exception of Lau and Sin

(1997), most empirical studies based on American data fail to find a cointegrating

relationship for the aggregated production function extended to public capital (see, for

example, Tatom 1991, Sturm and De Haan 1995, or Crowder and Himarios 1997). In

this context, the ”spurious regression” configuration can lead to a fallacious inference

about the estimated parameters of the production function and particularly about the

estimate of public capital elasticity, and could also induce second order biases when
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innovations of integrated processes are correlated.

An alternative to the level specification is to consider the production function in

the first difference. However, the use of first differenced data, justified in the case

of non-stationary and non-cointegrated series, generally leads to opposites findings,

namely the rejection of the hypothesis of positive effects of public infrastructures on

the productivity of private factors (see evidence in Table 2). Although the use of this

specification seems to clearly indicate important biases in Aschauer’s (1989) estimates,

several authors, including the influential work of Munnell (1992), suggested that first

differencing is not, in this case, the suitable method because it destroys all long-term

relations that may exist among the production function variables.

Table 2: Main Empirical Results: Specifications in First Differences

Study Country Sample Model eg

Tatom (1991) USA 49-89 — N.S.

Hulten and Schwab (1991) USA 49-85 NC N.S.

Sturm and De Haan (1995) USA 49-85 NC N.S.

NTH 60-90 OCRS 1.16

Ford and Poret (1991) USA 57-89 NC 0.40

(Strict Definition) FRA 67-89 OCRS N.S.

UK 73-88 OCRS N.S.

GER 62-89 NC 0.81

Note: NC: No Constraint, OCRS: Overall Constant Returns to Scale, NS: Not Significant at 5%.

These observations lead us to question the specification of the production function.

If the production function is a cointegrating relationship, then the total factor produc-

tivity (TFP) is, by definition, covariance stationary. However, there is no reason to

believe a priori that the Solow’s residual can be represented as a stationary process

(namely, contrary to most macroeconomic series), all the more that standard models

of stochastic growth typically attribute the non-stationarity of the economy to the ex-

ogenous process of Solow’s residual. In these models, the cointegration between factors

and output results from the balanced growth hypothesis and does not coincide with the

production function. Besides, from an empirical point of view, the production function

may be represented as a cointegrating relationship only if it is properly specified and if

it explicitly integrates all the potential explanatory variables of productivity, like hu-
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man capital or education, research and development, measurements of organizational

capital, etc., while leaving out one or more of these factors can lead to a fallacious mea-

surement of Solow’s residual. Thus, some studies, like Crowder and Himarios (1997),

refute the representation of the production function as a long-term relationship, and

stress out that it is a technological constraint which, date by date, links the short-run

components of these variables.

Nevertheless, the rejection of the stationarity hypothesis of the TFP does not neces-

sarily imply the absence of any cointegrating relationship between production function

variables. For example, Crowder and Himarios (1997) show that American postwar

data satisfy the main long-run implications of the stochastic balanced growth models,

as the cointegration tests illustrate that output, as well as the stocks of private and

public capital, share the same stochastic trend over the period. The presence of these

long-term relations, in particular between the regressors of the equations estimated by

Aschauer (1989), can thus lead to an over-estimation of public infrastructure elasticity

(see Table 1). However, the first differences specification can constitute a too ”radi-

cal” method (Munnell 1992), which leads too frequently to incorrectly accept the null

hypothesis of zero public capital elasticity (see Table 2), since it does not take into

account the long-term relations of the system.

To analyze these issues more precisely, we consider in the following a replication

of these estimation methods on pseudo samples generated from a theoretical model.

To ensure generality, the model used as a data generating process (DGP) in our exer-

cise is built such as to reproduce the main long-run relationships observed in postwar

American data between the variables of the production function.4

3 The Data Generating Process (DGP)

To assess the bias size in reported estimates of public capital elasticity, we consider a

dynamic stochastic growth equilibrium (DSGE) model as a Data Generating Process

(DGP). This model is derived from the seminal growth model coined by Barro (1990)

and it is based on a single-good economy, with a representative agent who maximizes

4One important aspect regarding the generality of our model is that, by the mean of different
parametrizations, it can be extended to other economies.
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her lifetime expected utility

max
{Ct,Nt}

∞
t=0

U = E0

[
∞∑

t=0

βt log
(
Ct −BAtN

λ
t

)]
, (1)

where Ct and Nt respectively denote consumption and labor at time t, with β ∈ ]0, 1[

the discount factor. The parameter λ > 1 controls the wage elasticity of labor supply,

and B > 0 is a scale parameter which determines the marginal disutility of labor. This

specification of preferences implies that the choices of consumption and leisure are not

independent, and, in order to get a balanced growth path, the marginal disutility of

labor must grow at the same rate as the marginal utility of consumption. Such a

condition is satisfied when the disutility of labor is multiplied by a term At, which is

proportional to the balanced growth rate, as we will see below. The representative

agent maximizes (1) under the following budget constraint

Ct + It ≤ (1− τ)wtNt + (1− τ) rtKt + (1− τ)πt ∀t ≥ 0, (2)

where wt, rt, τ , It and πt respectively denote real wage, real interest rate, tax rate,

private investments and profits.

In addition to the Solow’s residual emphasized below, output Yt depends on the

levels of private inputs, namely capital Kt and labor Nt, and on the stock of public

capital Kg,t, which is given for the firm and is assumed to have a positive externality

on private factors’ productivity (Barro 1990). The production function, with private

factors constant returns to scale, is defined as

Yt = A
1−ek−eg
t N en

t Kek
t K

eg
g,t, (3)

with ∀ (ek, eg) ∈ ]0, 1[2, ek + eg < 1 and en + ek = 1.

We assume that the TFP, denoted At, follows a random walk

log (At) = log (At−1) + ǫa,t ∀t ≥ 1, (4)

where A0 > 0 is given and where the innovations ǫa,t are i.i.d. (0, σ
2
ǫa). According to (4),

all increasing variables are non stationary in this model, with the exogenous growth

factor being determined by At, namely the component of Solow’s residual which is

orthogonal to public services.5 Finally, we consider a log-linear law of depreciation for

5Under this specification the aggregate production function, extended to public capital, can not
be specified as a long-run relationship, in line with the empirical findings generally obtained from US
postwar data.
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private capital at the rate δk ∈ ]0, 1[

Kt+1 = AkK
1−δk
t Iδkt Ak > 0. (5)

This latter hypothesis allows us to analytically solve the model with a strictly positive

depreciation rate (Cassou and Lansing 1998).

Given the aim of our exercise, the only constraint on the theoretical model concerns

its stochastic dimension. Indeed, as it will be seen later, it is necessary to introduce at

least as many exogenous shocks in the theoretical model as stochastic regressors used

in empirical models, in order to avoid multicollinearity. Since our specifications of the

production function include two stochastic regressors, the data generating process of

our pseudo samples must contain at least two stochastic components. Consequently, we

assume that public investment is affected by a specific shock of productivity as specified

in Greenwood, Hercowitz and Huffman (1988), and consider a log-linear specification

of the law of accumulation of public capital

Kg,t+1 = AgK
1−δg
g,t (Ig,tVg,t)

δg , (6)

with Ag > 0, δg ∈ ]0, 1[, and where Vg,t denotes the specific shock on public investment.6

This shock follows a stationary AR (1) process

log (Vg,t) = ρg log (Vg,t−1) + ǫg,t ∀t ≥ 1, (7)

with Vg,0 > 0,
∣∣ρg
∣∣ < 1, and where innovations ǫg,t are i.i.d.(0, σ

2
g) and can be correlated

to ǫa,t. As usual in this kind of models (Barro 1990, Glomm and Ravikumar 1997, etc.),

we assume that public investment is financed by a proportional income tax, namely

Ig,t = τYt.

Appendix A presents the outcome of the maximization of equation (1) under the

constraints (2)-(7). Denoting logarithms by lower cases, we can analytically derive the

dynamics of the endogenous variables in the following dynamic system

yt = by +
λek

λ− 1 + ek
kt +

λeg
λ− 1 + ek

kg,t +
λ (1− ek − eg)− (1− ek)

λ− 1 + ek
at, (8)

6This hypothesis has no consequence on the generality of our results. Indeed, assuming that there
is only one productivity shock on the TFP, or that both TFP and public capital are affected by two
shocks, has no qualitative effects on our results. But, the latter case allows reducing the colinearity
that could arise between our regressors with only one source of stochastic shock.
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kt = bk +

[
1 + δk

λ (ek − 1) + 1− ek
λ− 1 + ek

]
kt−1 +

δkλeg
λ− 1 + ek

kg,t−1

+δk

[
λ (1− ek − eg)− (1− ek)

λ− 1 + ek

]
at−1, (9)

kg,t = bg +
δgλek

λ− 1 + ek
kt−1 +

[
1 + δg

λ (eg − 1) + 1− ek
λ− 1 + ek

]
kg,t−1

+δg

[
λ (1− ek − eg)− (1− ek)

λ− 1 + ek

]
at−1 + δgvg,t−1, (10)

nt = bn +
ek

λ− 1 + ek
kt +

eg
λ− 1 + ek

kg,t −
[ek + eg]

λ− 1 + ek
at, (11)

where by, bk, bg and bn are constant (see Appendix A), and where the exogenous

processes at and vg,t are respectively defined as at = at−1+ǫa,t and vg,t = ρgvg,t−1+ǫg,t.

4 Stationarity, cointegrating relations and Wold’s repre-
sentations

Given the aim of our study, it is crucial to show that our theoretical model, used as

DGP, matches the main findings of the literature, especially in terms of stationarity

/ cointegrating relations for the main variables used to estimate the public capital

productivity. First, most of empirical studies based on US data point out that all vari-

ables used to estimate the production function (except employment) are non-stationary

(see Tatom 1991 for a survey). Second, many authors (e.g. Aaron 1990, Tatom 1991,

Munnell 1992, Sturm and De Haan 1995, Otto and Voss 1997 or Sturm 1998) report

that there is no cointegration between output and (public and private) inputs. Third,

according to Crowder and Himarios (1997), private capital, public capital and output

share the same stochastic common trend and are cointegrated with a vector (1,-1).

To show that our theoretical model allows reproducing these stylized facts, we study

its properties in terms of stationarity / cointegration relations. For this, consider the

V ARIMA representation of the vectorial process xt = (kt kg,t)
′. We assume that this

representation is defined as A (L) (1− L)xt = B (L) εt, where ǫt = (ǫa,t ǫg,t)
′ and L is

the lag operator. Using equations (9) and (10), we define these matrix polynomials as

A (L) =

(
1− (1 + θk)L − eg

ek
(θk + δk)L

− ek
eg

(θg + δg)L 1− (1 + θg)L

)
, (12)

B (L) =


 −

[
θk

(
eg
ek

+ 1
)
+ δk

eg
ek

]
L 0

−
[
θg

(
ek
eg

+ 1
)
+ δg

ek
eg

]
L δgL (1− L)

(
1− ρgL

)−1


 , (13)
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where θk = δk [λ (ek − 1) + 1− ek] / (λ− 1 + ek) and θg = δg [λ (eg − 1) + 1− ek] / (λ− 1 + ek)

are two negative constants, since λ > 1. Under the condition (see Appendix B)

λ > (1− ek) / (1− ek − eg), we can apply the Wold’s (1954) theorem to the process

(1− L)xt and express it as a VMA (∞)

(1− L)

(
kt
kg,t

)
=

[
A∗ (L)B (L)(

1− λ−1
1 L

) (
1− λ−1

2 L
)
](

εa,t
εg,t

)
=

[
Hk (L)
Hg (L)

]
εt = H (L) ǫt,

(14)

with A∗ (L)A (L) = detA (L) =
(
1− η−1

1 L
) (

1− η−1
2 L

)
. The (2, 2) matrix polynomial

H (L) can be expressed as a function of the structural parameters, with

Hk (L) =
L

detA (L)

( eg
ek
Ψg (θk + δk)L+Ψk [1− (1 + θg)L]

eg
ek
δg (θk + δk)L

(1−L)

(1−ρgL)

)′

, (15)

Hg (L) =
L

detA (L)

( ek
eg
Ψk (θg + δg)L+Ψg [1− (1 + θk)L]

δg [1− (1 + θk)L]
(1−L)

(1−ρgL)

)′

, (16)

where Ψk = −θk (eg/ek + 1)− δkeg/ek and Ψg = −θg (ek/eg + 1)− δgek/eg denote two

negative constants corresponding to linear combinations of parameters θk and θg.

In this model, due to the balanced growth assumption, the non stationarity of

the TFP, namely at, implies the non stationarity of both private and public capital

stocks. Under the condition λ > (1− ek) / (1− ek − eg), public and private capital

stocks are cointegrated as soon as H (1) is a singular matrix. This result is ensured

since Hk (1) = Hg (1) =
(
1 0

)
.

Then, the normalized cointegrating vector between kt and kg,t is (1,−1), while the

remaining cointegrating relations in the model can be derived from it. In particular,

we show that private and public capital stocks are both cointegrated with TFP at, a

property arising from the balanced growth assumption for our theoretical model. In the

same way, it is easy to see that the employment level nt is a stationary variable, since it

can be expressed as a linear function of stationary processes {kt − at} and {kg,t − at},
according to equation (11). Therefore, we obtain the following long-run properties.

Proposition 1 For the considered data generating process, processes {nt} and {vg,t}
are covariance stationary, whereas processes {yt} , {kt} , {kg,t} and {at} are integrated

of order 1 and share the same common stochastic trend determined by {at} .

Proposition 1 implies that the main long term properties of our simple balanced

growth model match the American historical observations previously mentioned. Note
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that the cointegrating vectors of the model do not disclose any information on the

rates of return on public or private factors. These preliminary conclusions are similar

to those obtained in another context by Soderlind and Vredin (1996), using a monetary

business cycle model for studying the cointegrating relations between money, output,

prices and interest rates.

Finally, we consider the Wold decompositions associated to processes {nt} , {kt} and
{kg,t}. The last two are provided by equations (15) and (16). As mentioned above, the

employment dynamics (equation (11)) only depends on stationary processes {kt − at}
and {kg,t − at}. Since the common trend of both capital stocks is determined by at,

the VMA (∞) representation associated to {nt} depends on the stationary component,

denoted H̃ (L) , issued from Beveridge and Nelson’s (1981) decomposition of matrix

polynomial H (L) . This stationary component is defined as

H̃ (L) εt =

[
H̃k (L)

H̃g (L)

]
εt =

[
H (L)−H (1)

(1− L)

]
εt =

(
kt − at
kg,t − at

)
, (17)

since (1− L) at = εa,t = H (1) εt. Then, the dynamics of nt is simply

nt = bn +
ek

λ− 1 + ek
H̃k (L) ǫt +

eg
λ− 1 + ek

H̃g (L) ǫt. (18)

These Wold representations show that all increasing endogenous variables yt, kt and

kg,t follow anARIMA (3, 1, 3) process, whereas employment nt follows anARMA (3, 2).To

simplify calculus, we assume in the following null constant terms bn = bk = bg = 0.

5 The estimation of the public capital elasticity: Asymp-
totic results

The goal of our study is to explain the empirical puzzle of the public capital productivity

estimates. Our approach is the following: we consider a theoretical DGP, in which we

know the exact contribution of public capital to productivity. Then, we use the same

regression specifications generally used in the literature in order to estimate the public

capital productivity (based on data generated by our DGP) and to compare it to the

true impacts. Given the V ARIMA representation of our DGP, we are able to derive the

exact asymptotic distribution of the estimators of the public capital elasticity for various

regression models and to advance a theoretical explanation of the potential biases. For

simplicity, we focus in this section on OLS estimators applied to specifications in level of
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the production function, while the next section analyzes both level and first-difference

specifications. Let us consider the two following regression models

yt − kt = en (nt − kt) + egkg,t + µ1,t, (19)

yt − kt = en (nt − kt) + eg (kg,t − kt) + µ2,t. (20)

These models, used by Aschauer (1989), allow considering various assumptions on

the nature of the scale returns. First, equation (19) corresponds to the assumption of

private factors’ constant returns to scale (PFCRS), an assumption identical to that

used in the theoretical model. Second, equation (20) corresponds to the assumption

of overall constant returns to scale (OCRS). Using the latter specification, Aschauer

(1989) obtained a public capital elasticity of 39%, i.e. higher than the estimated private

capital elasticity (26%). In the following, we derive the asymptotic distributions of the

OLS estimators ên and êg obtained respectively from (19) and (20).

5.1 The private factors’ constant returns to scale (PFCRS) specifica-
tion

In model (19), the endogenous variable yt−kt is stationary and the stochastic regressors

nt − kt and kg,t are I (1). However, these regressors are cointegrated. Indeed, given

our theoretical DGP, the sum of the two regressors nt − kt + kg,t is proportional to the

stationary component of Beveridge and Nelson’s decomposition of the vectorial process

(∆kt ∆kg,t)
′ , which is stationary by definition. This is easily seen from the expression

(nt − kt) + kg,t = Φ1H̃ (L) ǫt, where the matrix polynomial H̃ (L) comes from equation

(17), and where the vector Φ1 is defined as

Φ1 =

(
1

λ− 1 + ek

)[
(1− λ) ek + eg − 1 + λ

]
. (21)

Thus, the PFCRS regression model leads to a particular case, in which the two

stochastic regressors follow an integrated process and are cointegrated with a vector

(1, 1). Consequently, the matrix of the empirical second order moments of the regres-

sors st = [(nt − kt) kg,t]
′ converges toward a distribution with a singular variance-

covariance matrix (see Appendix C). This property implies that the empirical second

order moments used to build êg and ên converge toward a distribution characterized

by a singular variance covariance matrix. In other words, it means that the common

trend of the two stochastic regressors leads to a degenerated asymptotic distribution of

13



êg and ên, since the denominator of these estimators converges toward zero. Therefore,

the derivation of the asymptotic distributions of êg and ên can not be done directly

starting from the specification (19), as it is necessary to transform the model before

determining these asymptotic distributions.

A solution to this problem is to use a transformation of the specification (19),

showing up the residual of the cointegrating relationship of the regressors and a non

stationary combination of these variables (Park and Phillips 1989).

Proposition 2 The model (19) can be transformed as a triangular representation

(Phillips 1991) as follows

yt − kt = A0 z0,t + A1 z1,t + µ1,t, (22)

zi,t = S′
ist, Ai = ASi, i = 0, 1, (23)

where A = (en eg) , st = [(nt − kt) kg,t]
′ , and where scalars z0,t and z1,t are two linear

combinations of the elements of st, which are respectively stationary and integrated of

order one, with S = (S0 : S1) an orthogonal (2, 2) matrix.

This transformed model allows deriving the asymptotic distributions of ên and êg.

The intuition is as follows. Considering a transformed model including the residual of

the cointegrating relationship between (nt − kt) and kg,t, the corresponding variance-

covariance matrix is non singular; thus, the asymptotic distributions of the OLS esti-

mators of the transformed model parameters can be determined. We then just have

to express the parameters of the basic model in the form of combinations of the trans-

formed model parameters. While controlling them by the corresponding convergence

speeds, we finally obtain the asymptotic distributions of the OLS estimators of the

initial parameters.

The triangular representation of proposition 2 imposes some restrictions on S0 and

S1, presented in the assumptions A1.

Assumptions (A1) We suppose that vectors S0 and S1 satisfy the two following con-

ditions: (i) S0S
′
0+S1S

′
1 = I2 and (ii) vector S0 corresponds to a normalized basis

of the cointegrating space of the vectorial process {st} .

The first condition (i) is necessary to ensure the equivalence between the trans-

formed model (22) and the initial specification (19). The second condition (ii) imposes
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that the linear combination z0,t = S′
0st should correspond to the cointegrating residual

of the long-term relationship between (nt−kt) and kg,t (except for a scalar), and is thus

stationary by definition. The choice of a normalized basis of the cointegrated space is

however not essential, since any monotonous transformation of the cointegrating vector

would allow obtaining representation (22), but it simplifies calculations. In this model,

a normalized basis of the cointegrated space of the regressors st is given by the vector

S0 = 2−1/2 (1 1)′. Then, we derive the expression of S1, namely S1 = S0 = 2−1/2 (1 1)′ .

Under the assumptions A1, the transformed model can be expressed as

yt − kt =
A0√
2
(nt − kt + kg,t) +

A1√
2
(nt − kt − kg,t) + µ̃1,t, (24)

where µ̃1,t = (en − eg) at, z0,t = 2−1/2 (nt − kt + kg,t) , z1,t = 2−1/2 (nt − kt − kg,t),

A0 = (en + eg) /
√
2 and A1 = (en − eg) /

√
2.

Let us now derive the asymptotic distributions of Â0and Â1 from the triangular

representation (24). We prove in Appendix D that Â0 converges toward a punctual

mass corresponding to the correlation between z0,t and (yt − kt), while estimator Â1

converges toward a distribution of finite variance, namely

Â0
p−→

T→∞

E [z0,t (yt − kt)]

E
(
z20,t

) , (25)

TÂ1
L−→

T→∞

E [z0,t (yt − kt)] Ψ̃1 − E
(
z20,t
)
Ψ̃0

√
2E
(
z20,t

)
σ2a

1∫
0

W 2
1 (r) dr

, (26)

with stochastic variables Ψ̃0 = CΦ′
0 +

∑∞
v=0E [∆kg,t (yt−v − kt−v)] and Ψ̃1 = CΦ′

1 +
∑∞

v=0E (∆kg,tz0,t−v), where C = Hg (1)P

{
1∫
0

W̃ (r)
[
W̃ (r)

]′
dr

}
P ′H̃ (1)′, E (εtε

′
t) =

Ω = PP ′, and W̃ (.) = [W1 (.) W2 (.)]
′ denotes a standard Brownian vectorial motion,

Φ1 was defined in equation (21) and Φ0 = (λ− 1 + ek)
−1 [ (1− ek) (1− λ)λeg

]
.

Given these results, we can derive the distributions of ên and êg corresponding to

the initial specification (19).

Proposition 3 The asymptotic distribution of the OLS estimator êg based on the spec-

ification (19) is identical to the one obtained under the constraint eg = en

êg
p−→

T→∞

E [(yt − kt) (nt + kg,t − kt)]

E [nt + kg,t − kt]
2 , (27)
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and correspondingly

ên
p−→

T→∞

E [(yt − kt) (nt + kg,t − kt)]

E [nt + kg,t − kt]
2 . (28)

Consequently, the application of OLS on specification (19), used notably by As-

chauer (1989), leads to a fallacious constraint, implying that the estimated elasticities of

public capital and employment are asymptotically identical. This result stems from the

presence of a cointegrating relationship between non stationary regressors {nt − kt} and
{kg,t}. Intuitively, in this specification, the minimization of the variance of the resid-

uals imposes for the right member of the equation, namely ên (nt − kt) + êgkg,t, to be

homogeneous of degree zero in the I (1) terms. This condition is satisfied only if the

vector (ên, êg) is proportional to the cointegrating vector (1, 1). In other words, the

estimators of public capital and labor elasticities asymptotically converge, as if we had

the constraint en = eg.
7 Although this result can not be straightforward extended to

finite sample (see the next section), Table 1 confirms the remarkable closeness of the

OLS estimates of eg and en presented by Aschauer (1989).

Let us now evaluate the correlation (27), using the Wold’s decompositions of pro-

cesses {yt − kt} and {nt + kg,t − kt}. Figure 1 displays this correlation for various values

of the correlation of shocks τag and of the inverse of the elasticity of labor supply λ.

To compare our results to those of Aschauer (1989), the other structural parameters of

the model are calibrated on American data (β = 0.98, ek = 0.42, δ = 0.016, δg = 0.012,

ρa = 1, ρg = 0.88, σa = 0.011 and σg = 0.088), and in particular the public capital elas-

ticity is set at 5% (represented by a horizontal line on the graph), namely the empirical

mean of the public investment ratio from postwar data (Baxter and King 1993).

When the correlation between the two shocks is null or negative (namely τag ≤
0), the estimated elasticity êg converges towards a negative quantity, while towards

a positive value when this correlation is positive and high enough. In particular, we

observe that for values of λ higher than the calibrated value of 3.65, the estimator êg

tends to over-estimate the public capital elasticity. In addition, there are several values

of the couple (λ, τag) for which the OLS estimator converges towards values over 39%,

namely the value estimated by Aschauer (1989) on US data, whereas the calibrated

value of elasticity is only 5% in our theoretical model.

7Moreover, this constraint makes the identification of the public capital elasticity impossible. Indeed,
contrary to the case of a standard endogeneity bias, the asymptotic limit of êg cannot be expressed in
an additive form, namely as a simple function of the true value of eg and a term of covariance of the
innovations.
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Figure 1: Asymptotic Distribution of êg under PFCRS

1 2 3 4 5 6 7 8 9 10
−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

 e
g

 λ

Public Capital Elasticity 5%

τ
ag

= 0  
τ
ag

= 0.5
τ
ag

= 0.7
τ
ag

= 0.9

Consequently, there is a high probability that the OLS estimations, under the

constraint en = eg, over-estimate the rate of return on public infrastructures. According

to our model, this fallacious constraint emerges because the two regressors {nt − kt}
and {kg,t} share the same stochastic trend. However, such a configuration is not specific

to our problem and could occur in many economic issues, as for example regarding the

estimated rates of return on human capital, trade openness, etc.

5.2 The overall constant returns to scale (OCRS) specification

The second specification of the production function, used notably by Aschauer (1989),

corresponds to the hypothesis of overall constant returns to scale (OCRS)

yt − kt = en (nt − kt) + eg (kg,t − kt) + µ2,t. (20)

In this specification, one of the two explicative variables, namely kg,t−kt, is station-
ary, whereas the second, namely nt− kt, follows an I (1) process. Given our theoretical

DGP, the error term µ2,t = (en − eg) at + egkt is non stationary. Then, this error term

can be expressed as the sum of two components, one stationary and one non stationary,

since µ2,t is cointegrated with the regressor nt−kt, with a vector (1, en). The stationary

component µ̃2,t corresponds to the residual of the cointegrating relationship between

nt − kt and µ2,t, and is a linear combination of the elements of the polynomial matrix
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H̃ (L) issued from the Beveridge and Nelson’s decomposition of (∆kt,∆kg,t) . The non

stationary component of µ2,t is proportional to the regressor nt−kt. Thus, the error term
can be written as µ2,t = µ̃2,t− en (nt − kt), where the cointegrating residual µ̃2,t is I (0)

by definition and can be expressed as µ̃2,t = ennt + (eg − en) (kt − at) = Φ2H̃ (L) εt,

with Φ2 =
[ (

enek
λ−en

)
+ eg − en

(
eneg
λ−en

) ]
.

Using the cointegrating relationship between residual µ2,t and nt−kt, we can trans-

form the specification (20) into a model where all the explanatory variables are sta-

tionary, and in which the coefficient en is not identified

yt − kt = eg (kg,t − kt) + µ̃2,t. (29)

This latter expression indicates that (i) OLS estimate êg of parameter eg in spec-

ification (20) converges in probability toward the correlation between private capital

productivity and the ratio kg,t − kt, and (ii) the employment elasticity can not be

identified, since under H0 the term nt − kt disappears.

Proposition 4 In specification (20), OLS estimators ên and êg are not convergent:

(i) the OLS estimate of public capital elasticity is affected by a standard endogeneity

bias owing to the correlation between kg,t − kt and the stationary component µ̃2,t of the

population residual

êg − eg
p−→

T→∞

E
[
(kg,t − kt) µ̃2,t

]

E
[
(kg,t − kt)

2
] , (30)

(ii) the OLS estimate of labor elasticity ên converges toward 0, because

T ên
L−→

T→∞

E
[
(kg,t − kt)

2
]
Ψ̃2 − E

[
(kg,t − kt) µ̃2,t

]
Ψ̃3

E
[
(kg,t − kt)

2
]
σ2a

1∫
0

W 2
1 (r) dr

, (31)

with stochastic variables defined as

Ψ̃2 = −Hg (1)P





1∫

0

W̃ (r)
[
W̃ (r)

]′
dr



P ′H̃ (1)′Φ′

2 +
∞∑

v=0

E
[
∆(nt − kt) µ̃2,t−v

]
,

Ψ̃3 = −Hg (1)P





1∫

0

W̃ (r)
[
W̃ (r)

]′
dr



P ′H̃ (1)′Φ′

3+
∞∑

v=0

E [∆ (nt − kt) (kg,t−v − kt−v)] ,

with Φ3 =
(
−1 1

)
and Φ2 =

[ (
enek
λ−en

)
+ eg − en

(
eneg
λ−en

) ]
.
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The proof of proposition 4 is provided in Appendix E. These results clearly indicate

that the application of OLS on a specification in level of the production function

leads to biased estimates of public capital elasticity and to an undervaluation of labor

elasticity, since the corresponding estimate converges toward zero.

It is important to keep in mind that this same methodology has been used in many

empirical studies devoted to the measure of return rates on public capital, and notably

in Aschauer (1989). Given the same specification as (20), Aschauer obtained a very

high and significant estimate of public capital elasticity (39%), while the estimate of

labor elasticity (35%) was largely inferior to those generally estimated in two-factor

production functions, where a contribution of labor around 2/3 is then generally found.

These observations are compatible with the conclusions of proposition 4.

Of course, all our asymptotic results are conditional to the specifications of our

theoretical DGP. However, since our theoretical model replicates the main long-run

relations observed in historical American data, the use of OLS on specification (20) is

likely to have lead to a biased measure of the implicit rate of return on public capital

in the existent literature; in particular, it is highly probable that Aschauer’s (1989)

results may be biased and not well grounded.

Let us now consider a numerical evaluation of these asymptotic biases (see Appendix

E). Figure 2 displays the asymptotic bias for different values of λ and τag. To ease

up comparison with the PFCRS case, the other structural parameters conserve their

values from the previous subsection (recall that they are calibrated on US data), and

in particular the public capital elasticity is supposed to be 5% (represented again by a

horizontal line).

For a positive correlation between the two shocks τag > 0, observe that the endo-

geneity bias leads to greatly over-estimate the value of public capital elasticity. For

values of λ above the calibrated value of 3.65, the estimated elasticity lies between

28% and 80%, whereas the true value is only 5%. However, when the two shocks are

independent τag = 0, we find a negative correlation between the ratio kg,t − kt and the

stationary component of population residual µ̃2,t, and the OLS under-estimate the true

value of elasticity (5%). In this case, the employment level, which enters the definition

of residual µ̃2,t, is negatively correlated to the ratio kg,t − kt, since an increase in the

public capital stock implies an improvement of private productivity, which encourages

the agent to substitute future labor to present labor.
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Figure 2: Asymptotic Distribution of êg under OCRS
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6 The estimation of the public capital elasticity: Monte
Carlo simulations

All the previous results are based on asymptotic distribution. In order to assess their

robustness in finite sample, we propose several Monte Carlo simulations. Considering

finite samples offers an additional perspective, since most of the empirical results in

the literature are based on samples of relatively small size. For generality, structural

parameters are calibrated on US data, as this was the case in the previous section,

and in particular public capital elasticity eg is set at 5%. To generalize this Monte

Carlo experiment, we realized an original companion website that allows any user re-

producing our Monte Carlo simulations; this website can be visited at the following

URL: http://www.runmycode.org/CompanionSite/site.do?siteId=165. The user can

choose the values of calibrated parameters, the specification (level/first differences,

PFCRS/OCRS ), the sample size and the number of Monte Carlo simulations.8

The first two columns of Table 3 display the average estimates of the public capital

and labor elasticities, obtained from 10,000 Monte Carlo simulations on pseudo samples

of size between T = 50 and T = 10000 for the PFCRS and OCRS level specifications

8The service only requires a web browser, as calculations are done on a dedicated cloud computer.
Once the results are ready, they are automatically displayed to the user, as a SaaS (Software as a
Service). Then, she/he can gauge the potential finite sample biases for a particular specification and a
particular guess on the true value of parameters.
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respectively. Remark that Monte Carlo simulations confirm our theoretical findings:

when the sample size increases, the two estimators under the PFCRS specification

converge towards the same value, and precisely this constraint is responsible for ob-

taining public capital elasticities of 30% to 40%, while the true value is only 5%. In

addition, remark that even for small sample size, for example T = 100, the difference

between the true (5%) and the estimated (13%) values of the public capital elasticity

is already remarkably high, close to 150%. Finally, the bias is even more pronounced

for OCRS specifications.

Table 3: Monte Carlo Simulations

Sample size PFCRS OCRS PFCRS (∆) OCRS (∆)

êg ên êg êg êg
T = 50 −0.0569

(−1.575)
−2.0971
(−21.76)

0.0413
(0.579)

−0.1433
(−3.596)

−0.0997
(−2.216)

T = 100 0.1345
(2.929)

−1.1146
(−12.45)

0.2524
(6.302)

−0.1553
(−4.104)

−0.0676
(−1.669)

T = 150 0.2550
(6.341)

−0.5690
(−8.076)

0.3524
(10.80)

−0.1634
(−4.521)

−0.0427
(−1.160)

T = 200 0.2976
(8.448)

−0.3301
(−5.488)

0.3851
(13.66)

−0.1660
(−4.951)

−0.0295
(−0.923)

T = 500 0.3889
(14.941)

0.1444
(4.757)

0.4703
(23.63)

−0.1838
(−6.886)

−0.0011
(−0.150)

T = 1000 0.3821
(18.104)

0.2591
(11.32)

0.4856
(29.95)

−0.1915
(−9.114)

0.0070
(0.237)

T = 10000 0.3388
(40.846)

0.3173
(37.75)

0.4860
(75.32)

−0.2009
(−26.64)

0.0156
(1.863)

Note: This table displays the average estimates of the public capital and labor elasticities, obtained from

10,000 Monte Carlo simulations. Four specifications of the empirical model are considered: PFCRS (Private

Factors Constant Returns), OCRS (Overall Constant Returns to Scale), with data expressed in level or in first

differences. Average t-statistics are in parenthesis.

Table 4 supplements these findings by presenting the corresponding empirical fre-

quencies of rejection for the null hypotheses H0 : eg = 0 and H0 : eg = 5% respectively,

at the 5% nominal level. For a sample size of T = 50, which is roughly the average

size of annual samples used in the empirical literature, we do not reject (wrongly) the

nullity of the public capital elasticity in about 25% of cases, irrespective of the level

specification (PFCRS or OCRS).9 Besides, observe that our findings are sensibly the

same when we test for the true (calibrated) value of eg, in the bottom part of Table 4.

9Naturally, as T increases, this ratio of non-rejection is decreasing.
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Table 4: Empirical Frequencies of Rejection of H0 : eg = α

H0 : eg = 0

Sample size PFCRS OCRS PFCRS (∆) OCRS (∆)

T = 50 0.7708 0.7743 0.7500 0.6603

T = 100 0.8169 0.8483 0.7620 0.5921

T = 150 0.8570 0.9010 0.8046 0.5389

T = 200 0.8764 0.9212 0.8426 0.5028

T = 500 0.9340 0.9781 0.9553 0.3971

T = 1000 0.9573 0.9931 0.9956 0.3480

T = 10000 0.9998 1.0000 1.0000 0.4923

H0 : eg = 5%

Sample size PFCRS OCRS PFCRS (∆) OCRS (∆)

T = 50 0.7787 0.7708 0.8375 0.7495

T = 100 0.8053 0.8366 0.8777 0.6929

T = 150 0.8462 0.8856 0.9152 0.6535

T = 200 0.8693 0.9065 0.9394 0.6192

T = 500 0.9151 0.9666 0.9947 0.5394

T = 1000 0.9432 0.9877 0.9999 0.5319

T = 10000 0.9993 1.0000 1.0000 0.8923

Note: This table displays the empirical frequencies of rejection for the test of nullity of the public capital

stock elasticity and the test of equality to true value (calibrated). Four specifications of the empirical model are

considered: PFCRS (Private Factors Constant Returns), OCRS (Overall Constant Returns to Scale) with data

expressed in level or in first differences. Average t-statistics are in parenthesis.

Let us now consider first difference specifications. As emphasized in section 2 above

and Table 2, the use of first differenced data generally leads to the rejection of the

hypothesis of positive effects of public infrastructures on private factors’ productivity.

As usual, let us consider the PFCRS and OCRS specifications

∆ỹst (θ)−∆k̃st (θ) = êsn

[
∆ñst (θ)−∆k̃st (θ)

]
+ êsg ∆k̃

s
g,t (θ) + µ̂s1,t, (32)

∆ỹst (θ)−∆k̃st (θ) = êsn

[
∆ñst (θ)−∆k̃st (θ)

]
+ êsg

[
∆k̃sg,t (θ)−∆k̃st (θ)

]
+ µ̂s1,t, (33)

where z̃st (θ) , z = {k, kg, y} , refers to a sample of the endogenous variables issued from a

simulation s, with s ∈ [1, S], conditional to a value θ of the set of structural parameters

and to a particular realization of structural shocks.10 The last two columns of Tables

10Irrespective of the considered specification, OLS estimations of eg are polluted by the well-known

22



3 and 4 depict results for the specifications (32) and (33). Remark that the estimated

public capital elasticity is largely under-estimated, and even negative (see Table 3). In

addition, Table 4 shows that considering first-difference, instead of level, specifications

exacerbates the failure of rejecting the null hypothesis êsg = 0. This result is in line with

the findings of the empirical literature, who often conclude to the absence of significance

of the public capital elasticity on differenced data. Consequently, first differencing

the data is not the suitable method in our context. This is not surprising, since we

assumed a common stochastic trend for all growing variables, while first differencing

the covariance stationary input nt generates autocorrelated residuals and thus non

standard asymptotic distributions for the t-statistics. Notice that our results confirms

the findings of Munnell (1992), who suggests that first differencing may be too ”radical”

since it destroys all the long term relations of production function variables.

7 Conclusion

The goal of this paper is to show that the production function approach, the most

popular specification used in econometric studies based on time series, does not provide

a reliable estimate of the genuine rate of return on public infrastructures. Using a DGP,

built for generality such as to match the main long-term properties of the production

function variables observed on US postwar historical data, we prove that two main

bias sources could affect the estimates of public capital elasticity. First, a standard

endogeneity bias, due to the simultaneous determination of private and public inputs.

The second bias source is more original and stems from the presence of a common

stochastic trend shared by all non stationary inputs. As emphasized by both the

asymptotic analysis and Monte Carlo simulations, this latter bias imposes a fallacious

asymptotic constraint, which forces the public capital elasticity to be equal to that

of labor. Thus, the production function approach, applied to specifications in level,

could widely over-estimate the macroeconomic returns on public capital, a result in

line with the conclusions of Romp and De Haan (2007). In addition, we find that

the traditional correction, based on a specification in first differences, could lead to a

fallacious inference inducing a wrongly rejection of the null hypothesis of a positive

problem of over-differentiation. Indeed, since ỹs
t (θ), k̃

s
t (θ) and k̃s

g,t (θ) are cointegrated, while ñs
t (θ) is

stationary, equations (32) and (33) contain first differences of stationary variables, both as independent
and dependent variables.
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productive contribution of infrastructures. Finally, remark that our findings are not

limited to the estimation of public capital elasticity, but they can be transposed in

other applied researches, as for instance the study of the human capital macroeconomic

productive contribution or of any type of capital stock that could affect the TFP.

Exposing the nature and the causes of the biases affecting the estimation of pub-

lic capital elasticity may facilitate the choice of methods that are immune to these

shortcomings. Our results suggest an empirical strategy to correctly estimate the pro-

ductivity of public capital, which would consist in removing the common stochastic

trends from the non-stationary regressors (and only for these regressors). The first

difference approach, developed by Tatom (1991), leads to differentiate the dependent

variable and all the regressors. On the contrary, our results suggest that this trans-

formation should not be done for the dependent variable and for some regressors, but

only for the regressors that share the common stochastic trend. We leave for further

research the examination of the performance of such a strategy.
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Appendices: for Referees only (not to be published; to be
included in the working paper version of the manuscript)

Appendix A: Dynamics of production function variables

In our model, we consider the public decisions’ path {Kg,t, Ig,t}∞t=0 as given and we
determine the equilibrium conditionally to this path. The program is

max
{Ct,Nt,Kt+1}

∞
t=0

E0

∞∑

t=0

βt log
(
Ct −BAtN

λ
t

)
, (34)

under (1− τ)A
1−ek−eg
t N1−ek

t Kek
t K

eg
g,t = Ct +A

− 1

δk

k K
1

δk

t+1K
δk−1

δk
t .

Ex-post, the path of the public capital stock is determined by the equation Kg,t+1 =

AgK
1−δg
g,t (τYtVg,t)

δg . The solution of the program (34) verifies the Bellman’s equation
for an optimal path of private capital

V (Kt,Kg,t, At, Vg,t) = max
{Ct,Nt,Kt+1}

{
U (Ct, Nt) + βEtV

(
Kt+1,Kg,t+1, At+1, Vg,t+1

)}
,

(35)

with Kt+1 = AkK
1−δk
t

[
(1− τ)A

1−ek−eg
t N1−ek

t Kek
t K

eg
g,t − Ct

]δk
, and with a transver-

sality condition lim
t→∞

βtE0 {[∂V (St+1) /∂Kt+1]Kt} = 0. This program is solved by the

method of undetermined coefficients. Given the log-linear specification of the model,
we guess a log-linear form to the value function V (.), given by

V (.) = V0 + V1 log (Kt) + V2 log (Kg,t) + V3 log (At) + V4 log (Vg,t) . (36)

We substitute the derivative ∂V (.) /∂K in the first order conditions of the represen-
tative agent’s program, and we obtain the private investment ratio and the saving
rate, denoted s. The saving rate is constant and implies a unity correlation between
production and investment, given the log-linear specification of the model

It = A
− 1

δk

k K
1

δk

t+1K
δk−1

δk
t = s (1− τ)Yt Ct = (1− τ) (1− s)Yt, (37)

with s = (βekδk) / [1− β (1− δk)] > 0, since β < 1. By substituting these expressions
in the first order conditions of the program, we get (8), (9), (10) and (11), and the
corresponding constant terms are

bn = [log (1− τ) + log (1− ek)− log (B)− log (λ)] / (λ− 1 + ek) , (38)

bk = log (Ak) + δk [log (s) + (1− ek) bn + log (1− τ)] , (39)

bg = log (Ag) + δg [log (τ) + (1− ek) bn] . (40)
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Appendix B: Stability conditions of A (L)

Given the V ARIMA representation in the main text, we must identify the conditions
on structural parameters which ensure the stability of the polynomial A (.) , as this
autoregressive component controls the dynamics of the growth rates of the two capital
stocks.

Proposition 5 Let us note ηi ∈ C, i = 1, 2, the roots of the polynomial detA (L).
The process associated with the growth rates of private and public capital stocks is
covariance stationary (|ηi| > 1) if and only if the inverse of the wage elasticity of labor
supply verifies the condition λ > (1− ek) / (1− ek − eg) .

The proof of this proposition is the following. We consider the polynomial of order
two det [A (L)] = 1 + aL+ bL2, where a = − (2 + θk + θg) and b = (1 + θk) (1 + θg)−
(θk + δk) (θg + δg) . Three constraints on parameters a and b insure that the roots of
A (L), namely η1 and η2, are outside the unit circle in modulus. These constraints are
b < 1, 1+a+ b > 0 and 1−a+ b > 0. Given the definition of θk and θg, we can rewrite,
under the hypothesis λ > 1, these conditions as combinations of structural parameters

λ > ψ1 =
(1− ek) (δk + δg − δkδg)

(1− ek) δk (1− δg) + (1− eg) δg (1− δk) + δkδg
, (41)

λ > ψ2 =
1− ek

1− ek − eg
, (42)

λ > ψ3 =
(1− ek) [2 (2− δk − δg) + δkδg]

ekδk (1− δg) + egδg (1− δk) + 2 (2− δk − δg) + δkδg
. (43)

If λ > 1, condition (43) is always satisfied as soon as the depreciation rates δk
and δg are inferior to unity. Condition (41) is always satisfied if ek > eg (1− δk) ,
since then ψ1 < 1. In other cases, we have to compare the thresholds ψ1 and ψ2, and

find that ψ1 − ψ2 = − (1−ek)(egδg+ekδk)
(1−ek−eg)[(1−ek)δk(1−δg)+(1−eg)δg(1−δk)+δkδg ]

. This expression is

strictly negative as soon as the depreciation rates are inferior to unity and e
k
+ eg < 1.

Then, there is only one constraint on the parameter λ which insures that the dynamics
of capital growth rates are covariance stationary, namely |ηi| > 1, ∀i = 1, 2. This
constraint, which corresponds to the threshold ψ2, is provided in proposition 5.

Appendix C: Asymptotic distributions of empirical mo-
ments

First, we can verify that the sum of the two regressors (nt − kt) + kg,t is proportional
to the stationary component of Beveridge and Nelson’s decomposition of the vecto-
rial process (∆kt ∆kg,t)

′ , which is stationary by definition. Given the definitions of
processes {nt} , {kt} and {kg,t} (equations (9), (10) and (11)), we have

nt − kt + kg,t =

(
1− λ

λ− 1 + ek

)
(kt − kg,t) +

(
ek + eg

λ− 1 + ek

)
(kg,t − at) (44)

=

(
1− λ

λ− 1 + ek

)
(kt − at) +

(
ek + eg − 1 + λ

λ− 1 + ek

)
(kg,t − at) .
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Given that the stationary component of Beveridge and Nelson’s decomposition is
defined as H̃ (L) εt = [(kt − at) (kg,t − at)]

′ , we can express the sum nt − kt + kg,t
as nt − kt + kg,t = Φ1H̃ (L) εt, where the vector Φ1 is defined as in equation (21) by

Φ1 =
(

1
λ−1+ek

) [
(1− λ) ek + eg − 1 + λ

]
.

It implies that the regressors (nt − kt) and kg,t share the same stochastic trend. In
an obvious way, this result implies the singularity of the asymptotic variance-covariance
matrix of the empirical second order moments of the regressors. Indeed, by identifica-

tion we have ∆ (nt − kt) =
[
(1− L) Φ1H̃ (L)−Hg (L)

]
εt and ∆kg,t = Hg (L) εt.

Now, consider the vector st = [(nt − kt) kg,t]
′ . Let us denote E (εtε

′
t) = Ω = PP ′

and Φ (L) =
[
(1− L) ΦnH̃ (L)−Hg (L) Hg (L)

]′
. By application of the functional

central limit theorem and the continuous mapping theorem, we can derive the asymp-
totic distributions of the corresponding empirical moments

1

T 2

T∑

t=1

sts
′
t

L−→
T→∞

Φ (1)P





1∫

0

W̃ (r)
[
W̃ (r)

]′
dr



P ′Φ (1)′ +

1

T 2
Op (T ) , (45)

where W̃ (.) = [W1 (.) W2 (.)]
′ is a standard vectorial Brownian motion. Given the def-

inition of H̃ (L) and Hg (L), we can verify the singularity of the asymptotic covariance
matrix of the system

1

T 2

T∑

t=1

xtx
′
t

L−→
T→∞

σ2a

(
1 −1
−1 1

) 1∫

0

W1 (r)
2 dr. (46)

Appendix D: Asymptotic distribution of êg under the PFCRS

hypothesis

In equation (19), Â0 and Â1 are respectively defined as

Â0 =

T−2
T∑
t=1

(
z21,t
)
T−1

T∑
t=1

[z0,t (yt − kt)]−
(
T−1

)
T−1

T∑
t=1

(z1,tz0,t)T
−1

T∑
t=1

[z1,t (yt − kt)]

T−1
T∑
t=1

(
z20,t

)
T−2

T∑
t=1

(
z21,t

)
−
[
T−1

T∑
t=1

(z1,tz0,t)

]2
(T−1)

,

(47)

TÂ1 =

T−1
T∑
t=1

(
z20,t
)
T−1

T∑
t=1

[z1,t (yt − kt)]− T−1
T∑
t=1

(z1,tz0,t)T
−1

T∑
t=1

[z0,t (yt − kt)]

T−1
T∑
t=1

(
z20,t

)
T−2

T∑
t=1

(
z21,t

)
− (T−1)

[
T−1

T∑
t=1

(z1,tz0,t)

]2 .

(48)
Given the dynamic properties of the theoretical model, Wold’s decompositions as-

sociated to processes {z0,t} , {z1,t} and to the endogenous variable {yt − kt} of the
transformed model (24) are

yt − kt = Φ0H̃ (L) ǫt, (49)
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√
2z0,t = nt − kt + kg,t = Φ1H̃ (L) ǫt, (50)

√
2∆z1,t = ∆ [nt − kt − kg,t] = z0,t − 2kg,t (51)

=
[
(1− L) Φ1H̃ (L)− 2Hg (L)

]
εt,

where the polynomial vector H̃ (L) corresponds to the stationary component of the
Beveridge and Nelson’s decomposition of the process (∆kt∆kg,t)

′ (equation (17)), and
where vectors Φ0 and Φ1 are defined in the main text (see section 5). Then, we derive
the asymptotic distributions of the corresponding empirical moments

1

T 2

T∑

t=1

z21,t =
1

T 2

T∑

t=1

(
z0,t −

√
2kg,t

)2
(52)

=
2

T 2

T∑

t=1

k2g,t +
1

T
Op (T )

L−→
T→∞

2σ2a

1∫

0

W1 (r)
2 dr,

1

T

T∑

t=1

[z0,t (yt − kt)]
p−→

T→∞
E [z0,t (yt − kt)] , (53)

1

T

T∑

t=1

z20,t
p−→

T→∞
E
(
z20,t
)
. (54)

In the same way, we show that

1

T

T∑

t=1

z0,tz1,t =
1

T

T∑

t=1

z20,t −
√
2
1

T

T∑

t=1

z0,tkg,t (55)

L−→
T→∞

E
(
z20,t
)
−

√
2Hg (1)P





1∫

0

W̃ (r)
[
W̃ (r)

]′
dr



P ′H̃ (1)′Φ1 −

√
2Λ1,

where W̃ (.) = [W1 (.) W2 (.)]
′ denotes a standard vectorial Brownian motion, E (εtε

′
t) =

Ω = PP ′ and Λ1 =
∑∞

v=0E (∆kg,tz0,t−v) . Finally, we have

1

T

T∑

t=1

z1,t (yt − kt) =
1

T

T∑

t=1

z0,t (yt − kt)−
√
2
1

T

T∑

t=1

kg,t (yt − kt) (56)

L−→
T→∞

E [z0,t (yt − kt)]−
√
2Hg (1)P





1∫

0

W̃ (r)
[
W̃ (r)

]′
dr



P ′H̃ (1)′Φ0 −

√
2Λ0,

with Λ0 =
∑∞

v=0E [∆kg,t (yt−v − kt−v)] . Then, the asymptotic distribution of Â0 can
be immediately derived from

Â0 =

T−2
T∑
t=1

(
z21,t
)
T−1

T∑
t=1

[z0,t (yt − kt)]− T−3Op
(
T 2
)

T−1
T∑
t=1

(
z20,t

)
T−2

T∑
t=1

(
z21,t

)
− T−3Op (T 2)

L−→
T→∞

E [z0,t (yt − kt)]

E
(
z20,t

) = h0.

(57)
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The estimator Â0 converges in distribution toward a null punctual mass. Given the
definition of Â1, we also obtain

TÂ1
L−→

T→∞

E [z0,t (yt − kt)] Ψ̃1 − E
(
z20,t
)
Ψ̃0

√
2E
(
z20,t

)
σ2a

1∫
0

W 2
1 (r) dr

, (58)

where the stochastic variables Ψ̃j , j = (1, 2) are

Ψ̃j = Hg (1)P





1∫

0

W̃ (r)
[
W̃ (r)

]′
dr



P ′H̃ (1)′Φ′

j + Λj ∀j = 0, 1. (59)

Appendix E: Asymptotic distribution of êg under the OCRS

hypothesis

The Wold’s decompositions of processes {kg,t − kt} , {nt − kt} and {yt − kt} are

yt − kt = Φ0H̃ (L) ǫt, (60)

kg,t − kt = Φ3H̃ (L) ǫt, (61)

∆ (nt − kt) =
[
(1− L) Φ1H̃ (L)−Hg (L)

]
ǫt, (62)

where the polynomial vector Hg (L) and vectors Φ0, Φ1 and Φ2 have been previously
defined. We note Φ3 =

(
−1 1

)
. Then, by application of the functional central limit

and the continuous mapping theorems, we get

1

T 2

T∑

t=1

(nt − kt)
2 =

1

T 2

T∑

t=1

k2t +
1

T
Op (T )

L−→
T→∞

4σ2a

1∫

0

W1 (r)
2 dr, (63)

1

T

T∑

t=1

[
(kg,t − kt) µ̃2,t

] p−→
T→∞

E
[
(kg,t − kt) µ̃2,t

]
, (64)

1

T

T∑

t=1

(kg,t − kt)
2 p−→
T→∞

E
[
(kg,t − kt)

2
]
, (65)

where W1 (.) is a standard scalar Brownian motion. In the same way, we find

1

T

T∑

t=1

(nt − kt) µ̃2,t
L−→

T→∞
−Hg (1)P





1∫

0

W̃ (r)
[
W̃ (r)

]′
dr



P ′H̃ (1)′Φ′

2 + Λ2, (66)

1

T

T∑

t=1

(nt − kt) (kg,t − kt)
L−→

T→∞
−Hg (1)P





1∫

0

W̃ (r)
[
W̃ (r)

]′
dr



P ′H̃ (1)′Φ′

3 + Λ3,

(67)
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where E (εtε
′
t) = Ω = PP ′, and where W̃ (.) = [W1 (.) W2 (.)]

′ denotes a standard
vectorial Brownian motion, with Λ3 =

∑∞
v=0E [∆ (nt − kt) (kg,t−v − kt−v)] and Λ2 =∑∞

v=0E
[
∆(nt − kt) µ̃2,t−v

]
.

Then, we transform the expression of êg in order to control for the different speeds
of convergence

êg − eg =

T∑
t=1

[
(nt−kt)

2

T 2

] T∑
t=1

[
(kg,t−kt)µ̃2,t

T

]
−
(
1
T

) T∑
t=1

[
(nt−kt)(kg,t−kt)

T

] T∑
t=1

[
(nt−kt)µ̃2,t

T

]

T∑
t=1

[
(nt−kt)

2

T 2

] T∑
t=1

[
(kgt−kt)

2

T

]
−
(
1
T

) [ T∑
t=1

(nt−kt)(kg,t−kt)
T

]2 .

(68)
Given previous results, we obtain

êg−eg =

T∑
t=1

[
(nt−kt)

2

T 2

] T∑
t=1

[
(kg,t−kt)µ̃2,t

T

]
−
(
1
T

)
Op
(
T 2
)

T∑
t=1

[
(nt−kt)

2

T 2

] T∑
t=1

[
(kgt−kt)

2

T

]
−
(
1
T

)
Op (T 2)

p−→
T→∞

E
[
(kg,t − kt) µ̃2,t

]

E
[
(kgt − kt)

2
] . (69)

The centered estimator êg − eg converges in distribution toward a punctual mass
(this result ensures the convergence in probability), corresponding to the correlation
between kg,t − kt and µ̃2,t. By developing the expression of the stationary component
µ̃2,t, we can rewrite the bias on êg as a linear function of the stationary components of

the Beveridge and Nelson’s decomposition of the process (∆kt∆kg,t)
′, since we have

E
[
(kg,t − kt) µ̃2,t

]

E
[
(kgt − kt)

2
] = (1− ek − eg)

E [(kg,t − kt) (at − kt)]

E
[
(kg,t − kt)

2
] + (1− ek)

E [(kg,t − kt)nt]

E
[
(kg,t − kt)

2
]

=

Φ3

(
∞∑
v=0

H̃vΩH̃
′
v

)
Φ′
2

Φ3

(
∞∑
v=0

H̃vΩH̃ ′
v

)
Φ′
3

. (70)

In the same way, it is possible to derive the asymptotic distribution of ên. We
consider the following definition

T ên =

T∑
t=1

[
(kg,t−kt)

2

T

] T∑
t=1

[
(ng,t−kt)µ̃2,t

T

]
−

T∑
t=1

[
(nt−kt)(kg,t−kt)

T

] T∑
t=1

[
(kg,t−kt)µ̃2,t

T

]

T∑
t=1

[
(nt−kt)

2

T 2

] T∑
t=1

[
(kgt−kt)

2

T

]
−
(
1
T

) [ T∑
t=1

(nt−kt)(kg,t−kt)
T

]2 , (71)

and find T ên
L−→

T→∞

E[(kg,t−kt)
2] Ψ̃2−E[(kg,t−kt)µ̃2,t] Ψ̃3

E[(kg,t−kt)
2]σ2

a

1∫
0

W 2
1
(r)dr

, where stochastic variables Ψ̃2 and

Ψ̃3 are defined as Ψ̃j = −Hg (1)P

{
1∫
0

W̃ (r)
[
W̃ (r)

]′
dr

}
P ′H̃ (1)′Φ′

j + Λj ∀j = 2, 3.
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