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Abstract

Proxy-means testing (PMT) is a method used to agdsmssehold or individual welfare level based on a
set of observable indicators. The accuracy, ancefibie usefulness of PMT relies on the selection of
indicators that produce accurate predictions ofsbbold welfare. In this paper | propose a method to
identify indicators that are robustly and strongtyrelated with household welfare, measured by per
capita consumption. From an initial set of 340 ¢datt variables drawn from the Indonesian Famifg Li
Survey, | identify the variables that contribute anesignificantly to model predictive performancedan
that are therefore desirable to be included in ar Abtmula. These variables span the categories of
household private asset holdings, access to basitestic energy, education level, sanitation and
housing. A comparison of the predictive performaat®MT formulas including 10, 20 and 30 of the
best predictors of welfare shows that leads to mewending formulas with 20 predictors. Such
parsimonious models have similar predictive pertommoe as the PMT formulas currently used in
Indonesia, although these latter are based on s0€8R variables on average.

Keywords: Proxy-Means Testing, Variable/Model Sttet, Targeting, Poverty, Social Protection.
JEL codes: 138, C52.
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“The essential ingredient®f specification searchesfe judgment and purpose, which jointly determine
where in a data set one ought to be digging and alsich stones are gems and which are rocks.”

E. E. Leamer (1978)

Introduction

Proxy-means tests (PMT) have been increasingly ueetentify poor households in developing
countries. PMT deals with the following problem, igt is a typical situation in most developing
countries. There is no official registry that congaaccurate and up to date information on houskehol
and/or individual revenue. Self-reported incoméhisrefore unverifiable, and it can be potentiaiiget
consuming and costly to identify the poor. Proxyame testing (PMT) allows assessing household

welfare based on observable indicators.

The implementation of PMT requires two distinct adlaburces. First, a household survey containing
information on household expenditures (or inconm@) aocioeconomic characteristics is required. It is
used to estimate the correlation between housetwridumption, and a set of observable characteristic
based on simple regression methbdde set of weights (coefficients) derived fromse&onsumption
regressions provides a scoring formula, which igduso compute “PMT scores”, or predicted
consumption, in a targeting survey targeting survey, or “census of the poor”, isrémistered to all
households or individuals considered as potentialigible for social protection programs. It coliec
information on socioeconomic indicators that erttexr PMT formula estimated using the household

consumption survey.

The accuracy, and therefore the usefulness of PdTafgeting social programs, depends critically on

the quality of the indicators available in the &tigg survey: they need to be good predictors dfane

! See Sumartet al. (2007) for a discussion of the consumption regoesapproach used for PMT in comparison
with alternative approaches to estimating househelfiare with the objective to identify the poor.

2 A similar approach is also used to develop “sragdla estimation poverty maps”, following the metiooposed
by Elberset al. (2003). The difference is that the second datacgoused for poverty maps is typically a population
census.
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or poverty. In addition, such predictors need toebsy to collect and verifyas well as limited in
number, given that targeting survey interviews $hde short. In the context of the implementatiéma o
PMT method for targeting social protection prograthe key issue is therefore to identify amongrgda
set of candidate variables the predictors thatcad-effective to be included in the targeting syrv

because they are reliable in producing good priedistof household welfare.

It is not straightforward to identify good predirtaf welfare. For a numbé&r of candidate variables, the
data set does not “admit a unigue set of inferéntesmmer 1985). Instead, the model space is “itdin
dimensional” (Leamer 1983): there afepssible models (with different sets of predictdhst can be
estimated. WheiK is larger than 30, there are billions of possiledels: it is impossible to find the
single best one. Moreover, among all possible ngdbkre are a large number of models that provide
good predictions, which is acknowledged in the métlleveloped in this chapter. Through random
sampling of models from the entire model spacs, ttiethod allows first assessing the level of ptadic
performance that can be expected from a good maedel,then identifying which variables are more

likely to produce such models.

The model random sampling method relates to thesiteity analyses” advocated by Leamer (1985) to
address model uncertairitythe robustness of a variable is assessed hereabyaéing whether changes
in the set of predictors with which this variabkdecombined lead to differences in the contributibthis
variable to model predictive performance. In theréiture, a number of analyses of the sensitivity o
model parameters to changes in assumptions, ifcylartto changes in the set of predictors, havenbe

conducted using the extreme-bounds tests propogdceémer — seee.g. Levine and Renelt (1992).

3Since this data is collected for the purpose oéptiglly providing program benefits, respondentgithbe tempted
to give answers that increase their chances ofviagethese benefits. This is an even greaterwiskn the targeting
system is being updated, as households might hagke rine link between being surveyed and receivangefits.
The indicators selected for the targeting surveyuhtherefore be easily verifiable by the enunwmsatnd the risk
of measuring them with error should be low.

* Leamer discusses the need for sensitivity analiysessess the robustness of the empirical rekitiprbetween a
given variable or set of variables and the outcah@terest. The sensitivity analysis approach detlate have
mostly been limited to the macroeconomic literatimeparticular the cross-country growth literature

® Leamer (2010) considers however that the extreoudbs analysis proposed in Leamer (1983) has beeorly
understood and inappropriately applied.”
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However, this approach has been criticized, fotaimse by Granger and Uhlig (1990) and Sala-i-Martin
(1997), for giving the same importance (weightatomodels. Indeed, some models are obviously not
“likely to be the true model” (Sala-i-Martin 1997)) the sense that they have a weak performance.
Therefore, the robustness of a variable should b#otrejected based on such models. Instead it is
recommended to “restrict attention to better fgtimodels” (Sala-i-Martiret al. 2004), which is the

approach adopted in this chapter.

| implement the model random sampling method oretaof 340 indicators drawn from the 2007
Indonesian Family Life Survey. These indicatorssanesequently ranked according to their probability
being included in good predictive models and tartbentribution to the predictive performance oésle
models. | find as good predictors of welfare, amek¢fore useful in both a targeting survey and a’PM
formula, variables that span the categories ofgpeivasset holdings, access to basic domestic energy
education level, sanitation and housing. The madeldom sampling method leaves the decision
regarding the predictors to be used in both thgetarg survey and the PMT formulas to the researche
and/or the policymaker. Yet, it provides them witkeful information to make this decision in a
transparent manner, such as the expected incre@sedictive performance from the inclusion of eegi

variable.

The prediction accuracy that can be expected frdAT Formulas that include the best predictors of
welfare is discussed, to illustrate the use of mbsults in terms of predictor ranking. In particula
comparing the predictive performance of models With 20 and 30 of the best variables, | find overal
that good predictions are obtained with 20 predéctnd therefore recommend using such parsimonious
models. These results contribute to the literaturdargeting social programs by further demonstgati
that targeting using PMT has inherent relativelpdmant errors, even when including a large nunatber
good predictors. Therefore, it is recommended BT is used in combination with other targeting

methods, in line with Coadst al. (2004), especially in rural areas. Moreover, theselts suggest that a
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targeting system developed based on PMT shoulddech mechanism to address grievances regarding

households that are wrongly excluded or includettiénlist of beneficiaries of a social program.

The remainder of the paper is organized as foll@estion 2 presents the Indonesian Family Life &urv
(IFLS), the data source used for this analysisti®®8 discusses existing models selection metlaods
describes the model sampling method proposed [8=etion 4 presents the results in terms of the
variables that are identified as good predictora/@ifare. Section 5 discusses the predictive pevémce

of PMT formulas including 10, 20 and 30 of thesedictors. Section 6 concludes with a discussiamef
implications of the findings in terms of the indices - and models - that will contribute to improve

targeting accuracy in Indonesia.

Section 2 — The Indonesian Family Life Survey

The Indonesian Family Life Survey (IFL°"3} a large-scale longitudinal survey which prosi@stensive
information on households that are representativatiout 83% of the Indonesian population living.g
provinces in 1993.This paper uses the cross-sectional data of th& @@ve of the survey, the IFLS4,

which has a sample size of 12,945 households.

Compared to the SUSENAS, national socioeconomizesuconducted annually by the Indonesian
National Statistics OfficeBadan Pusat StatistilBPS) which covers more than 200,000 househdbds, t
IFLS contains more detailed information on houséé@ind individuals. This serves better the purjpdse

identifying good predictors of poverty and welfaiidhe IFLS is composed of 11 household books, of

® More information on the IFLS is available on the AND Corporation website

(http://www.rand.org/labor/FLS/IFLS.htl

" The IFLS is a longitudinal survey. The samplingeste for the first round IFLS1, collected in 1988s therefore
determined the sampling in subsequent rounds —2Rh2997, IFLS3 in 2000 and IFLS4 in 2007 — whichow
the original IFLS1 households and their splitoffhie IFLS1 surveyed 7,224 households and more tl2s00Q
individuals. They were selected based on the sagmcheme of the 1993 Susenas, nationally repisent
socioeconomic survey of about 60,000 householdg;hwétratified on provinces, then on urban-ruraaar within
provinces. The 13 provinces were selected not tmlyaximize the representation of the populatian, dso to
capture the cultural and socioeconomic diversitynafonesia in a cost-effective way, given the simd terrain of
the country. Within the 13 provinces, 321 enumeratireas (EAs) were randomly selected, with ansarepling
of urban EAs and EAs in smaller provinces to feaié urban—rural and Javanese—non-Javanese coamsris
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which 4 are at the household level and 7 at thévithaal level. Book K provides information on
household composition at the time of the survey amdhe dynamics in the household demographics.
Book 1 and Book 2 provide information on househadgenditures and socioeconomic characteristics
such as housing characteristics, household busisgtm and nonfarm), private assets, and non-labo
income. Book 3A and 3B are answered to by at ledstusehold member aged 15 and above, and they
collect data on individual characteristics, amortgcl education level, health, community participati
and employment. Book 5 is administered to childaged below 15; it provides information on school
participation, health and labor participation. BeokdS1 and US2 collect data on physical health,

including weight, height and other health-relatezhsurements for all household members.

Using these 8 booKs| construct 340 variables which gpetentially goodpredictors ofwelfare and/or
poverty, at the household or individual level. Mafythese candidate variables are discrete andureeas
the same phenomenon. For instance, a dummy isedréat each type of wall or floor, in order to allo
disentangling the specific types that matter thestnfor predicting welfaré. Overall, the candidate
variables can be grouped for convenience into ldgoaies which refer to different manifestations of
poverty, based on the literature on poverty andasel demographics, demographic dynamics, education
level, school participation, literacy, health s&gtoutrition, employment, housing, basic domestiergy
services? sanitation, private assets, business assets amthanity participation. The indicators grouped
in the categories demographics, education levéipacparticipation, literacy and employment are
calculated separately for the household head anth&other household members, by gender and age

group, where relevant and possible.

8 The 3 household books that are not used in tipsipare the tracking book (T), the one answereevey-married
women (4) and the one on cognitive assessment (EK).

° See the Appendix for the full list of variablesoM details on their definition, as well as summstatistics are
available upon request.

19 Basic domestic energy is the basic energy or gre=ryices needed to achieve standard daily lixégirements.
It includes lighting, cooking, heating or coolings well as energy to provide basic services lintedealth,
education and communicatiors d.drinking water).
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The welfare indicator | use is the logarithm oflreausehold per capita expenditures, computed e@s th
sum of food and non-food expenditures (excludinglie goods) divided by household size and adjusted
for price differences using provincial urban/rupalerty lines. | use the 2000 IFLS provincial urivaral
poverty lines from Strausst al. (2004) which are based on the poverty lines farr&ary 1999 calculated

by Pradharet al. (2001). These 2000 IFLS lines are inflated toe@fR007 prices using the inflation rate
of the official province urban/rural poverty linggtween 2000 and 2007. Lastly, expecting that the
characteristics of the poor are different acrosmuarand rural areas, | estimate consumption regress

models separately for each atéa.

Section 3 — Variable and model selection using amdom sampling method?

The accuracy of PMT scores is negatively affectedhe use of weak predictors of welfare for their
construction. When eligibility to social protectigmograms relies exclusively on PMT scores, this is
problematic. The media in Indonesia, for exampdgutarly feature troubles related to the allocatdn
key social protection programs suchRaskin(“Rice for the Poor”), the subsidized rice prograbhe
imperfect relationship between PMT scores and atimasehold welfare is one of the reasons for these
allocation problems. In this section, | first dissiexisting approaches to selecting indicatoretoded in

a PMT formula (PMTF) before presenting the modeldan sampling method as an alternative for

identifying the best predictors of welfare.

™ In urban areas, the sample size is of 6,984 haldghand 5,961 households in rural areas. All@ssipns
include cross-sectional sampling weights from Stsatial. (2009).

12 variable selection and model selection are ustztéhangeably in this paper. It is considered tivatappropriate
model is identified through specification searclhjchk consists in selecting the set of explanat@yables that is
appropriate given the objective of the empiricale@cher, following Leamer (1978).
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3.1 Existing model selection methods

In the academic literature on PMT, as well as fue practical implementation of PMT around the
world,”® variables used for estimating PMTF are usuallyected through manual or automated
specification searches. In the manual approacht afsnitial candidate predictors is first selektbased
on their anticipated correlation with welfare owvpay, on their availability in consumption survegsd
on the ease and accuracy with which they can Beotetl. Per capita expenditures are then regressed
this list ofcandidatepredictors and thea posteriorisignificance level in the full regression is calesied

to select thdinal set of predictors (se=g.Ahmed and Bouis 2002).

More common are automated selection procedures, asicstepwise, meant to reduce the number of
predictors. Such procedures have been used in Rididlaions €.g. Grosh and Baker 1995 and Sharif
2009), as well as recently for Indonesia’s targetsthemes (World Bank 2012). They are easily
implemented using standard econometric softwardééchwis convenient when there is a large set of
initial candidate predictors. However, “stepwis@gqadures are not intended to rank variables by thei
importance” and are “not able to select from aofefariables those that are most influential” asyttend

to be unstable as to which variables are includethé final model (James and McCulloch 1990). The
whimsical* nature of stepwise procedures seems to depentilyata the degree of correlation between
the initial candidate predictors, as shown by Denkand Keselman (1992urthermore, models
identified by such automated procedures are mdsgesuto chance features of the data and frequently
fail to predict as accurately when applied to saspbther than the estimation sample (Judd and

McClelland 1989).

With traditional approaches to specification seasgtwhether manual or automated, the focus is @n th

models; the variables that should be included éntéingeting survey are those that are selectdukifirial

13 See e.g. Glewwe and Kanaan (1989), Grosh and B4Re6), Ahmed and Bouis (2002), Narayan and Yashid
(2005) and Sharif (2009) for PMT simulations forigas countries; Castaneda and Lindert (2005) foevéew of
the experience of Latin America countries.

14 This term is used by Leamer (1983) to refer tol#io of robustness of econometric results to belsanges in
specifications or functional forms.

10
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models. However, these approaches do not “find”thst model according to some objective criterion
such as the (adjusted) R2. Instead, such methdest ssme model among many good (or excellent)
models and dismiss the rest. As a result, sligahghs - in the sample, in the set of candidatabbas or

in the implementation procedure - may lead to medieat include different sets of predictors and yet
appear equally good in terms of fit or predictiverfprmance? In Indonesia, PMTFs have been
developed for each of the 497 districts based abamation of manual and stepwise procedures. These
PMTFs include different sets of predictors for eifint districts, which leads to an overall largenbar

of indicators to be collected in a targeting surt’ef¥hese procedures are not appropriate to assess
whether there is a smaller set of indicators thatld/ provide similar predictions across all diggicThey

are therefore not ideal for identifying which ofett840 candidate variables work best in predicting

welfare, and should therefore be included in agiimg survey, which is the purpose of this paper.

3.2 A model random sampling method for selecting PMindicators

The imperfect world of specification searches is anwhich one must work with models that are gabd
best (according to the adjusted R2, or any othigermn of predictive performance), rather thanhnét
single best model among all possible models. I, fdere are usually a very large number of good
models that can be constructed given an initialofepredictors. The first step in the proposed new
approach is establishing what the general chaistitsr of “good models” are, before identifying the

variables that are included in such models in asgstep.

5 This issue has been referred to as the model taisrissue in the literature (seeg. Leamer 1978, Leamer
1985, Temple 2000): there are several models waiehgood, in the sense that they provide estimatgsh are
validated according to the diagnostic test resblis these models yield different conclusions rdupy not only the
variables but also their parameters. For a furttiscussion of issues arising from traditional modelection
approaches, seeg.Raftery (1995).

* The Indonesian targeting survey, the Data Colbectior Social Protection Program®endataan Program
Perlindungan Sosiat PPLS), which was administered to more than 2bomihouseholds in 2011 to establish the
national targeting system, collects informationawer 50 indicators. Note however that the procedardevelop
the 2011 PPLS questionnaire was different frompiteeedure discussed here since the questionnagelesigned
and implemented before the 497 PMTFs were developed

11
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As mentioned above, the primary interest of thiggoas to evaluate the performance of each of #ie 3
preselected candidate variables in predicting welfBesigning a targeting survey questionnaireiregu
the identification of a limited number of indicasowhich will provide good predictions of welfare. |

therefore focus for convenience on linear predictivodels with a fixed size of 10 variabltés.

With 340 candidate predictors — which are iderdifigior to any model or variable selection — one ca
construct approximatel;'% = 2 x 101° different linear prediction models of 10 variabl&se model
space is far too large to evaluate all modelsebttlO-variable models are randomly selected flen t
entire model space (of models with 10 variables).

The two-step model random sampling method

The first step aims to gain insight on what a gowatlel is. | sample at random from the space of 10-

predictor models a large numbsy;,, of models of the form:
Ln PCE = a + By X, + &, wherek =1,..,10 @)

For each model sampled, the measure of predicévéoqmance, the R-squared (B2js stored. The
sampling distribution of R2 approximates the popafa(true) distribution of R2 wheg becomes large
and therefore can be used to gauge the distributiqoredictive performance across the entire model
space? From this sample o, models, | divide the estimated R2 in 1000 quasitite “permilles™ This
allows classifying subsequent models into diffene@tmilles. Models appearing in the top permille ar

those that produce a good fit and that are thezafonsidered as good for predictions.

7 sala-i-Martinet al. (2004), who also develop a method for ranking phetdictors of economic growth by their
“importance”, argue that fixing model size is “edsyinterpret, easy to specify and easy to checkdbustness”.
Model size can be straightforwardly extended ifdezk and can in practice depend, for instancehertdget and
time available for the survey, or on the need tentdy indicators that fit on a 1-page questionegjor on a
scorecard) for the targeting survey. Robustnesskshare conducted for model sizes of 5, 20 and&® section 4.
18 There are other possible measures for model firegliserformance, such as the Akaike or Bayesiéorimation
criteria (AIC, BIC). However, as argued by Granged Uhlig (1990), the R-squared is a “relevantigiatand
some exact results are achievable using it.” Fumtbee, since models of equal size are compared|asinesults
would be obtained with other measures, includirgatijusted R-squared.

195, is chosen here to be 300,000 but it can be reamtifeased:; results in terms of the R2 distributtonverge
already withs;=60,000.

20 Note that in theory this approach can be easitgreded to estimate 10,000 or 100,000 quantiles. d¥ew the
sample size (of models) needs to be increaseddingty, knowing that this takes processing time.

12
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The second step focuses on the characteristideesét‘good” models and aims to identify which af th
340 candidate variables appear often in the beskempi.e., a model from the top 0.1%. After having
estimated R2 permilles in the first step, | agaiocped to randomly select models of the form (&jnfr
the model space, this time with the objective taleste the performance of each single variahlevhen
combined with a random sample of 9 additional ciates. Intuitively, good variables are those that

contribute to model predictive performance, regassllof the other controls they are paired with.

In this second step, | randomly samplemodels from the model spateFor each randomly selected
modeli, it is first evaluated within which permille its2Ralls (R3_; < R} < RZ,q € (1;1000)). Then,
information is collected on the 10 variables thanpose modadl, their added value and coefficient sign.
Based on all models including a given variajje three indicators of performance are computec&mh
variable. The first indicator of performance is girebability of inclusion of variabl&, in a good model.
This indicator measures the probability of inclusifor each predictor when a model from the top
permille is randomly selected. Variables that odoequently in top predictive models are good Valga.

(Note that when this probability is close to 1, tlaeiable is necessary to obtain a good predigtosger.)
P(Xj included | R3_; < R} < R2), q € (1;1000) (2

Intuitively, (2) is the fraction of models of a tain predictive performance level that include the

preselected variablg,.

The second indicator of performance used to assgs@ndidate predictor is #slded valugconditional

on inclusion in a model of a certain predictivefpanance. The added value is defined as the diftare
between the R2 with and without the varialjeincluded in the regression model. It measures howhm
each variable “adds” to the predictive power of thedel. Variables that add a lot, and especialbg¢h

that add a lot to good models, are good variables.

s, is chosen here to be 1,000,000. On average, whimating a sample,=1,000,000 random models, each
candidate predictor is selected in about 3,000 iso&milar results in terms of variable ranking abtained when
estimatings,=100,000 random models.

13
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The third indicator of variable performance congideis the sign of the coefficients of varialilgin all
models in which it is included. Variables that awbustly related to poverty or consumption showdeenh
the same sign, regardless of the other covariathgded. In other words, a good predictor of welfaot
only has a high contribution to the R2 of good nisdeut also a correlation with welfare that is

constantly either positive or negative.

3.3 Advantages of the model random sampling method

The model random sampling method provides sevatatdsting pieces of information useful to the
policymaker interested in implementing an effectRMT, especially when the pieces of information are

combined.

The starting point of this method is the estimatidrthe distribution of model performance across th
model space. It gives a sense of the predictiviopeance of any model that can be expected given th
data. Secondly, instead of delivering a single tbe®del according to a certain criterion, it sgeeilly

acknowledges that it is practically impossible itwdfthe single best model. Instead, the model rando

sampling method establishes a benchmark to makssassment of the quality of models.

The method also allows assessing the relationgtipden the individual performance of a given vdeab

and model performance. The final variable rankipgears robust to the number of initial predictars o
their degree of correlation. This presents the athge of allowing comparisons of good predictors of
welfare across time, location and welfare/povemtfirdtions. It can therefore be expected to provide

reliable predictions, especially outside of theneation sample.

Section 4 - Results: the best predictors of welfare

In this section | first present the results in terofi the estimated R2 distribution across the megate,

and then discuss the specific variables that ametified as good predictors of welfare, both sejadydor

14
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urban and rural areas. Note that the dependerdblarused, (the logarithm of) per capita expenegur
has automatically a strong correlation with (thgaldthm of) household size, which obtains an irolus
probability approaching 1 in the top urban andIraoradels. The results presented here thereforeorely
the estimation of randomly selected models in wiftble logarithm of) household size is automatically

included - with a randomly selected subset of @ofiredictors?

4.1 The empirical distribution of predictive performance over the model space

Figure 1 shows the R2 distribution over the spdckOepredictor models for urban and rural areag Th
distribution of R2 across the model space shows tatgeting using PMT has inherent errors: 99.9% of
models (of 10 predictors) predict less than 42%the variation in actual household per capita
expenditures in urban areas, and less than 33uahareas’ Model performance varies widely between
urban and rural areas. In urban areas, on averadelsof 10 predictors have an R2 of 0.29, wheireas
rural areas the average R2 of 10-predictor modelbout 0.20. It suggests that it might be easier t
identify poor households in urban areas than imlrareas based on the prediction of their per aapit
expenditures using observable characteristics. iEhi@ssibly explained by households tending taesha
similar socioeconomic characteristics in rural anemre than in urban areas, which makes the digtinc

between poor and non-poor households based orvabses more compleX.

22 Robustness checks are conducted without the fpromhousehold size. The results for the rankingthef

remaining predictors, available upon request, lgesame.

2 When applying the random sampling method to modef30 predictors for instance, it is found that®® of

these models have an R2 lower than 0.50 in urbeasand 0.40 in rural areas.

2 Another reason for the lower predictive performan€rural models might be the fact that the padnesiseholds
are located in rural areas, whereas PMT does tmt dargeting accurately enough the poorest ofpgber. This

stems from Ordinary Least Squares (OLS)-based giieds being inaccurate at the bottom of the conion

distribution (Grosh and Baker 1995).
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Figure 1 - R-squared distribution over the space of models of 10 predictors
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Note: R2 distribution estimated from 100,000 models randomly selected from the model space.

4.2 The best predictors of household welfare

Tables 1la and 1b show the list of predictors tlaaeha probability greater than 0.05 to be incluidetthie

top 0.1% models and that have a consistent sigmapitity, ranked in descending order of their irsodun
probability, in urban and rural areas respecti@lyariable inclusion probabilities in the top 0.1%
models are reported in column (1); the conditigmalbabilities to obtain a model which performance
classifies it among the top 0.1% when a given tdeias included - referred to henceforth as model
probability - are reported in column (2). Varialaldded values, expressed as the average shardeaf ad
value in model R2, and their coefficient sign piolies are reported in columns (3) and (4)
respectively. They are both conditional on eachatde being included in a top 0.1% model. Tables 1a
and 1b show that there is a high correlation betwesiable inclusion or model probability and their

added values.

The best predictors of welfare appear to belondifferent variable categories, spanning from edoocat
and employment to housing and asset ownefShip. urban areas, the first three variables appear
significantly better than all other variables: tHeve a probability higher than 40% to be included

top 0.1% model. In such models, these variablefribote on average to increasing the R2 by mora tha

% See Annex 1.1 for the full list of variables, andimilar assessment of their performance in theét®% models.
% variable categories that are not among the bestigiors of welfare include variables that are lessy to collect
and verify such as demographic dynamics, healtostnd nutrition.
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12%. In rural areas, one variable, cooking with @dase significantly better than all other variablesore

than 80% of the top 0.1% models include this vdeiaburthermore, cooking with wood contributes to
nearly one-fifth of the R2 of these best modelssTdorresponds to an increase of about 6 percentage
points in the R2 of the top 0.1% rural models. heséngly, it is also the only variable among thesth

predictors that has a negative correlation withsebwld welfaré’

Table 1la: Best predictors for the top 0.1% urbadef

Inclusion Model Added Sign
prob. prob. value prob.

Variables (1) (2) 3) (4)
(D) Asset: Fridge 0.631 0.215 0.123 1
(Log) Avg years of schooling in the HH 0.470 0.160 0.121 1
(D) HHH max education level: university 0.432 0.147 0.120
Nb of rooms in the house 0.206 0.070 0.079 1
(D) HH cooks with gas 0.201 0.068 0.078 1
(D) HH cooks with wood 0.128 0.043 0.070 0
(Log) house floor size 0.121 0.041 0.064 1
(D) Max. education level in HH: university 0.103 085 0.047 1
(D) Floor type: ceramic 0.086 0.029 0.043 1
(D) Drinking water source: mineral water 0.076 ®02 0.037 1
(D) Toilet: own with septic tank 0.072 0.024 0.033 1
(D) Asset: Vehicle 0.064 0.022 0.035 1
(D) >=1 HHM aged >15 enrolled in school 0.064 0.022 0.030 1
(D) Non drinking water source inside the house 8.06 0.022 0.032 1
(D) Garbage disposed in trash can 0.057 0.019 0.031 1
(D) Drinking water source: well 0.053 0.018 0.029 0
(D) HHH max education level: primary school 0.052 0138 0.028 0
(D) Asset: Receivables 0.051 0.017 0.028 1

Note: HH stands for household, HHH for householddhand HHM for household member; >=1 stands ftgamst 1. (D)
indicates dummy variables. In all random models,dbpendent variable is household adjusted petacappenditures,
and household size is included. The sign probaslprobability that the variable has a positignsand added values
(average difference between the R-squared of theafi@ble model - including the variable of intdresand the R-
squared of the 9-variable model - excluding théalde of interest - as a share of the average Rrsguof the top 0.1%
10-predictor models) are conditional on the vasabéing included. The model probability is the oty that the
model is among the top 0.1% models, conditionghaluding a given variabl

2" In both urban and rural areas, most of the bestipiors, such as fridge ownership for instancemrs& allow
differentiating households that are rich, rathentthe poor. This may also explain why PMT doespaotorm well
in targeting accurately the poorest of the poorteNihat the candidate variables constructed frotegomical
variables such as the type of wall or of cookinglfinclude dummies for all categories. There ismissing
category (among those specified on the questioanair
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Table 1b: Best predictors for the top 0.1% rurabigle

Inclusion Model Added Sign
prob. prob. value prob.

Variables (1) (2) (3) (4)
(D) HH cooks with wood 0.823 0.280 0.187 0
(D) Asset: TV 0.301 0.102 0.122 1
(D) Asset: Fridge 0.268 0.091 0.110 1
(D) Asset: HH Appliances 0.264 0.090 0.112 1
Nb of rooms in the house 0.189 0.064 0.104 1
(Log) house floor size 0.171 0.058 0.095 1
(Log) Avg years of schooling in the HH 0.136 0.046 0.086 1
(D) Asset: Vehicle 0.103 0.035 0.058 1
(D) Max. education level in HH >= senior sec. 0.092 0.031 0.059 1
(D) HH cooks with gas 0.085 0.029 0.073 1
(D) Non-farm business asset: 4-wheel vehicle 0.071 0.024 0.054 1
Nb HHM aged 15-64 0.069 0.024 0.052 1
(Log) Max. years of schooling in the HH 0.067 0.023 0.057 1
(D) Non drinking water source inside the house 6.06 0.022 0.043 1
(D) HHH max education level: university 0.060 0.020 0.049 1
(D) Toilet: own with septic tank 0.059 0.020 0.046 1
(D) HHM primary job status: gvt employee 0.058 @02 0.051 1
(D) Drinking water source: mineral water 0.051 @01 0.041 1
(Log) HH avg per capita annual earnings 0.051 0.017 0.033 1
(D) Max. education level in HH: university 0.050 007 0.048 1

Note: HH stands for household, HHH for householddha@nd HHM for household member; >=1 stands fteast 1. (D)
indicates dummy variables. In all random models,dbpendent variable is household adjusted petacappenditures,
and household size is included. The sign probasiliprobability that the variable has a positignsand added values
(average difference between the R-squared of theafiible model - including the variable of intéresand the R-
squared of the 9-variable model - excluding thealde of interest - as a share of the average Rrsguof the top 0.1%
10-predictor models) are conditional on the vagabéing included. The model probability is the @tobty that the
model is among the top 0.1% models, conditionahetuding a given variabl

Similarly to the R2 distribution, there appearsoobest predictors that are specific to urban awesa
others specific to rural areas, in addition to soragables that overlap between the two areas. This
suggests that obtaining good predictions of hoddetelfare in Indonesia requires estimating PMT
formulas separately for urban and rural areasasti® The predictors that appear only in the top 0.1%
rural models are variables that allow distinguighimuseholds whose living is not exclusively depend

on farming and agriculture and that have diverdifrcome source®(g.ownership of non-farm business

% |mplementing the model random sampling method atame disaggregated geographic level would sinyilarl
allow identifying whether good predictors of weHaare specific to provinces or even districts, #mefefore
whether it is desirable to develop PMTFs for eafcthese areas.
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assets, being a government employee, the numbeomding-aged household members). In addition, in
rural areas ownership of private assets such a¢ arTther appliances, which could be categorized a
non-vital or “convenience” assets, appear to cbuate largely to distinguish households by theirfarel

status.

In urban areas, are among the best predictors Ifdneesariables that are closely related to thetion of

the dwelling, such as the type of floor, garbaggpdsal in a trash can or drinking water from a well

These variables are likely to be correlated withellimgs located in slums, or disadvantaged
neighborhoods within cities; they describe the iraity in access to basic services and sanitatisnyell

as the use of low quality construction materiakhéd predictors that are specific to urban arelgeado

the education participation of household membeesiddh and above, as well as ownership of financial

assets.

Robustness checks are conducted to assess whietheariable rankings obtained are sensitive to the
number of predictors selected in the random maoalels the number of models estimated in the first a
second steps of the method. The results in term@rafictor ranking, available upon request, are not
affected by such changes in the implementationhef hethod. The model random sampling method
provides a ranking for all predictors in terms ledit probability of being included in the top perfong
models and their performance in explaining theataomn in consumption or poverty (see Appendix). The
identification of good predictors of welfare is tfiest step in the estimation of a PMT formula (PMT
The second step relates to how to combine themRMaF, with practical considerations such as the
number of predictors to include. The next sectimtukses the predictive performance of PMTFs using

the good predictors of welfare.
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Section 5 — The performance of proxy-means test forulas using the best predictors

Identifying the number of variables to include metfinal PMTF involves a trade-off between (i) the
completeness of information, in order to explaimash of the variation in consumption or poverty as
possible, and (ii) the restriction of the numbewafiables, to limit the costs of collecting acderdata.
Furthermore, formulas with a high number of preatietare more subject to being not as valid witlsin a
outside the estimation sample, due to their ine@agsriance of predictions or to an over-fittingtgdem.

In this section, | compare PMTFs with 10, 20 andB8the best predictors of welfare, in terms ofittig

as well as prediction errors and targeting incigete illustrate that this tradeoff between congtess of

information and model parsimony is not always wofaof the first.

5.1 Model fit

Figure 2 shows the observed increase in R2 andstaedjuR2 obtained when increasing the number of
predictors one-by-one, in descending order of thilusion probability in the top 0.1% 10-predictor
models. In urban areas the R2 reaches 0.50 with ®npredictors. In rural areas, an R2 of 0.39 is
obtained with 10 predictors, and increasing the memof predictors to 40 yields an R2 higher by less
than 10 percentage points, at about 0.47. This shibat the marginal returns of adding more predicto

decreases in both areas, especially after aboptellictors.

The difference between the R2 and the adjusted fRaaalels of all sizes is hardly distinguishable,
including with 40 predictors. This suggests thareusing the adjusted R2 as selection criteriodsléa
selecting models with a large number of variabBesed on Figure 2, models of 40 predictors (or jnore

should be selected in both areas as they haveaghedt adjusted R2.
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Figure 2 - Evolution of the R-squared with increases in the number of predictors
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5.2 Model prediction errors

In this section, | assess whether gains in terniis fsbm increasing the number of predictors disads to
lower prediction errors, both in and out of sameediction errors are measured by Type | errars, o
undercoverage, and Type |l errors, or leakage .ratedercoverage refers to households that areen th
target population based on their actual welfard, dne predicted to be above the eligibility cutoff.
Leakage refers to households wrongly predicted aeeha welfare level that is below the program
eligibility cutoff whereas their actual welfare above this cutoff. | use the predicted"3ercentile as
eligibility cutoff, which amounts to comparing treetual and predicted expenditure decifes.also
calculate the severe undercoverage and severegkakdes. The former refers to households whose
expenditures classify them in the first actual exfiires decile but that are predicted to be atoged’
percentile eligibility cutoff point; the latter s to households that are predicted in the fierditure

decile whereas their actual expenditures clask#ytabove the Spercentile.

29 Using the predicted 30expenditure percentile as eligibility cutoff, whids the practice adopted in Indonesia,
shifts the focus on household relative positiorhimitthe distribution as predicted by the PMTF. Thiés the main
advantage to allow offsetting the errors inheremtQLS predictions, which, by shrinking the consuiompt
distribution, tend to predict higher expendituresthe poorest households. In addition, it allow#tdr planning for
programs, since it ensures that the number of tmlde identified as eligible is closer to the expéelccoverage, in
this case the poorest 30%.
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In-sample prediction errors of models with 10, 2@ 80 predictors are shown in Panel A of Table 2.
Undercoverage and severe undercoverage appear ilowepan areas, across all models. Models of 20
predictors are performing best in terms of undeecage and severe undercoverage, in both areast Abou
11% of the poorest 10% are predicted above tfep@@centile with a 20-predictor model in urban area
Leakage and severe leakage rates appear mardioably with 30-predictor models, especially in rural

areas.

Table 2: Prediction accuracy of urban and rural e®df different sizes - full and cross-validatgamples.

Urban Rural

Nb of Predictors 10 20 30 10 20 30
Panel A: Full Sample Results
R-squared 0.518 0.552 0.568 0.39 0.432 0.459
Adjusted R-squared 0.517 0.551 0.566 0.389 0.43 560.4
Severe Undercoverage 15.6 111 16 28.4 255 26.8
Undercoverage 29 25 29.7 43 42 42.8
Leakage 48.4 45.5 45.3 33 32.1 29.5
Severe Leakage 29.4 29.8 27.5 19.3 17.8 16.6
Panel B: Half Specification Sample Results
R-squared 0.515 0.549 0.567 0.39 0.433 0.462
Adjusted R-squared 0.514 0.546 0.563 0.388 0.429 4560.
Severe Undercoverage 16.9 13.2 18 28.1 24.9 26.3
Undercoverage 28.3 25.6 29.3 43.8 425 43.8
Leakage 48.9 46.5 45.8 33 31.6 29.3
Severe Leakage 31.2 31.5 28.9 20.8 18.4 17.2
Panel C: Half Test (out) Sample Results
Predicted R-squared 0.513 0.546 0.525 0.385 0.437 .4750
Severe Undercoverage 16 12.9 15 29.1 26.7 26.5
Undercoverage 28.7 25.7 30.3 42.3 42.1 42.1
Leakage 47.3 45 45 33.1 32.8 29.9
Severe Leakage 28.1 28.7 26.6 18.9 17 15.6

Note: undercoverage refers to Type | error; sevedercoverage refers to the share of householtteipoorest 10% that
are predicted to be above the eligibility cutofeakage refers to Type Il error, and severe leakefges to the share of
households that are predicted in the first decheneas their actual expenditures place them alevthird decile. All error

rates calculated by comparing the predicted with dlctual expenditure deciles, with the predicteth 3@ercentile as

eligibility cutoff. The figures for the specificati and test samples are average values over 3eangoidomly drawn from
the full sample

In addition to full sample predictions, and in artle reduce the risk of selecting a model that fitgsthe

data, cross-validation tests are conducted. Maatel®stimated using one half of the sample — eitima
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or specification sample - and the formulas gendrate used to estimate predicted consumption in the
other half of the sample — test sam{l@his procedure allows mimicking the real-worldusiion where
PMT models are estimated using a consumption suivey applied to calculate the predicted
consumption of households surveyed in the targetingrey. The cross-validation procedure also
provides a test of the stability of the models wkstimated with a smaller sample. The predicticulte

for the specification and test samples are showraimels B and C of Table 2. All models producelsimi
results in terms of R2 and prediction error ralesh with a smaller estimation sample and out-ofyde.
However, the performance of the urban model witlp@@lictors can appear slightly less robust, sihee
predicted R2 out of sample is 4 percentage pomigd than the R2 obtained with the full and half
specification samples, and the difference in seuadercoverage and leakage rates is also sligigheh

than for other models.

Table 3: Overall prediction errors at differentaffipoints.
Predicted 30th  Actual 30th Predicted 40th

Coverage 30 23 40
10-Var  undercoverage 39 49 30
Leakage 40 34 31
Coverage 30 24 40
20-Var  Undercoverage 37 46 29
Leakage 38 34 30
Coverage 30 23 40
30-Var  Undercoverage 37 47 29
Leakage 37 32 30

Note: the 38 and 48 predicted eligibility cutoffs compare householdsthe actual
and predicted expenditure deciles, while the ac8@ percentile eligibility cutoff
focuses on households whose predicted consumpsorbelow the actual 30
consumption percentile.

Table 3 presents the national level targeting ptexdi results, based on the estimation of urbanraral

models of different sizes. Undercoverage and lealkag based on two cutoffs, the actual and the

%0 The cross-validation tests are conducted on thiféerent randomly drawn estimation and test saspieorder to
ensure the robustness of the test conclusions.
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predicted 38 expenditure percentilé5.When using the actual 8(ercentile as eligibility cutoff, the
coverage is lower, about 23%, which leads to highmtercoverage and lower leakage compared to the
predicted 38 percentile. Table 3 shows that combined erroesrébm models of 20 and 30 predictors

are very similar, and at the @ercentile all 3 models produce similar error sate

5.3 Targeting incidence

Lastly, | consider the combined targeting incideand the distribution of predictions errors of urtzend
rural models of 10, 20 and 30 predictors. Targetimmdence refers to the share of households ih eac
decile of the actual expenditure distribution tha¢ predicted to be below the eligibility cutoffhd
distribution of prediction errors focuses on hows$eholds mis-predicted to be eligible or non-elaib
are distributed across actual consumption deciiég. idea is indeed that undercoverage is less of a
serious problem if households falsely excludedctéose to the cutoff as opposed to at the very botib

the distribution; similarly, leakage is less graf/é& includes households that are just above thft

compared to households that are at the highesbfethe distribution.

Figure 3 - Targeting incidence by actual expenditure deciles
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31 The actual 30th expenditure percentile has beed as eligibility cutoff in other PMT simulationusties €.g.
Grosh and Baker 1995; Narayan and Yoshida 2005).
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Even though deriving PMTFs induces rather significarrors in identifying the poor, targeting apgear
highly progressive, and households that are wroagbjuded or included largely tend to be classified
deciles that are relatively close to the eligigildutoff, for all models. Figure®3 shows that with all
models the share of households predicted beloB@@ercentile decreases rapidly when going up in the
deciles. The main gain in terms of increases in ghare of poor households that are identified as
beneficiaries appears when going from 10 predictor20 predictors, although it is a relatively simal
gain. The 30-predictor models perform similarlyttie 10- and 20-predictor models overall, exceptter
shares of households from the higher deciles, whighslightly lower with the 30-predictor models.
Figure 4 shows that with all models more than 40%onseholds that are wrongly predicted to be above
the eligibility cutoff are actually in the third dée, and more than 50% of households that are gyon
predicted to be below the predicted"3penditure percentile are actually in the fownid fifth deciles.
Figure 4 also confirms that models of 20 predictexslude slightly fewer households from the first
decile, whereas models of 30 predictors perforrghtlly better in terms of inclusion errors, which

concern more households from the fourth and fiébilgs.

Using 10, 20 or 30 predictors appears to produlively similar overall predictive performance. In
other words, models of 30 predictors are not sicaiftly better, especially in terms of predictianoes
and targeting incidence. Based on the findingsisf $ection, using models with 20 predictors thmmeef
seems a good trade-off between prediction accuaadymodel parsimony. This is in line with Grosh and
Baker (1995), who highlight that increasing the bemof predictors has diminishing returns in tehs
the probability of collecting inaccurate informatiand thus the costs of verification. With 2 mogdelse
for urban and one for rural areas, using 20 predicimplies to collect information on 28 indicators

overall, which appears reasonable.

32 \When disaggregating the targeting incidence aadiistribution of inclusion and exclusion errorsrir urban and
rural models, a trend similar to that observediguFes 3 and 4 is obtained, although, as discussmdously, urban
models produce better predictions.

25



Etudes et Documents n° 24, CERDI, 2013

Figure 4 - Actual decile distribution of wrongly excluded and included households
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Section 6 — Recommendations and concluding remarks
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Leamer (2010) advises that “it would be much héaitfor all of us [economists] is we could accept o
fate, recognize that perfect knowledge will be Y@rebeyond our reach and find happiness with wheat w
have.” In this chapter, it is acknowledged thas itmpossible to find the best model to predictdehold
welfare. Instead, | propose a new method for sielgdhe predictors to use in PMT formulas, based on
the estimation of the distribution of predictiverfoemance across the model space and on the assgssm

of the sensitivity of the contribution of each calade variable to model performance.

| focus here on the recommendations based on iigin§js for Indonesia, where a PMT approach has
been used for identifying beneficiaries of sociadtpction programs since 2005. Most recently, i©120

the newly established Unified Database for Sociatétion Progrand (UDB) is also based on PMT.

% The Unified Database, which is managed by theddati Team for the Acceleration of Poverty Reduc(idim
Nasional Percepatan Penanggulangan Kemiskinan 2KNénder the Office of Indonesia’s Vice-Presideata
national registry for identifying potential beneéides of social protection programs. Over 25 millhouseholds, or
96 million individuals, have been surveyed using thargeting survey PPLS11 and are registered irlthifed
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As mentioned earlier, PMTF specific to each of #8¢ Indonesian districts were developed using the
national socioeconomic survey, SUSENAS, and apptiethta collected using the targeting survey, 2011
Data Collection for Social Protection PrograrReridataan Program Perlindungan SocidPPLS). The

findings of this paper provide useful recommendetifor the updating of the UDB, planned for 2014.

The correlates identified using the IFLS data comfihe multidimensional aspect of welfare and ptywer
the predictors shown to be robust predictors fdfase belong to different variable categories, spag
from education and employment to housing and amseership. Most of these variables are included in
both the SUSENAS and PPLS. The first recommendagidinerefore to add the few good predictors that
are not yet included in the Susenas and PPLS quesiires, such as the number of rooms in the house,
the garbage being disposed of in a trash can amdligtinction between private and business assets.
Moreover, the emphasis should be put on ensuring ttte data collected is of good quality. This is
particularly important for the variables with thegiest added values in predicting households’
socioeconomic status. For collecting data on hanldedize and on other demographic indicators sgch a
the number of members aged between 15 and 64 thius recommended to use as much as possible
official documents when they are available to thgpondents to complete the questionnaires. For othe
critical variables, in the education level, housaryl access to energy services categories in yartic

enumerators have to be carefully trained to cotjeetity information on these variables.

A combination of manual specification searches stegwise procedure was used to select the indgcator
that entered the 497 PMTF developed for the UDRe ethod proposed in this paper can be used as an
alternative to identify — for each district or ahigher geographical level — good predictors tubed for

the updating of the PMTF in 2014. The implementatiwocedure adopted here can be relatively easily
automated using standard statistical softwaresgh&yrthe robustness checks carried out show kieat t

ranking of predictors is consistent, including witie estimation of a lower nhumber of random models.

Database — it is the largest database of its kinthé world. More information about the Unified Bbase is
available orhttp://bdt.tnp2k.go.id
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Regarding the predictive performance of the PMThRs, results obtained in this paper are not directly
comparable with the models that have been develégethnking households in the UDB, since they
were estimated using the SUSENAS instead of thes]Rind since a model was developed for each
district. However, the average performance and gizhese district-specific PMTF can be compared fo
illustrative purposes with the ones developed h@reaverage, the district PMT formulas currentlgdis

in Indonesia have 32 variables and are based aunwtion regression models that have an R-squdred o
0.5. These models have predicted undercoveragéeakege rates at the predicted"4rcentile cutoff

of about 30%. The 10-, 20- and 30-predictor urbaa mral models developed in this paper have been
shown to lead to similar prediction error ratescéring to World Bank (2012), there are significant
gains in terms of targeting accuracy in estimatifigT formulas at greater levels of geographical
disaggregation, with the greatest gain obtainedwgwng from provincial- to district-level modelBhis
suggests that using the model random sampling apprtw identify the best predictors of welfare coul
potentially allow both using a lower number of potokrs and improving the accuracy of the PMT-based

welfare predictions used for targeting in Indonesia
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Appendix: Ranking of all candidate predictors — bycategory

Urban Rural
Variables (1) (2) (3) (4) (5) (6) (7) (8)
Basic energy services
(D) HH cooks with gas 0.201 0.068 0.078 1.0Q 0.085 0.029 0.073 1.00
(D) HH cooks with woo 0.12¢ 0.04: 0.07C 0.0C | 0.82: 0.28C 0.187 0.0C
(D) Drinking water source: mineral water 0.076 ®020.037 1.00| 0.051 0.017 0.041 1.00
(D) Non drinking water source inside the house 8.060.022 0.032 1.00f 0.066 0.022 0.043 1.00
(D) Drinking water source: we 0.05¢ 0.01¢ 0.02¢ o0.0C | 0.03: 0.011 0.02¢ 0.0
(D) HH pays for drinking water 0.044 0.015 0.021 OQ.| 0.042 0.014 0.025 1.00
(D) HH cooks with kerosene 0.039 0.013 0.065 0J05.059 0.019 0.056 0.40
(D) Non drinkingwater source: we 0.037 0.01: 0.028 0.0C | 0.01€ 0.00¢ 0.00¢  0.0¢
(D) Drinking water source inside the house 0.035 012. 0.016 1.00{ 0.034 0.011 0.034 1.00
(D) Non drinking water source: pipe 0.031 0.010 200 1.00 | 0.019 0.007 0.005 0.95
(D) Same drinking and non drinking water sol 0.027 0.00¢ 0.01t 0.0¢ | 0.01¢ 0.00¢ 0.01C  0.0C
(D) Drinking water source: pump 0.026 0.009 0.010.000( 0.015 0.005 0.004 0.94
(D) HH pays for drinking water delivered 0.021 0/00 0.006 1.00| 0.022 0.008 0.005 0.96
(D) Drinking water source: improved (MD 0.02C 0.007 0.00¢ 0.1C | 0.02: 0.00¢ 0.00:  0.9¢
(D) HH pays for non drinking water delivered 0.0200.007 0.003 0.95| 0.011 0.004 0.001 0.82
(D) Drinking water source: pipe 0.019 0.007 0.003.950| 0.016 0.006 0.003 1.00
(D) electricity 0.01¢ 0.007 0.00¢ 1.0C | 0.037 0.01C 0.021 1.0C
(D) Drinking water source: river/creek 0.018 0.00®©.001 0.00| 0.017 0.006 0.002 0.00
(D) Drinking water source: spring 0.017 0.006 0.00M.88 | 0.018 0.006 0.001 0.16
(D) Nondrinking water source: river/cre 0.01¢ 0.00¢ 0.001 0.0C | 0.01¢ 0.00¢ 0.00¢  0.0C
(D) Drinking water source: collection bassin 0.0160.006 0.001 0.00f 0.013 0.004 0.002 0.00
(D) Non drinking water source: rain 0.016 0.006 00O 0.13 | 0.016 0.006 0.002 1.00
(D) HH pays for non drinking wat 0.01¢ 0.00¢ 0.00t 1.0C | 0.021 0.007 0.00¢ 0.9t
(D) Non drinking water source: collection bassin 0B 0.005 0.001 0.00 0.012 0.004 0.004 0.00
(D) Non drinking water source: pump 0.013 0.005 068.0 0.08 | 0.033 0.011 0.016 1.00
(D) HH cooks with electricit 0.01: 0.00t 0.001 0.9z | 0.01z 0.00¢ 0.001 0.14
(D) Non drinking water source: pond 0.013 0.005 00.0 0.23 | 0.016 0.006 0.001 0.00
(D) HH cooks with charcoal 0.012 0.004 0.000 0.83.018 0.006 0.002 0.00
(D) Drinking water source: pot 0.01C 0.00¢ 0.00C o0.0C | 0.011 0.00¢ 0.001 0.0
(D) Non drinking water source: spring 0.007 0.002.000 0.86| 0.009 0.003 0.001 0.00
(D) Drinking water source: boiled or mineral 0.0060.002 0.003 1.00f 0.016 0.006 0.006 1.00
Private assets
(D) Asset: Fridge 0.631 0.215 0.123 1.0 0.268 0.091 0.110 1.00
(D) Asset: Vehicl 0.06¢ 0.02z 0.03t 1.0C | 0.10: 0.03t 0.05¢ 1.0C
(D) Asset: Receivabli 0.051 0.017 0.02¢ 1.0C | 0.03¢ 0.01z 0.03¢ 1.0C
(D) Asset: HH Appliances 0.043 0.015 0.032 1.000.264 0.090 0.112 1.00
(D) Asset: T\ 0.04z 0.01¢ 0.02¢ 1.0C | 0.301 0.10z 0.12z2 1.0C
(D) Asset: Jewelr 0.041 0.01¢ 0.027 1.0C | 0.03C 0.01C 0.021 1.0C
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Urban Rural
Variables (1) (2) (3) (4) (5) (6) (7) (8)
(D) Asset: Second hou 0.03¢ 0.01z 0.02¢ 1.0C | 0.02: 0.00¢ 0.01¢ 1.0C
(D) Asset: Lan 0.01¢ 0.007 0.00¢ 0.74 | 0.01z 0.00¢ 0.00z 0.77
(D) Asset: Savings 0.019 0.007 0.002 0.74 0.018 0.006 0.002 0.58
(D) Asset:Lanc 0.01¢ 0.00¢ 0.00¢ 1.0C | 0.01¢ 0.007 0.01¢ 1.0C
(D) Other asse 0.01¢ 0.00t 0.00¢ 1.0C | 0.017 0.00¢ 0.00¢ 1.0C
(D) Asset: Livestock 0.010 0.003 0.002 040 0.020.006 0.010 1.00
(D) Asset: HH furnitur 0.01C 0.00: 0.00C 0.2C | 0.01f 0.00¢ 0.001 1.0C
Education level
(Log) Avg years of schooling in the HH 0.470 0.160 0.121 1.0d 0.136  0.046 0.086 1.00
(D) HHH max education level: univers 0.43z 0.147 0.12C 1.0C | 0.06C 0.02( 0.04¢  1.0C
(Log) Max. years of schooling in the t 0.11C 0.03¢ 0.07¢ 0.92 | 0.067 0.02¢ 0.057 1.0C
(D) Max. education level in HH: university 0.103 0.035 0.047 1.0Q 0.050 0.017 0.048 1.00
(D) HHH max education level: primary sch 0.05Z2 0.01¢ 0.02¢ 0.0C | 0.02( 0.00 0.01:  0.0C
(D) HHH max education levesenior sec. and abc 0.047 0.01¢ 0.04C 0.8 | 0.02( 0.00 0.01: 0.9t
(D) Max. education level in HH: senior sec. andwao  0.044 0.015 0.021 1.00 0.092 0.031 0.059 1.00
(D) HHH max education level: senior secon( 0.03¢ 0.01: 0.05C 0.8¢ | 0.03C 0.01¢ 0.01¢ 1.0C
(D) >=1 HHM aged >15 ever attended sci 0.03z 0.011 0.00¢ 0.3¢ | 0.01z 0.00¢ 0.01 0.8
(D) >=1 HHM left school before 15 0.030 0.010 0.0150.00 | 0.021 0.007 0.010 0.00
(D) Max. education level in HH: prima 0.02¢ 0.00¢ 0.02z2 0.0C | 0.04¢ 0.01f 0.04z o0.0C
(D) Max. education level in HH: senior seconc 0.02¢ 0.00¢ 0.007 0.4<4 | 0.03C 0.01¢C 0.02C 0.84
(D) >=1 HHM left school before 12 0.027 0.009 0.0080.04 | 0.010 0.003 0.014 0.00
(D) Max. education level in HH: junior second 0.02z 0.00¢ 0.01C o0.0C | 0.021 0.007 0.00¢  0.2¢
(D) HHH has no educatit 0.021 0.007 0.011 0.2¢ | 0.02: 0.00¢ 0.01¢ 0.04
(D) >=1 HHM left school after 18 0.021 0.007 0.0081.00 | 0.024 0.008 0.026 1.00
(D) >=1 HHM aged <15 has ever attended sc 0.01¢ 0.007 0.001 0.74 | 0.01¢ 0.007 0.00z 0.1C
(D) HHH max education level: junior second 0.01¢ 0.00¢ 0.00¢ 0.1 | 0.01€ 0.00¢ 0.001 0.1Z
(D) >=1 HHM aged <15 entered PS at 10 or above 3.010.005 0.000 1.00f 0.012 0.004 0.000 0.00
(D) >=1 HHM aged <15 entered PS at 8 or al 0.01z 0.00¢ 0.00C 0.3z | 0.011 0.00¢ 0.001 0.0C
(D) >=1 HHM aged <15 entered PS at 7 or b¢ 0.01C 0.00: 0.001 0.5C | 0.01¢ 0.00¢ 0.001 0.24
Housing
Nb of rooms in the house 0.206 0.070 0.079 100 0.189 0.064 0.104 1.00
(Log) house floor size 0.121 0.041 0.064 100 0.171 0.058 0.095 1.00
(D) Floor type: ceramic/marble/granite/stone 0.086 0.029 0.043 1.0 0.038 0.013 0.036  1.00
(D) Floor type: cement/brick 0.032 0.011 0.016 0.p00.015 0.005 0.001 0.19
(D) Type of wall: bamboo/woven/mat 0.029 0.010 @.000.00 | 0.033 0.011 0.017 0.00
(D) House status: rented/contracted 0.025 0.008 060.01.00 | 0.022 0.008 0.010 1.00
(D) House building: single unit multiple levels @0 0.007 0.012 1.00 0.026 0.009 0.009 1.00
(D) Type of roof: metal plates 0.021 0.007 0.007 001 0.042 0.014 0.036 1.00
(D) House status: self-owned 0.021 0.007 0.003 0[90.016 0.006 0.001 0.35
(D) Type of roof: asbestos 0.020 0.007 0.002 0405.01® 0.005 0.001 1.00
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Table Al : Ranking of all candidate predictors -cayegory (continued)

Urban Rural
Variables (1) (2) (3) (4) (5) (6) (7) (8)
(D) Type of roof: bamboo/grass/folie 0.02C 0.007 0.00C 0.1 | 0.00¢ 0.00: 0.001 0.3¢
(D) Type of roof: concre 0.01¢ 0.007 0.001 1.0C | 0.01¢ 0.00¢ 0.00z 1.0C
(D) Floor type: dirt 0.018 0.006 0.008 0.0 0.048 0.016 0.031 0.00
(D) Type of roof: tiles/shingle 0.01¢ 0.00¢ 0.00¢ 0.0€ | 0.04z 0.01¢ 0.04¢  0.0C
(D) Floor type: lumber/boa 0.01¢ 0.00¢ 0.001 0.7¢ | 0.017 0.00¢ 0.00¢ 0.7¢
(D) House status: occupied 0.017 0.006 0.009 0.00.0130 0.004 0.003 0.00
(D) House building: duplex unit single le 0.01% 0.00¢ 0.00C 0.0¢ | 0.01z 0.00< 0.00C 0.0¢
(D) Type of wall: masoni 0.01¢ 0.00¢ 0.00z 1.0C | 0.021 0.007 0.011 1.0C
(D) House building: duplex unit multiple levels e® 0.006 0.001 1.00 0.015 0.005 0.000 0.31
(D) House building: multiple units & leve 0.01¢ 0.00¢ 0.001 0.28 | 0.01¢ 0.00¢ 0.00C 0.27
(D) House building: multiple unit single le 0.01¢ 0.00¢ 0.00C 0.3¢ | 0.01: 0.00< 0.00z 1.0C
(D) House building: single unit & level 0.014 0.0050.008 0.00| 0.014 0.005 0.004 0.00
(D) House built on sti 0.01¢ 0.00t 0.001 1.0C | 0.01z 0.00¢ 0.001 0.4z
(D) Floor type: tiles/terazzc 0.01: 0.00t 0.00¢ 0.0C | 0.01¢ 0.00¢ 0.00z 0.1:
(D) Type of wall: lumber/board/plywood 0.013 0.0050.000 0.15| 0.017 0.006 0.002 0.56
(D) Floor type: bambc 0.01z 0.00¢ 0.00C 0.0C | 0.01z 0.00t¢ 0.001 0.0C
(D) Type of roof: woo 0.011 0.00¢ 0.00z 1.0C | 0.01C 0.00: 0.00¢ 1.0C
Sanitation
(D) Toilet: own with septic tar 0.072 0.02¢ 0.03: 1.0C | 0.05¢ 0.02C 0.04¢ 1.0C
(D) Garbage disposed in trash can, collected by
sanitation service 0.057 0.019 0.031 1.0 0.015 0.005 0.006  1.00
(D) Toilet: Creek/river/ditc 0.041 0.01¢ 0.017 0.0C | 0.03z 0.011 0.02C 0.0C
(D) House has ventilation 0.029 0.010 0.012 1.p0 02D. 0.007 0.005 1.00
(D) House yard well kept 0.027 0.009 0.012 1.0 18.0 0.004 0.006 1.00
(D) Piles of trash around Hot 0.027 0.00¢ 0.00¢ 0.0C | 0.01z 0.00¢ 0.00: 0.0C
(D) Sewage: Permanent pit 0.025 0.008 0.000 0[880130. 0.004 0.001 0.77
(D) House has a kitchen outside 0.021 0.007 0.00300 @ 0.013 0.005 0.003 0.00
(D) House in stagnhant wa 0.02C 0.007 0.00¢ 0.0C | 0.01z 0.00¢ 0.00¢  0.0C
(D) Sewage: Disposed in yard/garden 0.020 0.007 010.0 0.00 | 0.014 0.005 0.003 0.00
(D) Toilet: animal stable 0.020 0.007 0.001 0.00 016. 0.006 0.001 1.00
(D) Sewage: Sea, bes 0.02C 0.007 0.001 0.1 | 0.01z 0.00¢ 0.00C 0.9:
(D) Garbage disposed into river/creek/sewer 0.019.000 0.003 0.00f 0.014 0.005 0.004 0.00
(D) Toilet: pond/fishpond 0.018 0.006 0.000 1.00 008 0.003 0.000 0.00
(D) Sewage: Paddy field/other fit 0.01¢ 0.00¢ 0.00C 0.7z | 0.01z 0.00t¢ 0.001 1.0C
(D) Toilet: sea/lake 0.018 0.006 0.000 0.78 0.008 0.003 0.000 0.00
(D) Toilet: shared 0.017 0.006 0.005 0.12 0.014 0.005 0.001 0.07
(D) House w/ 1 room for cooking and sleeg 0.01% 0.00¢ 0.00: 0.0C | 0.01: 0.00< 0.007 0.0C
(D) Garbage disposed in pit 0.017 0.006 0.001 0}j00.013 0.005 0.001 0.86
(D) Sewage: Disposed into river 0.016 0.006 0.002.000[ 0.018 0.006 0.003 0.05
(D) House is next/under a sta 0.01¢ 0.00¢ 0.00z 0.1% | 0.01¢ 0.00¢ 0.00C 0.67
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Table Al : Ranking of all candidate predictors -cayegory (continued)

Urban Rural
Variables (1) (2) (3) (4) (5) (6) (7) (8)
(D) Garbage disposed in sea, lake, b 0.01¢ 0.00¢ 0.001 0.28 | 0.01¢ 0.00¢ 0.00C 1.0C
(D) Garbage disposed in paddy field/other 1 0.01¢ 0.00¢ 0.00C 0.0C | 0.01¢ 0.00¢ 0.001 0.0C
(D) House has medium-sized yard 0.014 0.005 0.00400 1 0.010 0.003 0.010 1.00
(D) Toilet: public 0.01¢ 0.00t 0.00¢ 0.0C | 0.017 0.00¢ 0.001 0.0C
(D) Sewage: Drainage ditch (stagn 0.01¢ 0.00¢ 0.00C 0.2¢ | 0.01¢ 0.00¢ 0.00C 0.41
(D) Sewage: Drainage ditch (flowing) 0.012 0.004 003 1.00| 0.0212 0.007 0.007 1.00
(D) Human/animal waste near ho 0.01Z 0.00¢ 0.001 0.0C | 0.01: 0.00¢ 0.00:  0.0C
(D) Sewage: Hole (without permanent lini 0.01Z 0.00¢ 0.001 0.0C | 0.02: 0.00¢ 0.00C 0.2t
(D) Garbage diposed in forest, mountain 0.012 0.002000 0.00| 0.008 0.003 0.000 0.75
(D) Garbage disposed in yard and let decorr 0.011 0.00¢ 0.00: 0.0C | 0.017 0.00¢ 0.001  0.0C
(D) Toilet: own without septic tat 0.011 0.00¢ 0.001 0.0¢ | 0.01¢ 0.00¢ 0.00z 0.07
(D) Toilet: sewer 0.011 0.004 0.000 0.0 0.015 0.005 0.002 0.00
(D) Garbage burne 0.00¢ 0.00: 0.00¢ 0.11 | 0.01z 0.00¢ 0.001 1.0C
(D) Sewage: Pond/fishpond/lake/p 0.00¢ 0.00: 0.00C 0.0C | 0.01z 0.00¢ 0.00C 0.07
(D) Toilet: yardf/field 0.009 0.003 0.000 0.33 0.0120.004 0.001 1.00
Demographics
Nb HHM aged 1-64 0.037 0.01¢ 0.021 0.97 | 0.06¢ 0.02¢ 0.05z 1.0C
Dependency ratio 0.030 0.010 0.016 0.03 0.042 0.014 0.040 0.00
(D) HH size = . 0.02¢ 0.01C 0.02¢ 1.0C | 0.02¢ 0.007 0.00¢ 0.9t
(D) HHH aged <=3 0.027 0.00¢ 0.001 0.27 | 0.01¢ 0.007 0.00z 0.1f
(Log) Max. age in the HH 0.023 0.008 0.003 0.13 1@.0 0.006 0.004 0.11
(D) >=1 separated HH 0.02¢ 0.00¢ 0.00z 0.0C | 0.00¢ 0.00: 0.00C 1.0C
(Log) HHH agt 0.022 0.00¢ 0.001 0.5¢ | 0.02C 0.007 0.00: 0.7€
Child dependency ratio 0.021 0.007 0.009 0.10 0.029.010 0.025 0.00
(D) Household size <= 0.02C 0.007 0.00¢ 0.0C | 0.01¢ 0.00¢ 0.007 0.0C
Nb HHM aged 1-18 0.02C 0.007 0.00¢ 1.0C | 0.01z 0.00¢ 0.00: 0.8
(D) Household size >= 10 0.020 0.007 0.002 100 1®.0 0.006 0.001 0.88
(Log) Avg age in the H 0.02C 0.007 0.00z 0.4C | 0.01f 0.00t¢ 0.00:¢ 0.6¢
(D) Household size >= 0.01¢ 0.007 0.00¢ 1.0C | 0.017 0.00¢ 0.01C 1.0C
(D) HHH aged >=65 0.019 0.007 0.005 0.00 0.023 ®.000.009 0.00
(D) >=1 married HHN 0.01¢ 0.007 0.00¢ 0.0C | 0.01¢ 0.00¢ 0.001 o0.8¢
Adult (elderly) dependency ra 0.01¢ 0.00¢ 0.00¢ 0.0C | 0.02( 0.00 0.01¢ 0.0t
Nb HHM aged > 64 0.017 0.006 0.005 0.06 0.022 0.008.007 0.04
Nb HHM aged -1& 0.017 0.00¢ 0.00¢ 1.0C | 0.01¢ 0.00t¢ 0.00z 0.6C
Nb HHM aged -12 0.017 0.00¢ 0.00: 0.7€¢ | 0.01f 0.00t¢ 0.00¢ 0.1¢
(D) >=1 HHM divorced 0.017 0.006 0.000 0.00 0.014.00% 0.001 0.00
Nb HHM aged < 0.01¢ 0.00¢ 0.00¢ 0.1z | 0.02C 0.007 0.01C o0.0C
(D) Widowed HHF 0.01¢ 0.00t 0.00¢ 0.0C | 0.011 0.00¢ 0.00t 0.0C
Nb HHM aged < 15 0.015 0.005 0.003 0.13 0.020 0.000.011 0.14
(D) Household size >= 0.01¢ 0.00t 0.00¢ 1.0C | 0.01¢ 0.00t¢ 0.00¢ 1.0C

34



Etudes et Documents n° 24, CERDI, 2013

Table Al : Ranking of all candidate predictors -cayegory (continued)

Urban Rural
Variables (1) (2) (3) (4) (5) (6) (7) (8)
Nb HHM aged 1-24 0.01¢ 0.00t 0.00: 0.8¢ | 0.01f 0.00¢ 0.00t8 1.0C
(D) >=1 widowed HHM 0.01¢ 0.00t 0.00z 0.07 | 0.021 0.007 0.00: 0.0F
(D) >=1 HHM has more than 1 wive 0.014 0.005 0.00@.86 | 0.011 0.004 0.003 1.00
(D) Male HHF 0.01¢ 0.00t 0.001 0.9z | 0.01f 0.00t¢ 0.00z 1.0C
Nb HHM aged 1-15 0.01z 0.00¢ 0.001 0.9z | 0.02z 0.00¢ 0.001 1.0C
(D) >=1 single HHM 0.010 0.003 0.001 0.6p 0.011 0a0 0.005 0.00
(D) Married HHF 0.00¢ 0.00: 0.001 0.44 | 0.02z 0.00¢ 0.00z 0.9¢
(D) >=1 male HHN 0.00¢ 0.00: 0.00z 0.0C | 0.01¢ 0.00¢ 0.001 0.5¢
(D) Household size <=2 0.007 0.002 0.002 1p0 4©.010.005 0.006 1.00
Education participation
(D) >=1 HHM aged >15 enrolled in sch 0.06¢ 0.02z 0.03C 1.0C | 0.03z 0.011 0.021 1.0C
Nb children in university 0.045 0.015 0.028 1.00 031 0.010 0.014 1.00
Nb HHM aged >15 enrolled in schi 0.04t 0.01f 0.027 1.0C | 0.03¢ 0.01: 0.02C 1.0C
Nb HHM enrolled in schor 0.02¢ 0.00¢ 0.01¢ 1.0C | 0.01¢ 0.00¢ 0.00¢ 0.82
Share of children aged 0-18 in senior sec. school .01 0.005 0.008 0.93 0.018 0.006 0.015 1.00
Nb HHM aged <15 enrolled in schi 0.01f 0.00t 0.00: 0.9z | 0.01¢ 0.00¢ 0.001 0.2¢
Nb children in primary scho 0.01¢ 0.00¢ 0.00z 0.6¢ | 0.01: 0.00¢ 0.001 0.14
(D) >=1 HHM aged <15 enrolled in school 0.013 0.009.001 1.00| 0.017 0.006 0.001 0.28
Nb children in junior sec. schc 0.01¢ 0.00¢ 0.001 0.9z | 0.00¢ 0.00: 0.00z 1.0C
Share ofchildren aged -18 in junior sec. scho 0.01¢ 0.00¢ 0.001 0.88 | 0.01¢ 0.00¢ 0.001 0.81
Share of children aged 0-18 in primary school 0.018.005 0.000 0.62| 0.019 0.007 0.001 0.30
(D) >=1 HHM enrolled in scho 0.01C 0.00¢ 0.011 1.0C | 0.01z 0.00¢ 0.00z 0.9Z
Nb ou-of-school children agec-15 0.00¢ 0.00¢ 0.00C 0.38 | 0.01¢ 0.00¢ 0.00z  0.0C
Nutrition
Avg body mass index (BMI) in the HH 0.042 0.014 2ZBO 1.00 | 0.030 0.010 0.047 1.00
Nb overweight (BMI>25) HHM 0.035 0.012 0.015 1.00 .047 0.016 0.032 1.00
Nb underweight (BMI<18.5) HHM aged >20 0.030 0.01®.011 0.00| 0.013 0.005 0.010 0.00
(D) >=1 underweight HHM - BMI<18.5 0.029 0.010 0801 0.00 | 0.026 0.009 0.022  0.00
Nb obese (BMI>30) HHM 0.029 0.010 0.007 096 0.0249.008 0.005 1.00
Nb overweight (BMI>25) HHM aged >20 0.027 0.009 1RO 1.00 | 0.034 0.011 0.032 1.00
(D) >=1 HHM aged 20+ is under-weight (BMI<18.5) PO 0.009 0.010 0.00 0.025 0.009 0.013 0.00
(D) >=1 Adult HHM aged 20+ is overweight 0.025 (B00 0.010 0.96| 0.028 0.009 0.024 1.00
(D) >=1 overweight HHM - BMI>25 0.025 0.008 0.009 .92 | 0.032 0.011 0.020 0.91
(D) >=1 stunted (low height for age) child aged <5 0.020 0.007 0.004 0.0d 0.019 0.007 0.012 0.00
(D) >=1 wasted (low weight for height) child aged < 0.018 0.006 0.001 0.0¢ 0.010 0.003 0.000 0.00
Nb underweight (BMI<18.5) HHM 0.017 0.006 0.004 ®.0 0.023 0.008 0.022 0.00
(D) >=1 obese HHM - BMI>30 0.016 0.006 0.007 1.00 .023 0.008 0.005 0.96
Nb underweight children aged <5 0.013 0.005 0.008.00 | 0.008 0.003 0.005 0.00
Nb wasted children aged <5 0.012 0.004 0.001 000.011 0.004 0.000 0.09
(D) >=1 child aged <5 w/ low weight for age5 0.0110.004 0.003 0.00| 0.017 0.006 0.005 0.00
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Table Al : Ranking of all candidate predictors -cayegory (continued)

Urban Rural
Variables (1) (2) (3) (4) (5) (6) (7) (8)
Nb stunted children aged - 0.01C 0.00: 0.00¢ 0.0C | 0.02z2 0.00¢ 0.01z 0.0C
Business assets
(D) Non-farm business asset: 4-wheel vehicle 0.040.014 0.026 1.00f 0.071 0.024 0.054 1.00
(D) Nor-farm business asset: build 0.037 0.01: 0.01¢ 1.0C | 0.04t 0.01¢ 0.03z 1.0C
(D) Nor-farm business asset: le 0.02¢ 0.00¢ 0.011 1.0C | 0.02¢ 0.00¢ 0.02C  1.0C
(D) Non-farm business is own entirely by HH 0.023 .08 0.010 1.00/ 0.041 o0.014 0.032 1.00
(D) HH owns no-farm business ass 0.02C 0.007 0.011 1.0C | 0.04¢ 0.01¢ 0.03¢  1.0C
(D) Farm business asset: heavy equipi 0.01¢ 0.007 0.00C 1.0C | 0.02C 0.00 0.01C 1.0C
(D) Non-farm business asset: others 0.017 0.006 110.01.00 | 0.037 0.012 0.032 1.00
(D) Farm business asset: small t 0.01¢ 0.00¢ 0.00: 0.0C | 0.01¢ 0.00¢ 0.00c  0.8¢
(D) Farm business asset: vehi 0.01¢ 0.00¢ 0.00C 0.1¢ | 0.01¢ 0.00¢ 0.007 1.0C
(D) Farm business asset: hard stem plants 0.015 050.00.001 0.87| 0.028 0.009 0.022 1.00
(D) HH owns farm business as: 0.01¢ 0.00¢ 0.001 0.4C | 0.021 0.00 0.007 0.91
(D) Farm business asset: house/buil 0.01¢ 0.00t¢ 0.00C 0.67 | 0.01¢ 0.00¢ 0.00C 0.87
(D) Farm business asset: livestock/poultry 0.013 00b. 0.000 0.00f 0.012 0.004 0.003 1.00
(D) Nor-farm business asset: other vef 0.01C 0.00¢ 0.00t8 1.0C | 0.01z 0.00¢ 0.00¢  1.0C
(D) Farm business asset: li 0.01C 0.00¢ 0.00z 0.9C | 0.03C 0.01¢ 0.01% 0.97
(D) Farm business asset: tractor 0.008 0.003 0.0000 | 0.011 0.004 0.005 1.00
Earnings
HHH annual earnings, % HH total annual earnings 3®.0 0.013 0.004 0.000 0.020 0.007 0.007 0.19
(Log) HHH annual earnings 0.026 0.009 0.002 0.96.039 0.013 0.029 1.00
(Log) HH Avg HH per capita earnings 0.022 0.008 020 0.64 | 0.033 0.011 0.025 1.00
(Log) HH avg per capita annual earnings 0.019 0.007.003 1.00| 0.051 0.017 0.033 1.00
(Log) Total HH annual earnings 0.015 0.005 0.003.001| 0.042 0.014 0.032 1.00
(Log) Sum of all HHM annual earnings 0.012 0.004.002 0.58| 0.017 0.006 0.022 1.00
(Log) Max. per capita earnings in the HH 0.012 @.000.001 0.58| 0.036 0.012 0.024 1.00
Employment
(D) >=1 HHM with no occupation (previous we 0.032 0.011 0.01¢ o0.0C | 0.01%7 0.00¢ 0.011  0.0C
(D) HHM primary job status: gvt employee 0.031 @®@010.020 1.00| 0.058 0.020 0.051 1.00
Nb HHM unoccupied in the past week 0.028 0.009 ©D.010.00 | 0.018 0.006 0.004 0.11
(D) >=1 HHM worked in the past we 0.027 0.00¢ 0.00z 0.1z | 0.02C 0.007 0.007 0.9t
Max total # of hrs worked last wk in additional job 0.025 0.008 0.000 0.38 0.013 0.004 0.002 1.00
(D) HHM primary job status: private worker 0.023 008 0.009 0.00f 0.018 0.006 0.002 0.89
Nb HHM who worl 0.02z 0.00¢ 0.00¢ 1.0C | 0.03z 0.011 0.021 1.0C
(D) >=1 HHM worked in the past year 0.022 0.008 08.0 0.05| 0.013 0.005 0.008 0.79
(D) >=1 HHM work in any family-owned business 0.0210.007 0.004 0.90{ 0.021 0.007 0.013 0.95
(Log) HH Avg # of annual worked wee- all jobs 0.02C 0.007 0.00:¢ 0.3C | 0.02: 0.00¢ 0.011 0.9¢
(D) >=1 HHM works in a family farm business 0.020 .07 0.002 0.25| 0.016 0.006 0.004 0.82
Max total # of weeks worked per year in add. job 020. 0.007 0.000 0.80 0.016 0.006 0.003 1.00
(D) HHM second. job status: private wor 0.01¢ 0.007 0.00t 1.0C | 0.01¢ 0.00 0.01:  1.0C
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Table Al : Ranking of all candidate predictors -cayegory (continued)

Urban Rural
Variables (1) (2) (3) (4) (5) (6) (7) (8)
(Log) HH Avg # of worked weeks (past \- all jobs 0.01¢ 0.007 0.00z 0.4z | 0.01¢ 0.00 0.01f 0.9t
Max normal # of hr worked last wk in additional jc 0.01¢ 0.007 0.00C 0.11 | 0.01z 0.00¢ 0.001 0.67
(D) >=1 HHM work in a fam-owned n-farm business ro0 0.006 0.009 1.000 0.040 0.014 0.031 1.00
(Log) Max. HH # of work hrs (past wee- main jok 0.01¢ 0.00¢ 0.00z 0.3z | 0.01¢ 0.00¢ 0.00¢  1.0C
Avg total # of hrs worked last wk in additional 0.01¢ 0.00¢ 0.00C 0.5C | 0.017 0.00¢ 0.00¢  1.0C
(D) >=1 HHM aged >15 not current. in the labor forc ~ 0.016 0.006 0.006  0.0( 0.008 0.003 0.002 0.00
(Log) Max. HH # of annual worked wee- main jok 0.01¢ 0.00¢ 0.00: 0.2 | 0.01: 0.00¢f 0.00¢  0.57
(D) >=1 HHM employe 0.01¢ 0.00t 0.00¢ 0.2C | 0.01z 0.00¢ 0.00t 0.8¢€
Avg normal # of hrs worked last wk in additionabjo 0.015 0.005 0.000 0.13 0.012 0.004 0.001 0.83
(D) HHM second. job statuself employe 0.01¢ 0.00¢ 0.00C 0.8C | 0.011 0.00¢ 0.00C 0.91
(D) >=1 HHM aged >15 never in the labor fc 0.01¢ 0.00t 0.00: 0.07 | 0.017 0.00¢ 0.00t 0.0C
(D) >=1 HHM did not work in the past year 0.014 @0 0.002 0.07| 0.020 0.007 0.012 0.00
(D) HHM primary job status: unpaid family worl 0.01¢ 0.00¢ 0.001 0.9 | 0.01¢ 0.00¢ 0.001 0.7¢
(D) HHH works 0.01¢ 0.00t 0.001 0.6¢ | 0.01¢ 0.007 0.00t 0.8t
(D) HHM second. job status: unpaid family worker 04 0.005 0.000 1.00 0.022 0.008 0.006 1.00
(D) HHH hat no occupation (previous we 0.01Y 0.00¢ 0.00¢ 0.0C | 0.01¢ 0.00¢ 0.00¢ 0.2C
(Log) Max. HH # of weekly working hour- main jot 0.01Y 0.00¢ 0.00:¢ 0.1f8 | 0.01z 0.00¢ 0.00¢ 0.9z
(Log) HH Avg # of annual worked weeks - main job 08B 0.005 0.002 0.85 0.027 0.009 0.014 0.96
(D) HHM second. job status: gvt emplo 0.01¢ 0.00¢ 0.001 1.0C | 0.01% 0.00¢ 0.00¢  1.0C
Nb children <15 working in the past we 0.01: 0.00t 0.00C 1.0C | 0.011 0.00¢ 0.00C 0.7
(Log) Max. HH # of weekly working hours - all jobs 0.012 0.004 0.003 0.17 0.021  0.007 0.007 0.68
(Log) Max. HH # of annual worked wee- all jobs 0.01z 0.00¢ 0.00: 0.28 | 0.01¢ 0.00¢ 0.00¢  0.87
(D) >=1 unemployed HHI 0.01z 0.00¢ 0.001 0.0¢ | 0.01z 0.00¢ 0.00C 0.0¢
Avg total # of weeks worked per year in additiojudl 0.012 0.004 0.000 1.0(¢ 0.017 0.006 0.003 0.94
(D) >=1 child <15 worked in the past we 0.01z 0.00¢ 0.00C 1.0C | 0.00¢ 0.00: 0.00C 1.0C
(D) >=1 HHM has an additional ji 0.01z 0.00¢ 0.00C 0.5¢ | 0.01¢ 0.00¢ 0.00z 0.9:
(Log) Max. HH # of work hrs (past week) - all jobs 0.011 0.004 0.001 0.36 0.022 0.008 0.008 0.78
(Log) HH Avg # of work hrs (past wee- main jot 0.01C 0.00¢ 0.00:¢ 0.5C | 0.02¢ 0.00¢ 0.01¢ 1.0C
(Log) HH Avg # of weekly working hour- main jok 0.00¢ 0.00¢ 0.00z 0.5€ | 0.02¢ 0.00¢ 0.01¢ 1.0C
(D) HHM primary job status: self employed 0.008 @O 0.004 0.88| 0.012 0.004 0.003 0.75
Literacy
(D) >=1 HHM aged >15 able to read in Indone 0.031 0.01C 0.00¢ 0.4C | 0.03: 0.011 0.01f 0.97
(D) >=1 HHM aged >15 able to read and write 0.026.000 0.008 0.52| 0.026 0.009 0.019 0.93
(D) >=1 HHM aged >15 able to wr 0.022 0.00¢ 0.007 0.5C | 0.02: 0.00¢ 0.017 0.8¢
(D) >=1 HHM aged >15 able to write Indonesia 0.021 0.007 0.007 0.4z | 0.03¢ 0.01: 0.01¢ 0.9¢
(D) >=1 HHM aged >15 able to read 0.016 0.006 0.008.50 | 0.020 0.007 0.017 0.90
(D) >=1 HHM speaks only Indonesian in daily 0.01¢ 0.00¢ 0.00: 0.94 | 0.02: 0.00¢ 0.00¢  1.0C
Demographic dynamics
Nb HHM aged <15 who left since prev. survey 0.026.000 0.009 1.00f 0.021 0.007 0.010 1.00
Nb former HHM living in the same district 0.025 08 0.005 1.00f 0.015 0.005 0.001 0.94
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Table Al : Ranking of all candidate predictors -cayegory (continued)

Urban Rural
Variables (1) (2) (3) (4) (5) (6) (7) (8)
(D) >=1 HHM aged <15 left since prev. sur 0.02: 0.00¢ 0.007 1.0C | 0.02¢ 0.00¢ 0.00¢ 1.0C
(D) >=1 HHM moved in for wor 0.02: 0.00¢ 0.00¢ 1.0C | 0.01z 0.00¢ 0.001 1.0C
Nb HHM who left for work 0.021 0.007 0.006 1.0p D50 0.005 0.001 1.00
Nb new HHM aged 1-64 since prev. survi 0.021 0.007 0.001 0.6z | 0.01¢ 0.00¢ 0.00¢  1.0C
Nb former HHM living in the same subdist 0.021 0.007 0.001 0.98 | 0.021 0.007 0.00C 0.8¢
Nb HHM aged 15-64 who left since prev. survey 0.02@.007 0.002 1.00{ 0.015 0.005 0.000
(D) >=1 former HHM living in the same distr 0.01¢ 0.007 0.00¢ 1.0C | 0.01% 0.00¢ 0.00z  1.0C
Nb HHM who moved in for wor 0.01¢ 0.007 0.00¢ 1.0C | 0.01¢ 0.007 0.00C 0.9t
Nb HHM who left the HH since prev. survey 0.018 @BO 0.004 1.00f 0.013 0.004 0.002
Nb former HHM living in the same provin 0.01¢ 0.00¢ 0.00C 0.7¢ | 0.02: 0.00¢ 0.001 1.0C
(D) >=1 HHM left the HH for family obligatior 0.01¢ 0.00¢ 0.00C 0.11 | 0.01z 0.00¢ 0.001 0.0C
(D) >=1 former HHM living in the same village 0.0170.006 0.006 1.00f 0.018 0.006 0.002
(D) >=1 HHM aged 1-64 left since prev. survi 0.017 0.00¢ 0.00¢ 1.0C | 0.011 0.00¢ o0.00C 0.27
Nb new HHM since prev. surv 0.017 0.00¢ 0.001 0.5¢ | 0.011 0.00¢ 0.001 0.64
Nb HHM who moved in for school (start or finish) 0a7 0.006 0.001 1.00 0.017 0.006 0.000
(D) >=1 former HHM living in the same provir 0.017 0.00¢ 0.00C 0.8z | 0.01¢ 0.00¢ 0.00C  1.0C
(D) >=1 HHM left the HH sincprev. surve 0.01¢ 0.00¢ 0.00¢ 0.9¢ | 0.01¢ 0.00¢ 0.00z  0.9¢
(D) >=1 new HHM aged <15 since prev. survey 0.016.006 0.004 0.06f 0.020 0.007 0.012
(D) >=1 HHM died since prev. surv 0.01¢ 0.00¢ 0.001 0.1z | 0.00¢ 0.00: 0.001 0.0C
(D) >=1 former HHM living in other prov Indone: 0.01¢ 0.00¢ 0.001 0.3¢ | 0.01: 0.00¢ 0.001 0.64
Nb former HHM living in other prov in Indonesia a® 0.005 0.000 0.20 0.015 0.005 0.000
Nb HHM who died since previous sun 0.01¢ 0.00¢ 0.00C 0.2C | 0.01: O0.00¢ 0.001  0.0C
Nb HHM who left for family obligation 0.01f 0.00t 0.00C 0.5z | 0.01z 0.00¢ 0.001 0.0C
(D) >=1 new HHM since prev. survey 0.014 0.005 @.000.57 | 0.010 0.003 0.001 0.30
(D) >=1 former HHM living in the same subdist 0.01¢ 0.00¢ 0.001 0.9 | 0.01¢ 0.00¢ 0.00C  0.7¢
(D) >=1 former HHM living abros 0.01¢ 0.00t 0.00C 0.6¢ | 0.01¢ 0.00¢8 0.00z 1.0C
(D) >=1 new HHM aged >64 since prev. survey 0.014.006 0.000 0.21] 0.014 0.005 0.001
Nb HHM who left for school (start or finis 0.01¢ 0.00¢ 0.00C 0.2¢ | 0.01: O0.00¢ 0.001 0.9¢
Nb HHM who left to become independ 0.01Y 0.00¢ 0.00z 0.9z | 0.01¢ 0.00¢ 0.001 0.8C
Nb HHM who moved in for family obligations 0.013 005 0.001 1.00f 0.014 0.005 0.001
Nb former HHM living abroa 0.01: 0.00t 0.00C 0.6¢ | 0.01f 0.00¢ 0.00: 1.0C
Nb new HHM aged >64 since prev. sur 0.01: 0.00t 0.00C 0.3t | 0.011 0.00¢ 0.001 1.0C
(D) >=1 new HHM aged 15-64 since prev. survey 0.01.004 0.001 0.58] 0.014 0.005 0.002
(D) >=1 HHM left for school (start or finis 0.01z 0.00¢ 0.00C 0.3z | 0.01¢ O0.00¢ 0.00z 1.0C
Nb former HHM living in the same villa 0.0117 0.00¢ 0.00t 1.0C | 0.011 0.00¢ 0.001 0.91
Nb new HHM aged <15 since prev. survey 0.010 0.00B3003 0.40| 0.015 0.005 0.011 0.00
(D) >=1 HHM left to becomindepender 0.01C 0.00: 0.00z 1.0C | 0.01z 0.00¢ 0.001 0.77
(D) >=1 HHM left for work 0.00¢ 0.00: 0.00¢ 1.0C | 0.01¢ 0.00¢ 0.001 0.9t
(D) >=1 HHM moved in for family obligations 0.008 .a®3 0.000 0.38| 0.011 0.004 0.002
(D) >=1 HHM moved in for scho((start or finish 0.00¢ 0.00z 0.001 1.0C | 0.01z 0.00< 0.00C  1.0C

0.56

0.85

0.95

0.94

0.00

0.69

1.00

0.00

0.87

0.00
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Table Al : Ranking of all candidate predictors -cayegory (continued)

Variables

Rural

(5) (6) () (8)

Health status

(D) >=1 HHM aged 15 reporting to be swht heali
(D) >=1 HHM aged <15 w/ nausea (past month)
(D) >=1 HHM aged >15 reporting to be unhealthy
(D) Adult HHM unable to stand up from sittii- floor
(D) >=1 HHM aged <15 reported to be s. unhealthy
(D) >=1 HHM aged <15 w/ missed activity day

(D) Adult HHM unable to walk for 5 ki

(D) >=1 HHM aged <15 w/ cough (past month)

(D) >=1 HHM aged <15 w/ toothache (past month)
(D) >=1 HHM aged <15 reported to be very hee

(D) >=1 HHM aged <15 w/ breathing pb (past month)
(D) >=1 HHM aged >15 in bed for >=1 day

(D) Adult HHM unable to stand up from sitti- chait
(D) >=1 HHM <15 w/ fever (past month)

(D) Adult HHM unable to go to the bathroom

(D) Adult HHM unable to draw water from a w

(D) Adult HHM unable to carry a heavy load for 20m
(D) >=1 HHM aged <15 w/ stomach ache (past mth)
(D) >=1 HHM aged <15 reported to be smwht he
(D) >=1 HHM aged <15 w/ diarrhea (past month)
(D) >=1 HHM aged <15 in bed for >=1 day

(D) Adult HHM unable to sweep the flc

(D) >=1 HHM aged >15 reporting to be very healthy

(D) Adult HHM unable to dress

(D) >=1 HHM aged<15 w/ headache (past mc

(D) Adult HHM unable to easily bow, squat, kneel
(D) >=1 HHM aged >15 reporting to be s. unhealthy
(D) >=1 HHM aged <15 w/ runny nose (past mo

(D) >=1 HHM aged <15 w/ eye infection (past month)
(D) >=1 HHM aged >15 w/ missed activity day

(D) >=1 HHM aged <1'reported to be unhealt

(D) >=1 HHM aged <15 w/ skin infection (past mth)

0.02: 0.00¢ 0.001 0.67
0.017 0.006 0.001 1.00
0.015 0.005 0.000 0.50

0.01¢ 0.00¢ 0.001 0.94
0.015 0.005 0.000 0.81
0.011 0.004 0.000 0.45

0.01¢ 0.00¢ 0.001 0.7¢
0.010 0.003 0.000 0.20
0.014 0.005 0.002 1.00

0.01z 0.00¢ 0.00z 0.0C
0.018 0.006 0.000 0.84
0.017 0.006 0.004 1.00

0.011 0.00¢ 0.00C 0.4%

0.015 0.005 0.001 0.25

0.021  0.007 0.001 0.00

0.01: 0.00¢ 0.001 0.14
0.016 0.006 0.001 0.82
0.008 0.003 0.002 1.00

0.01¢ 0.00¢ 0.00¢ 0.0¢
0.010 0.003 0.000 0.90
0.013 0.005 0.000 0.07

0.01: 0.00¢ 0.001 0.07
0.015 0.005 0.001 0.00

5 0.012 0.004 0.000 0.33

0.01¢ 0.00¢ 0.00C 0.7¢
0.013 0.005 0.000 0.36
0.022 0.008 0.002 0.96

0.01t 0.00¢ 0.001 0.31
0.007 0.002 0.000 1.00
0.015 0.005 0.006  1.00

0.00¢ 0.00: 0.00C 0.7
0.017 0.006 0.001 1.00

Community participation

Nb HHM who participated ilarisar (past yeal
(D) >=1 HHM has participated iarisan (past year)

Urban
(1) (2) 3) (4)
0.02: 0.00¢ 0.00: 0.0C
0.023.00® 0.000 0.74
0.020.007 0.000 1.00
0.021 0.007 0.00C 0.4¢
020. 0.007 0.001 0.00
0.0190.007 0.000 0.42
0.01¢ 0.00¢ 0.001 0.5C
0.018 006. 0.000 0.28
8.010.006 0.000 0.06
0.017 0.00¢ 0.001 1.0C
.01¢ 0.006 0.001 1.00
0.017 @®000.000 1.00
0.017 0.00¢ 0.00C 0.1z
0.016 0.006 .00 0.25
0.016 0@ 0.000 0.44
0.01¢ 0.00¢ 0.00C 0.8C
0.014 0.005 0.000 0.43
19.0 0.005 0.000 0.57
0.01: 0.00¢ 0.00z 0.1
0.01%.005 0.001 0.00
0.013 ®000.001 0.00
0.01: 0.00¢ 0.001 0.1t
.01 0.005 0.000 0.92
0.012 0.004 0.000 O00.
0.011 0.00¢ 0.00C 0.5t
0 0.003 0.000 0.50
.010 0.003 0.000 0.30
0.00¢ 0.00: 0.001 0.11
0.009 0.003 0.000 0.78
0.0080.003 0.001 1.00
0.00¢ 0.00: 0.00C 0.2¢
.006 0.002 0.000 0.17
0.02¢ 0.00¢ 0.00¢ 1.0C

0.014 0.005 0.008

0.031 0.01C 0.02¢ 1.0C

1.G

0 0.035 0.012 270.0 1.00

Notes: Results based on a random sargpi#, 000,000 models of 10 predictors. Columns (1) &dsliow for each variable the probability of
being included in a top 0.1% model; columns (2) &)dshow the probabilities that models includingtewmariable are in the top 0.1%; columns
(3) and (7) show the added values, as a share célf®®] and columns (4) and (8) show the positive pigabilities. HH stands for household,
HHH for household head and HHM for household membet; stands for at least Arisanis a rotating savings group. The numbers in botthsh

the best predictors in each area.
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