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Abstract

Using methods from machine learning we show that fundamentals from simple exchange
rate models (PPP or UIRP) or Taylor-rule based models lead to improved exchange rate
forecasts for major currencies over the floating period era 1973—2014 at a 1-month forecast
horizon which beat the no-change forecast. Fundamentals thus contain useful information
and exchange rates are forecastable even for short horizons. Such conclusions cannot be
obtained when using rolling or recursive OLS regressions as used in the literature. The
methods we use — sequential ridge regression and the exponentially weighted average
strategy, both with discount factors — do not estimate an underlying model but combine
the fundamentals to directly output forecasts.

JEL Classification: C53, F31, F37

Keywords: exchange rates, forecasting, machine learning, purchasing power parity,
uncovered interest rate parity, Taylor-rule exchange rate models

1. Introduction

We show that fundamentals from “classic” exchange rate models and Taylor-rule ex-
change rate models are useful in forecasting short-term changes in exchange rates for
major currencies. Using prediction techniques borrowed from machine learning that
come with performance guarantees — sequential ridge regression with discount factors
and the exponentially weighted average strategy with discount factors — we are broadly
able to improve forecasting forward the 1-month exchange rate for the floating rate pe-
riod 1973-2014 in terms of the usual root mean square error (RMSE) criterion, and
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obtain lower Theil ratios than the no-change (random walk) prediction. Fundamentals
from purchasing power parity models (PPP), uncovered interest rate parity (UIRP), and
Taylor-rule exchange rate models — which traditional exchange rate forecasting literature
(based on OLS methods) has failed to find effective (see Rossi, 2013 for a recent compre-
hensive review) — in fact carry valuable information for out-of-sample forecasting even at
short-term horizons'. We obtain similar success with predicting the direction of change
of exchange rates and several economic criteria, and also conduct various robustness
checks.

These results have important implications both for economic theory and policy. For
example, Alvarez et al. (2007) argue that if exchange rates are random walks, monetary
policy concentrated on short-term interest rates does not have typically assumed nominal
or real effects, but rather affects only risk premia. More generally, it has been frustrating
for researchers in international economics that forces stipulated by the simplest and most
intuitive models about one of the most important prices — exchange rates — did not seem
to be empirically detectable.

Our findings are contrary to the consensus in the literature led by the famous Meese
and Rogoff (1983) result on the inability of short-term forecasts based on fundamentals to
outperform the hard-to-beat no-change/random walk predictions?. The improvements in
forecasts using fundamentals presented here (up to 1.3 % in terms of RMSE) are not large
— the fundamentals we consider do not help to add a lot of predictive content relative to
the one of “no change” from the previous observed exchange rate — but are substantial
(and often statistically significant at conventionally accepted levels) with respect to the
existing literature. The observations of Engel and West (2005) may well be valid: cur-
rent and past fundamentals may have low correlations with future exchange rate values.
Fundamentals may have little predictive power against an exchange rate that can be
approximated by a random walk, though they may add some useful information.

Why should we use these methods and not others? A common feature of the methods
we use is the following: they attempt to avoid a problem known as overfitting past data,
which means being able to reconstruct well — using the forecasting equations — previ-
ous data (having a good “in-sample” prediction error) but with poor future predictions
(delivering a poor “out-of-sample” prediction error). Such problems have permeated the
exchange-rate prediction literature for the last 35 years, from Meese and Rogoff (1983)
to Fratzscher et al. (2015).

These methods do not estimate the coefficients of some underlying model, but rather,
treat the coefficients as numbers to be chosen (not estimated) over time in order to form
good predictions. Indeed, they do not rely on stochastic modeling of exchange rates
(e.g., in terms of a linear combination of the fundamentals plus stochastic errors). They
have appealing features (described in Section 3.2) as theoretical guarantees (bounds) on
their performance can be proven. In particular, their RMSEs converge, as the number

I Forecastability of exchange rates over longer time periods — such as 2-year forward forecasts and
beyond — has been established in the literature, see Section 6. Forecastability is not the same thing as
predictability, which has also been studied; see Footnote 25.

2The rare exceptions are that of Clark and West (2006) that demonstrate the predictability of a UIRP-
based model or Wright (2008) that uses Bayesian model averaging methods. See a longer discussion in
Section 6.



of instances to be predicted increases, to a quantity that is (always) not larger than the
RMSE of the no-change/random walk prediction, and even not larger than the RMSE
of the best fixed linear forecasting equation (for certain methods). The latter value is
in general strictly smaller than the RMSE of the no-change/random walk prediction,
so asymptotically such methods should beat the random walk if fundamentals indeed
drive the exchange rate. It can also be shown that no such guarantee can be achieved
for conventional (rolling or recursive) OLS regressions. Moreover, we apply our meth-
ods to fundamentals precisely identified by classic economic models of exchange rates,
and do not run “kitchen-sink” regressions where many different and not necessarily re-
lated fundamentals are mixed together. The following are crucial differences between our
work and that of other studies like Li et al. (2015) and Plakandaras et al. (2015), which
forecast exchange rates with different machine learning techniques: the methods we use
come with relevant performance guarantees, solve outright a statistical problem encoun-
tered by many previous studies, and use only one (very limited) set of theory-motivated
fundamentals at a time.

We stress that both the discount factors and (hyper)parameters of our methods (a
learning rate for the exponentially weighted average strategy with discount factors, a
regularization factor for sequential ridge regression with discount factors) are not imposed
from above or set arbitrarily. In particular, our methods do not rely on educated guesses
about important parameters, as for example in Wright, 2008 for Bayesian model averaging
methods and in other papers, where typically the performance of methods at hand are
reported for several, hand-picked, parameter values). Note finally that the methods
we implement are general forecasting methods that were not specifically designed for
exchange rate forecasting, but proved to work well in other problems (e.g., air quality
and electricity consumption forecasting; see Cesa-Bianchi and Lugosi, 2006, Mauricette
et al., 2009, and Stoltz, 2010).

Machine learning methods. The first method — the exponentially weighted average strat-
egy with discount factors — allows us to weigh fundamentals by their past performance.
Coefficients chosen over time are convex and are proportional to the exponential of the
average past performance of each fundamental. These vary over time as the performance
of each fundamental evolves. If certain fundamentals always perform poorly, they are
rapidly (almost) discarded, though by construction all coefficients are non-zero even if
some may be close to zero. The success of this algorithm, which identifies the best pre-
dictors in any period, may be due to the channel exhibited in the scapegoat exchange
rates model of Bacchetta and van Wincoop (2004) (tested for in Fratzscher et al., 2015):
traders consider some of the “most fashionable” fundamentals (in some periods) that
eventually drive the exchange rates. When we look closer at the weights we see that
quite often there is one prevailing fundamental that carries most of the information for
forecasting exchange rates; details are provided in Appendix D, Figures D.1-D.3 of the
online supplementary material (Amat et al., 2018b).

The second method — sequential ridge regression with discount factors® — resembles
OLS regression, but prevents the in-sample overfitting issue encountered by adding a

3Ridge regression was introduced by Hoerl and Kennard (1970) in a stochastic and non-sequential
setting. However, it turns out that the exact same method can be analyzed in a sequential non-stochastic
setting, leading to guarantees of another nature, namely in the form (7). We will discuss these machine-
learning analyses in Section 3.2.
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regularization term to an otherwise standard OLS regression. The regularization term
prevents the smallest possible in-sample error being obtained, which typically leads to
better generalization (smaller out-of-sample error). The elastic net method considered
by Li et al. (2015) proceeds in a similar fashion, with a combination of Euclidean and
absolute-value regularization. However, it comes with no clear theoretical performance
guarantees like those which can be shown for ridge regression.

For both methods, we consider variants of the basic machine-learning formulations
which include discount factors. Discounting puts more weight on recent forecasting errors.
This allows us to accommodate structural breaks that may be present in the data (e.g.,
changes in the conduct of monetary policy, crisis times, etc.) better than the original
formulations. This is also true for any changes in the behavior of market participants. It
should be noted that our discounts are of a polynomial and not geometric form (as used
in most of the economic literature). This is because it can be proven that theoretical
guarantees can be associated with the former (see Section 3.2) but not the latter in our
context (see Theorems 2.7 and 2.8 of Cesa-Bianchi and Lugosi, 2006 for a discussion of
the performance of different discounting methods).

The data used and the scope of our study. In our study, aside from the specific machine-
learning methods, we use data and forecast evaluation methods that are standard in the
literature, as discussed in Rossi (2013). We use lagged fundamentals and do not detrend,
filter, or seasonally adjust the data in any way. We use single-equation methods and our
benchmark for comparison is the no change in the exchange rate prediction. We study
the floating currency pairs for major industrialized countries, (i) for the entire period
since the breakup of the Bretton Woods fixed exchange rate system (1973-2014), and
(ii) for the period 1999-2017 for a subset of currencies using “real-time” data. We use
end-of-month exchange rates (with one reading of the exchange rate at the end of the
month).

We conduct several robustness checks, such as trying out different (sub)samples,
variations on the exact form of the fundamentals included, etc., and our results remain
valid. Furthermore, an investigation of statistical properties of the errors shows that our
improvement is uniform over time, rather than driven by a few well-predicted instances.
There are several themes discussed by Rossi (2013) that are also relevant to our study.
Traditional linear estimation methods (rolling or recursive OLS regressions) with our
fundamentals fail to forecast exchange rates better than the no change in exchange rates
prediction. With the addition of several fundamentals (aggregating information) we do
not get gains in prediction precision — that is, parsimonious forecasting equations work
best. Fundamentals from the same time period as the forecast (true observed values)
perform poorly.

Our study is not comprehensive nor exhaustive in nature. Our goal is not to provide
the best possible forecasts of exchange rates by finding fundamentals from the large set
considered in the vast literature that have the strongest predictive power (or aggregating
the information contained therein for example in hundreds of different time series). We
are interested in showing that we can detect fundamentals driving exchange rates even
at short horizons, and argue for the usefulness of machine learning methods in applica-
tions to well-known and hard-to-crack economic problems such as predicting inflation or
output.



1.1. Organization of the paper

In Section 2, we present the fundamentals that we shall consider. Then, in Section 3,
we discuss the analysis methods and put them in perspective with respect to standard
linear regressions. Next, in Section 4 we present the data, while in Section 5 we discuss the
results. Section 6 contains a literature review and Section 7 concludes. Supplementary
online material (Amat et al., 2018b) contains further details regarding the methods and
results tables.

2. Fundamentals considered

We study “classic” fundamentals stemming from the simple exchange rate models of
the 1970s and Taylor-rule based models. As described in Rossi (2013), there are four main
reasons for this: (i) these fundamentals come from exchange rate models that involve
basic relationships in standard international economics, (ii) they have been extensively
used in the literature, (iii) studies have shown that at short-time horizons, forecasting
methods based on them were not successful with respect to the no-change forecast*
benchmark, and (iv) data is widely available for long periods for a large set of countries
and does not require any transformations (as for example, productivity data does).

2.1. General framework

In the following, “home” or “domestic” refers to the U.S., while “foreign” refers to
some other country whose exchange rate w.r.t. the U.S. dollar is studied.

The general forecasting equation for exchange rate change for a currency pair is given
by

N
Spr—se=o+ Y Biafiu, (1)

j=1

where s, is the logarithm of the exchange rate (home currency units per unit of the foreign
currency) at time ¢, the intercept o, and slope coefficients f;, are to be chosen based
on information available up to time ¢, and the f;, are the N fundamentals considered at
time ¢. Throughout the paper we will impose® that o; = 0. The time unit is months.

By the exchange rate, we here mean the end-of-the month value.

The coefficients (3, (and o, when intercepts are considered, which is not the case
here) are usually picked through rolling or recursive OLS regression. Rossi (2013) states
that “the literature has been focusing mainly on rolling or recursive window forecasting
schemes (see West, 2006), where parameters are reestimated over time using a window
of recent data”, and Cheung et al. (2005) mention that “the convention in the empirical
exchange rate modeling literature of implementing rolling regressions [was| established

4We remind readers that no other set of fundamentals has been as yet shown to beat such forecasts
in a consistent manner either. See Footnote 25 on the predictability of exchange rates with Taylor-rule
model-based fundamentals.

5 Affine forecasting equations can be handled via only one of our two forecasting methods, namely
sequential ridge regression with discount factors, and do not offer an improvement upon the results
shown in the paper. Details are available upon request. The other method — the exponentially weighted
average strategy with discount factors — is not applicable to affine forecasting equations.
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by Meese and Rogoff (1983).” This is because these gave the best performance and
no other method consistently beat them. In this paper, we revisit this convention and
consider other methods for picking these coefficients. We do not write “estimate these
coefficients”, as this would imply some underlying model with true parameters o and .
We will be interested solely in forecasting performance, and not at all in the existence or
use of a model®.

Before recalling how rolling and recursive OLS regressions proceed to that end, and
presenting alternative methods stemming from the machine learning field, we discuss the
fundamentals of interest.

2.2. Fundamentals from PPP, UIRP, monetary, and Taylor-rule models

We are only interested in the predictive performance of the forecasting methods we
use. We allow forecasting equations with both different (which is going to be our base
scenario) and equal (we shall call them “coupled”) coefficients for home and foreign
fundamentals relating to the same measured quantity. There are good reasons to allow
for different coefficients. Identical series, even if pertaining to a similar economic concept,
may be either unavailable or measured completely differently in any two countries (given
that they are provided by independent institutions using a range of methods). Hence,
the best weights picked may differ because the elasticities of response of investors to
purportedly similar fundamentals in each country may and indeed should differ”. A
further issue that is pertinent while analyzing data series over such long periods is that
central banks sometimes change their ways of conducting monetary policy — for example
by following inflation targets or Taylor rules — at different times across countries which —
as is well known — may also change the way in which exchange rates react to fundamentals.

The first time-series of fundamentals is formed by inflation differentials, which are
also used for instance in the relative purchasing power parity model. The associated
forecasting equation is given by

§t+1 — St = 51,t7Tt - ﬁz,tﬂz’ (2)

where 7; and 7} are respectively the home and foreign measures of 12-month inflation
rates available (known) at time ¢. In what follows, a “x” will denote the variables for the

6We avoid using the word “model” here, as we will not have to assume that some true underlying
model of the differences exists like

N

St4+1 — St = ¢ + Zﬁjfj,t +ett1,
i=1

from which, by estimation of the unknown coefficients 3; some prediction 5¢41 could be obtained.

"The most flagrant example is perhaps money stocks: for the United Kingdom and Sweden only MO
aggregates, and for Italy and the Netherlands only M2, are available for the entire period considered,
and not M1 as for other countries. M0, M1 and M2 money aggregates are typically correlated, but they
obviously measure different things, and the relationship between those within the same country may not
be stable. Even for countries for which M1 measures are available, these contain different components
depending on the country. Such issues unfortunately exist to some extent for every fundamental consid-
ered, and is a general problem in the literature. Due to the asymptotic properties of the methods, we
wanted to obtain the longest series possible for the largest number of currencies and had to — given the
data available — sacrifice standardization to some extent.
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foreign country®.
The forecasting equations using the fundamentals from the uncovered interest rate
parity model are of the form

§t+1 — St = ﬁl,titﬁt+1 - BQ,ti:*nH»l , (3)

where 44,11 and i}, are the short run (money-market) interest rates at home and
in the foreign country respectively. These would be the interest rates at which investors
could place money at time ¢ for the period ¢ to ¢ + 1 and be observed by them in real
time.

The third time-series of fundamentals consists of changes in money stocks and out-
puts. The simplest monetary model (flexible price, Frenkel-Bilson model) states that
exchanges rates can be modeled as linear combinations of the form

st:a—&-qb(mt—m:)—w(yt—y;)’

where m; and m} are the logarithms of the money stocks at time ¢, and y; and y; the
logarithms of outputs. Here, o, ¢ and w denote some true underlying parameters for the
model. As indicated several times, we will not rely on the existence of such a monetary
model, and only consider it to extract the fundamentals it proposes and substitute them
into our forecasting equations. Indeed, after lagging the said fundamentals by a month (to
account for known and present but not forward values), differencing the above equation?,
and allowing for decoupled fundamentals, we consider'® the forecasting equations

St1 — ¢ = BrpAmy — Ba i Amy — B3 Ay, + Ba Ay, (4)

where Axy = x; — 2,1 denotes the change between periods ¢t — 1 and ¢ for a variable .
In (4), the parameters 31 ¢,..., B4+ are to be picked over time as in (2) and (3).

We also investigate whether all of the fundamentals mentioned above taken together
are able to predict changes in the exchange rate'!.

Lastly, we also consider whether the fundamentals extracted from a Taylor-rule based
exchange-rate model (which have been found successful in establishing the predictability

8The relative PPP forecasting equation would actually stipulate 541 — s¢ = B1,tApi+1 — ﬂg,tAp’g+1,
where Ap;4+1 is the change in the price level between periods ¢ and ¢ 4+ 1. However, as the change in the
future price level is unknown at time ¢, we use past price changes (inflation) in our forecasting exercise.

9We proceeded this way as some of the methods we use — in particular the exponentially weighted
average strategy with discount factors — require direct predictions of the exchange rate change. An
alternative is to find some “equilibrium” exchange rate driven by the aforementioned fundamentals and
use the deviation of the current exchange rate from that “theoretical” exchange rate as the fundamental.
Doing this does not qualitatively change our results.

10Recall that the model does not need to hold — it merely helps us decide which fundamentals to
consider in our forecasting equations.

11 The form in which the fundamentals are included does not appear to matter, at least for sequential
ridge regression with discount factors. We produced forecasts using fundamentals from the PPP and
monetary models for our main sample also using price or output indices in levels or the monetary stock:
our qualitative conclusions do not change for sequential ridge regression with discount factors. We also
investigated fundamentals extracted from the other popular monetary flexible-price model that also
involves differences in interest rates, which in our forecasting equations would add terms i; — é;—1 and
iy —iy_, as predictors. We do not show the results as they were very close to the performance of the
forecasting equation (4). We included these fundamentals, however, when considering forecasts with all
fundamentals at hand to see whether aggregating information from many different time-series helps.
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of exchange rate changes, as discussed in Section 6) are also useful in forecasting. We use
the fundamentals from the most parsimonious version of equation (7) from Molodtsova
and Papell (2009) for our forecasting equation:

Si41 — 8¢ = Pramy — Poumi 4 B3,Y; — Baile + Bty 1 — Botlit—1-t (5)

where y; and y; are present measures of the output gaps. Therefore, our Taylor-rule
fundamentals are the inflation, output gaps, and lagged interest rates.
The actual data time-series used are further discussed in Section 4.

Coupled fundamentals. In forecasting equations (2)—(5), fundamentals of home and for-
eign countries pertaining to the same concept can also have the same weights. For
example, the forecasting equation inspired by the PPP model in (2) is then $;41 — ¢ =
Bl’t(m — ) We will refer to this situation as coupled fundamentals, and perform ro-
bustness checks using this forecasting equation. Note that it still falls under the general
umbrella of (1), only with N/2 coefficients to pick instead of N, and with the f;; now
referring to the differences between home and foreign fundamentals.

3. Methodology

As indicated above, forecasts s;11 of 1-month ahead exchange rates sy, 1 are based on
the forecasting equations (2)—(5). A forecasting method consists of a rule for picking the
coefficients 3;; over time based on past and present information. Several such methods
are presented in Sections 3.1 and 3.2, namely conventional rolling and recursive OLS
regressions (in brief — Section 3.1), as well as two other methods stemming from the field
of sequential learning (in detail — Section 3.2).

As discussed in detail in Appendix B of the online supplementary material (Amat
et al., 2018b), we evaluate the forecasting ability of these methods through their (out-of-
sample) root mean square error, which is computed by working with a training period
of ¢y = 120 months, as is standard in the literature. (This training period is not taken
into account in the evaluation of performance.) To determine whether the improvements
in RMSE of one method over another are statistically significant, we use the Diebold
and Mariano (1995) test, referred to as the DM test in the following; we in fact do so
on bootstrapped data. For the sake of completeness (and though not fully applicable
in our setting, see Appendix B.3 of the online supplementary material) we also report
the results of the tests by West (1996) and Clark and West (2006, 2007) for determining
significant improvements over the no-change prediction only (denoted CW hereafter).
Last, we compute the Theil ratio of the RMSE predicted by the forecasting method of
interest over that of the no-change prediction. A ratio below 1 means that the given
method gave a lower RMSE than the no-change prediction.

3.1. Forecasting methods (part 1): classical methods

We now present the various forecasting methods considered in this paper. We will
do so in some generality, encompassing all of the forecasting equations (2)—(5) under the
umbrella of (1):

N
Siy1 — 8¢ = Zﬁj,tfj,t .
=1
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We recall that in our view, the coefficients 3;; are to be picked according to some rule;
they do not need to be understood as estimating some unknown underlying true value.

The no-change forecasting method. The first strategy consists of choosing 5;; = 0 for
all j at each round ¢, that is, of forecasting s;41 with s;. We call this the no-change
forecasting method.

Rolling OLS regression. This is the most standard technique in the literature, “the con-
vention” as Cheung et al. (2005) state. The idea is to truncate the available information
to account for the most recent relationships between variables that can change over time
because of policy changes (for example, a change to Taylor-rule based monetary policy),
structural changes in the economy (such as shifting relationships between the money
stock and inflation), etc. For this forecasting method, we need to choose the length h of
the estimation window, which we also use for the training period, as is standard in the
literature (see Molodtsova and Papell, 2009): h = t; = 120 months. The rolling OLS
regression picks, for months ¢ > h,

2
t

N
(Bit -, Bng) = argmin Z Sr = Sr—1— Zﬂjfj,T—l
=1

B1,---,BNER r—t—hal

Recursive OLS regression. This is another standard technique in the literature. It con-
sists of choosing, for each month ¢,

2

t N
(ﬁl,ta ceey ﬂN,t) = argmin Z St — Sr—1 — Zﬂjfj,‘r—l )
j=1

B, BNER T

i.e., all past time instances, and not only the h most recent ones, are used to form the
prediction.

3.2. Forecasting methods (part 2): simple machine learning algorithms

The forecasting methods considered in this study stem from the field of machine
learning, where they are already standard methods for the robust online prediction of
quantitative phenomena by aggregation of basic predictors (fundamentals). The book
by Cesa-Bianchi and Lugosi (2006) summarizes research performed on and around them
over the period 1989-2006.

These methods have been applied in the following fields, among others: forecasting
air quality (see, e.g., Mauricette et al., 2009; Mallet, 2010; Debry and Mallet, 2014) and
electricity consumption (see, e.g., Devaine et al., 2013; Gaillard and Goude, 2015). We
use them below “by the book”, i.e., we provide no tweaking and apply them “as are”
in the references above. We underline that therefore these methods are not ad hoc ones
constructed solely for the problem of predicting exchanges rates.

The theoretical out-of-sample guarantees that they come with are of the following
form: for all possible bounded sequences of exchange rates and fundamentals, their



predictions are such that

2 2
T

T N N
S5 =51 =) Biacafiea —ﬁigéff Si—sic1— Y Blfju-1 | <BFT),
(6)

t=1 j=1 t=1 j=1
with B(F,T) < T and where F C R is some comparison class (the forecasting methods
presented below are independent of the choice of F, only the bound B(F,T) is sensitive
to it). We explain below what we mean by a comparison class, i.e., a set of candidates
for the underlying expression of the exchange rates in terms of linear combinations of
fundamentals. With the algorithms presented below, such linear combinations can be
given by F equal to the set of all point mass combinations (weights that equal 1 for one
fundamental and are null for all others), or equal to some bounded Euclidean ball of RY
(e.g., all linear weights with Euclidean norm bounded by some constant U, whereby U
appears in the bound).

In particular, from (6), dealing separately with the training period of size ¢y (for which
an error bounded by something of the order of tg is made in the worst case), dividing by
T —tp and taking square roots, we get the following guarantee on out-of-sample RMSEs:

2

T N
1
lim su St — Sp—1 — it—1fj—
T%OOP Tt Z t t—1 Zﬁy,t 1fji—1
t=to+1 j=1
2
1 T N )
— inf St — St—1 — Vi <0. 7
e _Z = s Zjﬂ]fw 1 (7)
t=to+1 j=1

Let us comment on these out-of-sample guarantees. First, they rely on no stochastic
modeling; they are achieved for all possible bounded sequences of exchange rates and
fundamentals, and are thus deterministic. In fact, the bound B(F,T) also depends on
the range in which the exchange rates and the fundamentals lie, but is a uniform bound.
Second, what these out-of-sample guarantees truly ensure is that the forecasting method
has asymptotically an average performance as good as or better than that of the best
constant linear combination in 7 C RY, i.e., the best fixed model with coefficients in F.
However, of course, as mentioned above, such a model does not need to exist, since no
stochastic modeling assumption is required. It just turns out that the methods presented
below mimic the performance of the best model if applicable (or of the best fixed linear
forecasting equation otherwise). Put differently, we can interpret the infimum in (6) (the
error suffered by the best pick in the comparison class) as measuring some approximation
error (how well in hindsight the fundamentals can predict the exchange rates), while the
B(F,T) term is a sequential estimation error (the price to pay for facing a sequential
rather than batch problem).

One needs to note that getting close to or slightly better than the performance of the
best fixed linear forecast is not necessarily good enough for obtaining great forecasts; the
best fixed linear forecast can have poor performance. This may be true in the exchange
rates setting where it was hard until now to obtain forecastability using fundamentals
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(see Rossi, 2013). In other fields of application mentioned above — such as forecasting
of electricity consumption or air quality — such forecasts do well. Lastly, we note that
it can be shown that out-of-sample guarantees like (7) cannot be achieved by rolling or
recursive OLS regression (details available upon request). Performance guarantees on the
latter (if any exist) thus would require at minimum stochastic modeling of the sequence
of exchange rates.

Is it better to use coupled or decoupled fundamentals? The short answer is: there is
no theoretical reason to prefer one over the other. Indeed, while the approximation
errors of the decoupled version are always smaller than those of coupled versions (simply
because they correspond to an infimum taken on a larger set), the bounds B(F,T) on
the sequential estimator errors in (6) always increase with the number N of independent
fundamentals, and are thus larger with decoupled than with coupled fundamentals. As
the total errors suffered by our forecasting methods are the sums of these two errors,
their empirical behavior as N increases is unclear, since theoretically they can either
increase or decrease.

EWA: the exponentially weighted average strateqy with discount factors. This was intro-
duced in the early 90s by Vovk (1990) and Littlestone and Warmuth (1994), and further
studied and developed by — among others — Cesa-Bianchi et al. (1997); Cesa-Bianchi
(1999); Auer et al. (2002). Here, we present a minor generalization — already considered,
e.g., by Mauricette et al. (2009) — in which past prediction instances get slightly more
weight when they are more recent. This forecasting method involves different parame-
ters: a sequence (1) of positive numbers referred to as learning rates, a non-negative
number v called the discount factor, and a positive number £ > 0 called the discount
power. It picks the weights according to

1 : v 2
Bjt = —exp| —n (1+,Q) Sr—8r—1— fjr- >7 (8)
"= ( t; Tri-7 ) = fira)

where Z; is a normalization factor:12

Zy = 2 exp (—m Z:l (1 + M) (sr— 87—1)2>
N t
+ Z}eXp (—m Z(l + M) (87 —8r-1 - fj,71)2> - (9)

T=1

Because of this factor and the exponent function in the equations defining the 8;,,
this strategy is referred to as the exponentially weighted average strategy (the EWA

12This is the version for decoupled fundamentals. With coupled fundamentals, the number of sum-
mands is reduced by a factor of 2 in the defining sum over j and concomitantly the factor 2 in the first
term in the definition of Z; is replaced by 1. This is because this first term accounts for the no-change
prediction, which in its decoupled version as in (9) corresponds to the difference of 2 zero variations (one
for the value of the currency of each country), instead of 1 zero variation (of the exchange rate) in the
coupled case.
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strategy in short). Note that the weights obtained form a sub-convex weight vector: the
components (;, are non-negative and sum up to something smaller than or equal to 1.
(The missing mass with respect to 1 can be interpreted as a measure of the confidence
that no change will take place between s; and s¢11.)

A study of the theoretical out-of-sample guarantees of EWA in the presence of dis-
count factors was undertaken in Stoltz (2010, Theorem 3), see also Cesa-Bianchi and
Lugosi (2006, § 2.11), and can be interpreted as follows in our context. For all choices of
v, Kk, and non-increasing sequences (1;) such that, as t — 400,

1
tn, — 400 and mZ— — 0, (10)

the desired guarantee (7) holds for the set 7 = M of all point-mass vectors. For instance,
n =1/ V/t and k = 2 would be suitable choices but many other choices associated with
the desired theoretical guarantees exist.

More precisely'® the bound B(M,T) of (6) equals

2N =T e e
B(M,T) = +25L —l—LZ(eXp(QLntBt,l)—l),

nr =1 =1
where
t—1 5
By = e
-
T=1

and L is a bound on the quadratic errors (s; — s¢—1)? and (s; — s¢—1 — fj+—1)? as t and
j vary.

SRidge: sequential ridge regression with discount factors. The issue with (recursive or
rolling) OLS regressions is that they tend to overfit past data, i.e., they lead to good
in-sample predictions but poor out-of-sample ones. To prevent this, one can add what
is called a regularization term to the squared error to help control (reduce) the range
of components 3; of the linear vector picked. The smallest in-sample error is typically
achieved with large-valued coeflicients, which are exactly the ones that the included
regularization term tries to avoid. Focusing solely on the in-sample error tends to be
detrimental when generalizing results, i.e., when making out-of-sample predictions. We
implement below this regularization strategy for a forecasting method called sequential
ridge regression with discount factors.

Ridge regression was introduced by Hoerl and Kennard (1970) in a stochastic (non-
sequential) setting. What follows relies on recent new analyses of ridge regression in the
machine learning community — see the papers by Vovk (2001) and Azoury and Warmuth
(2001), as well as the survey in the book by Cesa-Bianchi and Lugosi (2006). Sequential

13See Chapter 6 of the technical report by Mallet et al. (2007), which is cited as the main ingredient
in the proof of Theorem 3 of Stoltz (2010). Also, readers aware of the bounds that can be proven for
the square loss in our context may note that we do not exploit its exp-concavity with the help of a
well-chosen fixed learning rate; this is for practical performance purposes.

12



ridge regression (without discount factors and for a constant regularization factor A > 0)
picks the weights

2

N t N
(Bt s Bvg) = argmin ¢AY BF+> sy —sro1 =Y Bifira| ¢ (11)
j=1 =1

B1,..,BNER =1
We now state the associated performance bound as in (6). This comes in terms of the
classes Fy of linear weights with Euclidean norm bounded by U > 0 (where the bound
holds for all U > 0 simultaneously). We denote by L a bound on the exchange rates and
the fundamentals, whose value is such that s, € [-L, L] and f;; € [-L, L]. Then, for all
U > 0, the bound B(Fy,T) of (6) equals'®

NTL? TL?
B(Fy,T) = \U? + ANL? (1 +— ) In <1 + M) :

In particular, when X is well chosen (e.g., of the order of v/T'), one has
B(Fy,T)=0(ThT)<T.

Recursive OLS regression corresponds to the special case when A = 0, but no theoretical
bound is offered in this case.

As announced above, we have used a common variant of the classical ridge regression
presented above so as to focus more on recent observations. This is obtained via discount-
ing: sequential ridge regression (with discount factor « and for a constant regularization
factor A > 0) picks the weights

(Bits - BNe)
2
N t ~ N
— argmin {042+ (1 + ) e
B1,.--,BNER ; ’ Tz::l (t +1- T)K ; 70

EWA and SRidge in practice: how to choose their (hyper)parameters. Following machine
learning terminology, we call hyperparameters the parameters (learning rate, regulariza-
tion factor, discount factor, etc.) of the learning method at hand. In our simulation

14The original bound of Azoury and Warmuth (2001, Theorem 4.6), as cited by Cesa-Bianchi and
Lugosi (2006, Section 11.7) in the special case A = 1/2, reads

N TL? 9
2 ~
A E 161' + N 1n<1 + N—)\) I&aj{((st —st) .
=

Nevertheless, this does not imply a logarithmic bound as the term maxth(gt — st)2 may be large, as
pointed out by Gerchinovitz (2011, page 66). One can show (details upon request) that this maximum
is however never larger than

4 max {LQ, NTL! } s

A
hence our stated bound.
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study we will not report the performance of the EWA and SRidge methods for sev-
eral well-chosen sets of hyperparameters, as is usual in the literature (as for example in
Wright, 2008 for Bayesian model averaging methods, or in other papers, where typically
the performance of the methods at hand are reported for several, hand-picked values of
the hyperparameters). We instead use a sequential grid search (i.e., perform a grid search
at each step, which is a natural approach already considered in Devaine et al., 2013) and
thus only report the results obtained for a single instance of the method. This instance
does not require any previous knowledge since the hyperparameters are set online and
do not have to be determined in advance. Details are provided in Appendix C.1 of the
online supplementary material (Amat et al., 2018b).

4. Data and fundamentals used

Our main sample includes 12 floating exchange rates for major industrial economies
from March 1973 to December 2014 (we have at most 502 data points per currency).
We considered the same currencies as Molodtsova and Papell (2009). Machine learning
methods should have superior performance, especially over long time periods, given the
guarantees on their performance discussed in Section 3 — hence our desire to use the
longest time-series possible. We use end-of-month exchange rates which are taken from
the IMF’s IFS database. We tried to extend the same data series for fundamentals as
used in Molodtsova and Papell (2009), but some of them were discontinued. As a result,
we tried to find the closest substitutes possible for the entire period 1973-2014 from
similar sources (IMF, OECD) through Datastream. For robustness checks we also used
real-time data obtained from the OECD for the period February 1999 to April 2017.
A detailed description of the data is given in Appendix A of the online supplementary
material (Amat et al., 2018b).

We principally study the behavior of 12 major floating currencies that are active
throughout the 1973-2014 period. The introduction of the Euro in 1999 constrains
the sample for some continental Europe currencies (FRF/USD, DEM/USD, ITL/USD,
NLG/USD, PTE/USD). Even for the active currencies (USD/GBP, JPY/USD, CHF/USD,
CAD/USD, SEK/USD, USD/AUD, DNK/USD), however, it was not possible to obtain
all fundamentals time-series for the entire 1973-2014 period (see details for each in Ap-
pendix A of the online supplementary material).

Our fundamentals are formed as follows. The inflation differentials are calculated as
12-month changes in consumer price indexes (CPI). We use a money market rate or 3-
month interest rate differentials for the interest rate-based fundamentals. For differences
in money stock growth and output growth we use the preceding 12-month trends in
these variables. We do not detrend, filter or seasonally adjust the data. The output
gaps for the Taylor-rule fundamentals are percentage deviations from “potential” output
that were computed including (i) a linear trend, (ii) a quadratic trend, (iii) a linear and
quadratic trend, and (iv) a Hodrick-Prescott filter using the data available prior to the
date for which the output gap was calculated.

The data set thus created is freely available for download (Amat et al., 2018a).
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5. Results

5.1. Results for “classic” fundamentals

Our baseline results are shown in Tables 1 and 2, and include the RMSEx100 of
the no-change prediction'® (column 1) and the Theil ratios (columns 2, 6, 10 and 14)
of predictions, as well as the corresponding p-values of the CW and DM tests. The
former are referred to as “CW p-values” and are found in columns 3, 7, 11 and 15. As
explained in Appendix B.3 of the online supplementary material (Amat et al., 2018b),
these should be used with extreme caution in our context. Indeed, they correspond
to fundamentals being useful (Hp) or not (H{)) in some existing underlying model — a
matter of predictability not necessarily associated with better forecasting ability. On
the other hand, the p-values for the DM tests are more reliable in our context, as the
DM test is a general test for comparing forecasting abilities (see Appendix B.2 of the
online supplementary material for details!®). These p-values, are called “DM p-values”
(columns 5, 9, 13 and 17) and evaluate the hypothesis Hy that the difference in the
forecasting performance of the method under scrutiny is not significantly better than
that of the no-change prediction, against the alternative hypothesis H; that it is.

The sets of columns correspond to the forecasting methods: rolling OLS regression,
recursive OLS regression, sequential ridge regression with discount factors and the expo-
nentially weighted average strategy with discount factors respectively, while the sets of
rows correspond to the sets of fundamentals discussed in Section 2.2: PPP fundamentals,
UIRP fundamentals, monetary model fundamentals, and all of these combined.

Results allowing different coefficients on the same fundamentals across countries. Ta-
ble 1 shows that we obtain better predictions than the no-change prediction for sequential
ridge regression with discount factors and the exponentially weighted average strategy
with discount factors methods using the PPP or UIRP fundamentals, allowing for differ-
ent coefficients for fundamentals across countries. The improvements, however, are small
(not higher than 1.3% in terms of RMSE) and most of the time we cannot reject the
hypothesis that the forecasting methods being compared perform similarly. The expo-
nentially weighted average strategy with discount factors is more successful as a method
— both for the PPP and the UIRP it can improve upon the no-change prediction for 10
of the 12 currency pairs. In the PPP fundamentals case, this performance is statistically
superior at the 10% level in 8 of the 12 cases according to the DM tests (and in 9 of
the 12 according to the CW tests). Sequential ridge regression with discount factors is
less successful, being able to outperform the no-change prediction in 7 of the 12 cases for
PPP fundamentals, and 6 of the 12 for UIRP fundamentals. There is no evidence that
by using monetary fundamentals or all fundamentals one could improve broadly upon
the no-change prediction with these methods.

15These may differ for the same currency pair for different sets of fundamentals given that the latter are
available for different periods (see the data Tables A.8-A.9 in Appendix A of the online supplementary
material), so the forecasted periods may vary.

161n particular, for the DM tests, we compute p-values based on bootstrapping the time series at hand,
as is commonly done in the literature, see references cited in Appendix B.2 of the online supplementary
material.
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Results with coupled fundamentals. Table 2 presents the results in which we enforce
symmetric coefficients across countries for the same fundamentals. The results are weaker
than those where different coefficients were allowed. We are now able to beat random
walk predictions (as signaled by Theil ratios < 1) only for the exponentially weighted
average strategy with discount factors for PPP (8 of the 12 currency pairs) and UIRP
(10 of the 12), but very few of these are statistically significant at conventional levels.

Remarks on the performance of our methods. The conclusions we can make from Tables 1
and 2 are quite interesting. While allowing for different coefficients across countries, we
can claim forecastability of exchange rates for PPP and UIRP fundamentals using the
exponentially weighted average strategy with discount factors, which has not been pre-
viously demonstrated for such a wide range of currencies at such short range. The gains
in RMSE compared to the random walk are small and often not statistically significant
as judged by the DM test. However, comparing to existing literature — as surveyed by
Rossi (2013) — these gains are substantial.

The theoretical tradeoff signalled in Section 3.2 between parsimony and adding fun-
damentals is not clear, which is visible in our results. For the decoupled case, when we
combine all fundamentals — in the spirit of the information aggregation ability of ma-
chine learning techniques — we do not gain in terms of forecasting accuracy. Sometimes,
the forecasts even turn out to be less precise in terms of RMSE. On the other hand,
constraining the coefficients on fundamentals to be equal across countries leads to worse
forecasting results for PPP- and UIRP-based fundamentals. However, when we use all
fundamentals together (our version of “all but-the-kitchen-sink” regression) in the last
panel of Table 2, we obtain better results for the coupled (constrained coefficients) case.
Indeed, we can beat the no-change prediction in 8 of the 12 cases for the exponentially
weighted average strategy with discount factors, while only in 5 of the 12 in the decoupled
case (cf. the corresponding panel in Table 1).

There is a cost suffered by our methods when adding fundamentals that do not per-
form well. To rephrase this in the terms used in Section 3.2, the potential decrease in
approximation error when considering all fundamentals is too small to be compensated
by a larger sequential estimation error linked to dealing with more fundamentals. The
important criterion is then the (a priori, of course, unknown) information content of the
fundamentals used for forecasting that, themselves, by construction are predicted proba-
bly with errors based on their past values. Our results therefore show that parsimonious
(PPP- and UIRP-based) forecasting equations seem to be preferable in our setting, as
also seen in other studies of exchange rate predictability using different methods. This
may be an indication that the different types of fundamentals we study contain essen-
tially the same information'”. However, the better performance of the settings with one
fundamental allowing for differing coefficients across countries, rather than restricting
them to be equal, shows that the concern that different monetary policy conducts or
imperfectly comparable economic time-series pose additional difficulties in exchange rate

17Theoretically, with additional assumptions, there are links between the theories from which our
“classic” fundamentals are taken. Interest rates could be high in a high inflation environment, and with
the same risk premium both UIRP and PPP would predict a depreciation of such a currency. If inflation
is primarily a monetary phenomenon, high monetary growth would be correlated with high inflation and
interest rates.
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forecasting is warranted. One should underline that the performance of OLS methods
worsens with the number of fundamentals, but no difference in forecasting performance
between equations with constrained/unconstrained coefficients could be determined for
these methods.

Performance of the rolling and recursive OLS strategies. The same fundamentals seem
not to have much forecasting power when evaluated using the classical methods consid-
ered in the literature — either rolling or recursive OLS regression — no matter whether
we allow for asymmetry in coefficients on the same fundamentals or not. For none of
the currency pairs do we obtain a similar number of improvements in terms of RMSE
over the no-change prediction'®. These conclusions are in line with the existing empirical
literature documenting that fundamentals do not allow for systematic improvements in
forecasting (see Rossi, 2013).

Direct comparison of the machine learning and OLS strategies. Instead of making an
indirect comparison between our forecasting methods and those typically used in the lit-
erature, we can directly compare their performance by comparing the Theil ratios (of the
machine learning method’s RMSE with respect to the OLS methods’ ones) and perform
an appropriate (bootstrapped) DM test. The results of this exercise are shown in Ta-
ble 3, as well as in Table D.10 of the online supplementary material (Amat et al., 2018b).
The first conclusion is that both methods do globally better than the OLS methods while
comparing the Theil ratios, no matter what type of fundamentals are considered (even for
monetary-model fundamentals and all fundamentals when the machine learning meth-
ods were not successful in beating the no-change prediction) or what assumption on the
(a)symmetry of coefficients on fundamentals across countries is made. Interestingly, the
largest gains are obtained when all fundamentals are used (last sub-table of each table)
—up to 15.6 % in terms of RMSE (for the SEK/USD pair in the coupled version of the
exponentially weighted average strategy with discount factors vs. rolling OLS regression).
This is partly because of the weak performance of the OLS methods as the number of
fundamentals used grows, which has been signaled in the literature (Rossi, 2013), while

18 In Table 1 the p-value 4.1% of the DM test for USD/GBP prediction, using a rolling OLS regression
based on PPP fundamentals, may seem odd given that the Theil ratio equals 1.0025 and the DM statistic
takes the value —0.2934. This is a consequence of the evaluation of the p-value through bootstrapping;:
it turns out that on the bootstrapped samples, the performance of the rolling OLS regressions are even
worse (much higher Theil ratios, more negative DM statistics). The distribution of bootstrapped DM
statistics is thus highly shifted to the left, which makes the value —0.2934 observed on the original data
unlikely under the distribution of the bootstrapped DM statistic. (A detailed analysis of this can be
provided upon request.) Such patterns occur in the analyzed data for OLS methods, as can be seen in
other entries in the same table. This does not mean that a statistically significant gain in forecasting
accuracy is achieved, as no gain in forecasting accuracy is achieved in the first place. The original
Theil ratio is still > 1 or, equivalently, the DM statistic is negative. This only illustrates the fact that
the bootstrapping correction is (only) of help to better evaluate potential improvements in forecasting
accuracy; it is meaningless in cases where no improvement exists in the first place. Similar observations
are documented in the literature: see, e.g., Rogoff and Stavrakeva (2008, Table 2) and Mark and Sul
(2001, Tables 6 and 7). The bootstrapping in the latter concerns Theil ratios (not DM statistics) but
the issue is similar, of course; they always check whether, in discussing the results, the Theil ratios on
the original data are < 1. As for Rogoff and Stavrakeva (2008), they write (in their Appendix A): “A
significant and positive DMW test implies that the structural model outperforms the random walk.”
Hence, positivity of the DM statistic is not to be forgotten.

17



the effect of this increasing number is milder in the case of our machine learning methods
(see, e.g., Mauricette et al., 2009).

Finally, we note that some descriptive statistics show that this on average good perfor-
mance of our new methods does not come at the cost of local disasters. On the contrary,
the forecasting errors seem to be uniformly better over time. Indeed, when computing
the quantiles of the difference between the forecasting error of the no change minus the
one of the methods under scrutiny (see Appendix B.1 of the online supplementary ma-
terial), as shown in Table D.14 of Appendix D of the online supplementary material, we
see that these differences are uniformly much larger for sequential ridge regression with
discount factors and the exponentially weighted average strategy with discount factors
than for the recursive or rolling OLS regressions when the methods exhibit forecastability
for a given currency pair. By “uniformly” we mean here that quantiles of the same order
for two sequences of differences are almost always ranked in the same manner, those
corresponding to sequential ridge regression with discount factors and the exponentially
weighted average strategy with discount factors (first sequence) being larger than those
for rolling or recursive OLS regressions (second sequence).

5.2. Robustness checks

We conducted several robustness checks to verify whether our results were not due to
some quirk related to the samples that we constructed. First, we decided to also consider
6-month inflation, money stock or output changes in the decoupled version to see whether
a different way of constructing fundamentals matters. This did not qualitatively change
our results.

Next, we ran again the basic combinations of fundamentals and methods from Tables 1
and 2 on our data trimmed to shorter samples: 1980-2014, the post-Plaza accord period
1985-2014, the post ERM-crisis period 1992-2014, and 19732006, so as to see whether
the inclusion of a particular period (e.g., the high inflation period of 1970s or the post
financial crisis period) drives the results. We show the results for the 1980-2014 sample
in Table D.15 of the online supplementary material. What we observe in general is that
the forecasting properties of our methods still hold, though the observed gains against
the no-change prediction are typically smaller, but — especially for the forecasts based
on parsimonious sets of fundamentals (PPP, UIRP) — still often statistically significant.
This may indicate that in practice, longer data series are in general beneficial for the
(asymptotic) guarantees to kick in to minimize RMSE, as indicated in Section 3.2.

We also tried to work with what we call “absolute” fundamentals. This means that
instead of inflation differentials we directly used price, money and output levels as substi-
tutes for the PPP and monetary model fundamentals'®. The results here are weaker. We
can still obtain improvements with sequential ridge regression with discount factors. A
problem arises, though, with the exponentially weighted average strategy with discount
factors in that the forecast errors involving deviations of the exchange rates from the
absolute fundamentals considered are much larger that those for relative fundamentals
used in our original exercise. Also, the weights assigned to the absolute fundamentals

19The UIRP-model inspired forecasting equation has no such counterpart. “Absolute” fundamentals
At were created by adding price, money or output changes to an initial exchange rate in our data sets.
Then the deviation of the actual nominal rate from its thus calculated “fundamental” value A; — s¢ was
used to predict s¢41 — St.
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by the method tend to be small (i.e., the predictions output by the method are close to
the no-change ones). This is a documented fact: this method does not easily allow for
fundamentals that err much and are consistently dominated by a fundamental with sys-
tematically good performance (a situation which arises in our case, the latter being the
no-change prediction). This is in contrast with sequential ridge regression with discount
factors, which can correct the fundamentals for proper scaling.

Last, we worked with the actual values of the fundamentals. That is, instead of
“predicting” the next period’s change in fundamentals using past values, we fed in the
actual values that occurred in the course of economic activity. As stated in the literature
starting with Meese and Rogoff (1983), these do not lead to good or better forecasts.

5.3. Directional tests

A different, though secondary, measure of forecast quality that has been employed
in the literature is “directional tests”, i.e., tests of whether forecasting methods are able
to predict the direction of change of the exchange rate better than a fair coin toss.
Although the methods considered in this paper are not constructed to be efficient in this
regard — as their focus is on controlling RMSE (see Section 3.2) — we have tested how
the predictions obtained by these methods fare in this case. In Table 4, as well as in
Table D.11 of the online supplementary material, we show the percentage of successes of
each method (OLS regressions as well as sequential ridge regression with discount factors
and the exponentially weighted average strategy with discount factors) in forecasting the
direction of change of exchange rates with the corresponding (bootstrapped) DM p-value
of the test of the difference with a fair coin toss.

The patterns that emerge are interesting. Machine learning methods are able to
predict the correct direction in several cases 55 % of the time (with a maximum of 60.8 %)
— improvements which are often statistically significant. For machine-learning methods,
the success in predicting RMSE goes typically hand in hand with the success of directional
predictions for the decoupled fundamentals. This is not true for the forecasts made while
constraining the coefficients to be equal, nor by OLS-based methods; in these cases, as
the number of fundamentals included grows, they do better in “directional tests” while
failing in terms of RMSE.

5.4. Economic evaluation

In Table 5 we show various economic criteria used to evaluate the economic benefits
one would obtain using our forecasting methods as opposed to a random walk. This
involves calculating investment returns, and we do this for the exponentially weighted
average strategy with discount factors, generally obtaining improvements in terms of the
RMSE, as shown in Table 1, which shows that detected improvements would also lead
to superior performance from an investor’s perspective.

The idea is to assess the utility of the forecasts from an investor’s point of view,
who builds one-period portfolios using information known at that given period under
standard mean-variance preferences with a target standard deviation (see West et al.,
1993, Della Corte et al., 2012 and Della Corte and Tsiakas, 2012). It is assumed in this
context that investors make decisions on investing in money market rates of different
countries, taking into consideration the forecasted movements of the exchange rates.
Then various performance measures of such portfolios are compared to see whether some
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forecasting method generates predictions that can be profitably used by investors over
those of a no-change model. (See Appendix C of the online supplementary material for
further details.)

We consider the standard measures in the literature: a direct comparison of annual-
ized returns for a portfolio using forecasts and a random walk, an annualized performance
fee (in bps), annualized premium return (in bps), and annualized Sharpe and Sortino
ratios. Given the oft-discussed concern that optimal portfolio selection applied to invest-
ment problems with exchange rates frequently leads to large portfolio weights (implying
investors are taking very risky bets), we also study portfolio allocation when we restrict
the weights w1 4, ..., wk ¢ on the K = 7 currencies®® so that w? ,+...+w¥% , < ¢, which is
a standard constraint in the machine-learning literature. (SeelAppendix C of the online
supplementary material for the technical details of how this can be achieved. When we
use such a constraint, we provide the corresponding value for ¢; otherwise, we write “no
¢” in our tables.)

We see that in line with the results shown in Table 1 obtained from RMSE compar-
isons of forecasts, our methods would add value to investors using them over strategies
based on no-change predictions for PPP or UIRP fundamentals. For the PPP, annualized
returns are 13.48 % for the EWA-based strategy as opposed to 11.83% for the random
walk. However, investment risk is also an important factor in decision-making and in-
vestors would be willing to pay a performance fee of 229 bps, or would obtain a premium
return of 277 bps, by sticking to our forecasts. Both the Sharpe and the Sortino ratios
would be higher for the EWA-forecast based portfolios versus no-change ones (0.84 vs.
0.64 and 1.08 vs. 0.68 respectively). The same holds for UIRP-fundamentals. Returns,
the Sharpe ratios, and the Sortino ratios, for a portfolio based on EWA-algorithm fore-
casts are higher (12.13% vs. 11.44 %, 0.78 vs. 0.62, and 1.38 vs. 0.65 respectively) and
investors would be willing to pay a performance fee of 192 bps or obtain a premium
return of 268 bps. This no longer holds true for predictions based on “monetary model”
fundamentals or when we use all fundamentals together. It can be seen that constraining
the weights (with ¢ = 1 or ¢ = 2) greatly improves the results in every relevant way for
all types of fundamentals. We achieve a premium return larger than 360 bps with the
UIRP fundamental and constraint ¢ = 2.

In Table D.16 of Appendix D of the online supplementary material we repeat the
exercise, dropping the DNK/USD exchange rate, which is highly correlated with the
SEK/USD and CHF/USD ones. This correlation creates some instability in the weights
and leads to, in our calculations, optimally shorting one of these currencies with a very
high weight and going long in the others. We see that the results of the economic crite-
rion evaluation greatly improve when dropping the DNK/USD exchange rate, especially
for “monetary model” fundamentals and when we use all fundamentals together. In
Tables D.17 and D.18 of the online supplementary material we impose an additional
constraint on the weights, requiring that their sum on the currencies is smaller than 1,
le,wip+...+wrs <1

We therefore observe that overall, investors would benefit from using our forecasts
instead of the random walk prediction, and would be willing to pay up to slightly more
than 360 bps for our best predictions in our basic scenarios.

20We consider: GBP, JPY, CHF, CAD, SEK, DNK and AUD, but not the currencies that later merged
to become the Euro as they would mean a shorter overall time horizon.
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5.5. Real-time data results

We re-ran our methods using real-time data. The use of real-time data can help to
alleviate the concern that forecasting performance is improperly evaluated because the
information known at the time by market participants is not taken into account. Future
revisions of the data that are reported by statistical agencies and available to researchers
may blur the information that investors actually possessed while making decisions in
the past, and hence bias a proper evaluation of the forecasts. We note in passing that
all UIRP-fundamentals forecasts shown for example in Tables 1 and 2 are in this sense
conducted with real-time data all along, and as such give a useful benchmark.

Unfortunately for us, the real-time data we obtained from the OECD?! starts only
from February 1999, and we thus conducted our study on a shorter?? data set: February
1999-April 2017, data permitting. The results are given in Table 6 for the case where
we allow asymmetric coefficients on the fundamentals. Compared to Tables 1 and 2,
this points to a deterioration of the forecasting abilities of both of our machine learning
methods, though we still obtain improvements in RMSE versus the random walk in the
majority of the cases for PPP- and UIRP-based fundamentals. This is further confirmed
in the economic evaluation criterion in Table 7, as well as in the directional results
in Table D.13 of the online supplementary material. In a separate study, shown in
Tables D.19-D.24 in Appendix D of the online supplementary material, we re-ran the
real-time data and revised-fundamentals forecasts on the same data period of February
1999-December 2014 (not all time-series from our original data set could be extended to
2017), with similar conclusions.

Several points need to be made here. First, as explained earlier in Section 3.2, shorten-
ing time-series in general leads to worse predictions for these machine-learning methods.
The UIRP-based fundamentals are always real-time, and although we see a similar num-
ber of Theil values < 1 for forecasts using them in comparison to what was shown in
Table 1 (for the same set of currencies), these improvements are smaller (close to 1),
though there is also an across-the-board performance drop in Tables 4 and 5. Second,
OLS-based methods do not provide different (better) forecasting performance either. In
fact, as shown in Table D.12 of the online supplementary material, machine-learning
methods beat OLS-based ones in terms of RMSE improvement in a similar fashion as
before (i.e., Table 3), at times spectacularly (cf. the 25.1% gain in terms of RMSE for
CHF/USD for sequential ridge regression with discount factors and all fundamentals con-
sidered). Third, using same time-period comparisons for 1999-2014 (Tables D.19-D.24
of the online supplementary material), there is no difference in performance when using
real-time or revised data. This is in line with the literature, e.g., Ince (2014), which
broadly concludes that the lack of use of real-time and actual data is not related to the
failure of OLS-based methods. The conclusions based on these exercises have to be taken
with caution, however, as they may be sample-specific. It is clear from Figures D.1-D.3
of the online supplementary material, based on the original revised-data forecasting, that
after the 2008 crisis (ca. the last 80 observations) the pattern of the weights picked by
the exponentially weighted average strategy with discount factors changes dramatically

21 Available at http://stats.oecd.org/mei/default.asp?rev=1

22Because the period is essentially half as long as before, we also set tg = 60 months as a training
period for the algorithms and as a window for rolling OLS regression, instead of the original value
to = 120 months.
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for the three shown currencies (also true for the others analyzed, but not shown), which
could point to an important “regime” change, perhaps related to the central bank or
market reactions to the crisis.

5.6. Taylor-rule fundamentals

A recent strand in the literature has identified Taylor-rule fundamentals as useful in
achieving exchange rate predictability (which is not the same as forecastability; see Foot-
note 25). As Taylor-rule fundamentals can be created from the data in our possession,
we also re-ran forecasting equations based on (5) with these fundamentals for our basic
decoupled sample. The results are shown in Table D.25 of Appendix D of the online
supplementary material.

Forecasts based on Taylor-rule model fundamentals beat the random walk in 9 of the
12 cases, no matter how we calculate the output gaps. In 6 of the 12 cases for fundamen-
tals including output gaps — constructed either using deviations from both a linear and
a quadratic trend, or from a Hodrick-Prescott filtered trend — such improvements are
statistically significant at the 10 % level according to the bootstrapped DM-test p-values.
In this respect, globally they fare better than forecasts based on UIRP fundamentals
(more statistically significant results) but slightly worse than predictions based on PPP
fundamentals. Indeed, the Taylor-rule fundamentals as shown in (5) do include inflation
differentials, precisely those used in PPP-based models — see (2) —, whereas interest rate
differentials are lagged by one period. As we do not estimate models, we do not inves-
tigate further what signs the coefficients on the inflation rates have in our forecasting
equations.

Also in these cases, OLS methods do not?? allow us to consistently beat the random
walk. The rolling OLS regression actually achieves a forecasting accuracy that is consis-
tently worse than the random walk (all Theil rations are > 1, all DM test statistics are
negative). As for recursive OLS regression, gains in forecasting accuracy are observed
only for 3 of the 4 x 12 cases considered (but these 3 occurrences are all statistically
significant).

6. Related literature

Exchange rate forecasting literature. Rossi (2013) and Della Corte and Tsiakas (2012)
provide comprehensive recent reviews of the exchange-rate forecasting literature so we
keep ours to a bare minimum. There have been different ways in which researchers have
tried to cope with the negative result of Meese and Rogoff (1983) that showed that the
simple exchange rate models from the 1970s (i.e., those that proposed the fundamentals
we study here) did poorly in comparison to a random walk without drift (a no-change
prediction) in forecasting exchange rates in the floating period after 1973 for short fore-
cast horizons. One way to cope, that we have pursued here, has been to use better

23 A similar remark needs to be made as in Section 5.1, see Footnote 18 therein: in many cases,
especially for the rolling OLS regression, the Theil ratios are > 1 (equivalently, the DM statistics are
negative) while the bootstrapped DM p-values would otherwise indicate statistical significance. However,
this merely means that there is no gain in forecasting accuracy in the first place, so determining whether
it is significant or not is irrelevant. Technical details on why such seemingly paradoxical situations arise
are provided in the mentioned footnote. Indeed, this is a documented fact in the literature.
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tools to extract information from the data (better forecasting tools, not necessarily sta-
tistical /econometric tools). Some of the other solutions proposed involve, for example,
cointegration techniques (in Mark, 1995) combined with the use of panel data (in Mark
and Sul, 2001), long samples in panels as in Rapach and Wohar (2002), and including a
large set of countries (in Cerra and Saxena, 2010). These techniques are typically used for
longer-horizon (over 1 year) forecasts when it is believed that the long-run relationship, as
modeled by the cointegrating equations, kicks in. The cited studies obtain some success
in demonstrating predictability and/or forecastability at longer horizons (typically more
than 2 years). We have focused on short-term forecasts and use single-equation methods
— a setup in which forecastability has not been ascertained until relatively recently. For
the short-run, Greenaway-Mcgrevy et al. (2012) obtained considerable success in outpre-
dicting the no-change prediction using factor analysis, extracting the factors from the
exchange rates themselves (but not the economic fundamentals). Dal Bianco et al. (2012)
obtained forecastability for the Euro/U.S. dollar rate at weekly to monthly horizons us-
ing a stylized econometric model that mixes information from different fundamentals
arriving at different frequencies. Our method is more general, directly geared for predic-
tion, and importantly, comes with certain theoretical guarantees on convergence of the
RMSEs (see Section 3.2).

Sequential combination of fundamentals. The methodology used for forecasting in this
paper consists of sequentially combining (aggregating) fundamentals. The distinguish-
ing feature of our methodology is that it is sequential in nature; in contrast, all other
approaches we know of that forecast exchange rates use batch estimation or learning
methods that need to be run in an incremental way (which usually leads to the loss of
the theoretical guarantees associated with the batch case). These approaches can be
divided into two groups: (i) the learning methods of the machine-learning literature, and
(ii) the estimation methods of the statistics literature.

The first group contains, for instance, the studies of Li et al. (2015) and Wright (2008)
for exchange rates, and Bajari et al. (2015) for demand estimation. The first two refer-
ences are perhaps the closest efforts to ours insofar as the idea of extracting information
from fundamentals to forecast exchange rates is concerned. In the introduction, we have
already compared our approach and results to those of Li et al. (2015): the final improve-
ment in performance of end-of-month forecasts with respect to no change are comparable,
though ours are slightly better. More importantly however, we obtain this improvement
by considering only well-identified fundamentals (PPP or UIRP fundamentals, instead of
using “kitchen-sink” aggregation) and by implementing machine-learning methods that
come with theoretical performance guarantees (unlike the elastic net method used by Li
et al. (2015)). Our approach thus conveys economic meaning and could therefore be
considered “safer”. Wright (2008) used a method called Bayesian model averaging. The
building blocks for prediction he uses are a large number of predictors, many of which
do not come from the standard models considered in this paper (not only classic fun-
damentals are used). His approach does not give improved forecasts compared to the
no-change prediction in a statistically significant way in most cases he considers. More-
over, he does not explain how to properly choose the “shrinkage” parameter that retains
the informativeness of priors without knowing the properties of the data ex ante. Our
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methods, in contrast, are entirely data-driven®.

As for estimation methods, two approaches related to ours are estimation of nonlinear
models, and models with time-varying parameters. Rossi (2013) states that various
nonlinear methods were not particularly successful in forecasting exchange rates, while
Rossi (2006) questions the robustness of time-varying parameter models. Bacchetta et al.
(2010) argue that the gain from using such an approach would be minimal in practice.
On simulated data, these authors find that the benefits from using such models in terms
of greater explanatory power are in practice outweighed by additional estimation errors
in the time-varying parameters. Schinasi and Swamy (1989) reassess the study of Meese
and Rogoff (1983) using various nonlinear methods, including an early version of ridge
regression. Engel (1994) documents the failure of a Markov-switching model to beat the
no-change prediction in forecasting.

Other issues considered in exchange rate forecasting. Another way that researchers have
tried to improve the ability to forecast exchange rates from fundamentals is to con-
sider different economic models with other fundamentals. It has been seen recently
that exchange rate models based on Taylor-rule fundamentals perform well in ascer-
taining the predictability®® of exchange rates at short horizons (see Engel and West,
2006, Molodtsova and Papell, 2009, Molodtsova et al., 2008, Giacomini and Rossi, 2010,
Molodtsova et al., 2011, Rossi and Inoue, 2012; though Rogoff and Stavrakeva, 2008
disagree) but do not find that these perform much better in terms of forecasting. For
this reason we test our methods on Taylor-rule fundamentals, obtaining good forecast-
ing results — only the plain vanilla inflation rates used as fundamentals work better (see
Section 5.6).

Another successful fundamental was the behavior of net foreign assets, as in Gourin-
chas and Rey (2007) and Della Corte et al. (2012). The fundamentals to conduct these
tests are available at 3-month frequencies, resulting in fewer observations that can be
used, so we did not investigate them here. Other studies have assessed the forecasting
ability of exchange rate models of the 1990s, including Cheung et al. (2005), differences
in the term structures of forward premia (Clarida et al., 2003), and the scapegoat model
(Fratzscher et al., 2015). Given the scope of our exercise and the gaps in some necessary
data, we did not evaluate these models with our machine-learning methods, but this may
be a useful research agenda for the future.

241n fact, some inspiration could be taken from them to perform a data-driven choice of the “shrinkage”
parameter of Wright (2008).

25 Predictability is a different concept to forecastability. In Molodtsova and Papell (2009), it means
testing whether the estimated coefficients of a model are jointly significantly different from zero when
explaining changes in the exchange rate. It does not mean that a model that exhibits predictability
necessarily provides better forecasts (in the literature, typically it does not). In general, the focus of
these and many other attempts is rather to assess whether fundamentals play a role in exchange rate
determination, since it can be motivated theoretically why the forecasts they produce in terms of an
evaluation criterion such as RMSE may fare worse than those of a forecast based on no change in the
exchange rate. (See Rossi, 2013 for a discussion of this. Special tests were designed by West, 1996
and Clark and West, 2006, 2007 for this purpose. See also Appendix B.3 of the online supplementary
material.) In this paper, however, we are not focused on predictability — we actually are interested in
whether we can produce better forecasts of exchange rates than the no-change one. We are also not
interested in validating a particular model — that is, trying to fit coefficients and check whether the signs
and magnitudes are those posited by the theory; we simply try to extract from the fundamentals in
question information useful for the behavior of exchange rates.

24



7. Conclusions

In this paper we have applied methods stemming from the field of machine learning —
sequential ridge regression with discount factors and the exponentially weighted average
strategy with discount factors — to the perennial problem of exchange rate forecasting.
In doing so, we obtain gains in forecasting in terms of the standard RMSE criterion for
PPP or UIRP fundamentals that were not found using traditionally applied estimation
methods based on OLS regressions. The key is to use these machine-learning forecasting
schemes to do what they are good for: produce forecasts — and not try to estimate
some underlying model (if any such model exists) as has traditionally been the case
with more statistical methods. We conclude thus that a major problem in international
economics — whether there is a short-term relationship between “classic” fundamentals
and exchange rates that can be detected and that beats the random walk — is answered
in the affirmative under the condition that proper machine-learning techniques, e.g.,
sequential ridge regression with discount factors, or the exponentially weighted average
strategy with discount factors, are applied. Our success points to the potential of such
techniques for improving the evaluation of economic problems.

Machine learning techniques also serve to effectively aggregate information from many
sources. A tempting exercise, beyond the scope of this paper, is to evaluate the fore-
casting performance when including many more fundamentals than the “classic” ones
considered here that come from suggestions in the literature — for example those based
on productivity, interest rate yield curves, net foreign assets, etc. One set of fundamen-
tals — based on the UIRP relationship — is especially promising since interest rates (for
various maturities) can be obtained for long-time periods at high frequencies. Venturing
further, one could consider many more time-series that are not typically associated with
exchange rate forecasting, in the true spirit of machine learning.

As with any new method applied to exchange rate forecasting, it remains to be seen
whether our results can be replicated for other currencies, samples, forecasting periods
and fundamentals. However, given the robustness of the results shown in this paper, we
hope that the application of these methods to exchange rate forecasting will stand the
test of time and allow for better predictions and decision-making in the future.
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rolling OLS, recursive OLS, SRidge and EWA methods based on decoupled fundamentals. Column 1 shows the RMSE values for

This table presents the results of forecasting end-of-month exchange rate 1-month ahead by the no-change predict

Notes

the no-change prediction. For each method, the Theil ratio (RMSE of the given method / RMSE of the no-change prediction), the
CW p-values, the DM statistic and its bootstrapped p-value are shown. The CW and DM tests are one-sided tests of equal out-

t-of-sample prediction accuracy (Hi) for the methods considered compared
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agains

of-sample prediction accuracy (Ho)

ificance at the 1%, 5%, and 10 % levels. Theil ratios < 1 are

ign
indicated in bold. Sample period for the exchange rates: March 1973 — December 2014 unless shorter (indicated in Appendix A of

, ** and * denote statistical s

k%% Kk

to the no-change prediction.

the online supplementary material).
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1-month ahead forecasts for the PPP, UIRP, monetary model and all fundamentals: coupled formulation.

Table 2
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rolling OLS, recursive OLS, SRidge and EWA methods based on coupled fundamentals. Column 1 shows the RMSE values for the

This table presents the results of forecasting end-of-month exchange rate 1-month ahead by the no-change predict

Notes

no-change prediction. For each method, the Theil ratio (RMSE of the given method / RMSE of the no-change prediction), the

CW p-values, the DM statistic and its bootstrapped p-value are shown. The CW and DM tests are one-sided tests of equal out-

t-of-sample prediction accuracy (Hi) for the methods considered compared
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ificance at the 1%, 5%, and 10 % levels. Theil ratios < 1 are
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, ** and * denote statistical s
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to the no-change prediction.

Appendix A of

dicated in bold. Sample period for the exchange rates: March 1973 — December 2014 unless shorter (indicated in
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the online supplementary material).
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Table 3: Relative forecasting performance of machine learning methods vs. rolling and recursive regressions based on decoupled fundamentals.
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Notes: This table presents the comparison of forecasting performance between, respectively, SRidge and EWA vs. the rolling and

Columns 1-6 show the comparison between SRidge and OLS methods, while

recursive OLS based on decoupled fundamentals.

columns 7-12 for EWA vs. OLS. For each comparison, the Theil ratio (RMSE of the given method / RMSE of the compared)

and the DM statistic and its bootstrapped p-value are shown. The DM test is a one-sided test of equal out-of-sample prediction

accuracy (Ho) against superior out-of-sample prediction accuracy (Hi) of the machine-learning method considered against the

Theil ratios < 1 are indicated in

, and * denote statistical significance at the 1%, 5%, and 10% levels.

El

kkk o ksk

OLS methods.

bold. Sample period for the exchange rates: March 1973 — December 2014 unless shorter (indicated in Appendix A of the online

supplementary material).
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Table 4: Directional predictions of the exchange rates based on decoupled fundamentals.

Rolling regression Recursive regression Sridge EWA
Currency pair Proportion of Proportion of Proportion of Proportion of
changes DM statistic DM p-value changes DM statistic DM p-value changes DM statistic DM p-value changes DM statistic DM p-value
predicted predicted predicted predicted

PPP fundamental
USD/GBP 0.512 0.4294 0.300 0.493 -0.2498 0.593 0.470 -0.9744 0.829 0.522 0.6041 0.249
JPY/USD 0.470 -1.1431 0.860 0.462 -1.3166 0.906 0.546 1.7192 0.017 ** 0.543 1.4995 0.027 **
CHF/USD 0.525 0.8142 0.165 0.488 -0.3462 0.637 0.556 1.9711 0.011 ** 0.541 13711 0.064 *
CAD/USD 0.528 0.9373 0.138 0.496 -0.1207 0.554 0.496 -0.1153 0.516 0.441 -2.2202 0.989
SEK/USD 0.501 0.0410 0.459 0.480 -0.5793 0.718 0.493 -0.1838 0.547 0.512 0.4047 0.314
DNK/USD 0.499 -0.0424 0.495 0.525 0.6536 0.223 0.564 2.1772 0.010 *** 0.559 2.2801 0.004 ***
USD/AUD 0.494 -0.1572 0.491 0.497 -0.0741 0.475 0.483 -0.5116 0.657 0.480 -0.6659 0.725
FRF/USD 0.481 -0.3854 0.655 0.540 0.6175 0.248 0.481 -0.4106 0.679 0.571 1.8923 0.028 **
DEM/USD 0.455 -1.0227 0.885 0.481 -0.4448 0.728 0.603 2.3448 0.020 ** 0.608 2.5567 0.008 ***
ITL/USD 0.487 -0.2303 0.597 0.466 -0.6356 0.745 0.466 -0.6356 0.755 0.577 1.3190 0.089 *
NLG/USD 0.519 0.3670 0.397 0.455 -0.9079 0.833 0.587 1.9547 0.040 ** 0.593 1.9582 0.055 *
PTE/USD 0.481 -0.2859 0.777 0.497 -0.0432 0.680 0.497 -0.0432 0.702 0.550 0.9484 0.290

UIRP fundamental
USD/GBP 0.496 -0.1160 0.531 0.522 0.7841 0.177 0.480 -0.6037 0.733 0.517 0.5310 0.268
JPY/USD 0.546 1.4607 0.037 ** 0.522 0.7917 0.168 0.562 2.4264 0.003 *** 0.570 2.7419 0.001 ***
CHF/USD 0.566 2.4290 0.011 ** 0.547 1.7035 0.044 ** 0.550 1.7495 0.033 ** 0.563 2.0034 0.006 ***
CAD/USD 0.551 1.9736 0.015 ** 0.522 0.7710 0.202 0.493 -0.1882 0.583 0.483 -0.5147 0.651
SEK/USD 0.497 -0.0855 0.504 0.471 -0.9192 0.839 0.508 0.2847 0.346 0.539 1.4367 0.062 *
DNK/USD 0.501 0.0427 0.486 0.483 -0.4942 0.685 0.512 0.4001 0.328 0.564 2.5218 0.002 ***
USD/AUD 0.500 0.0000 0.424 0.514 0.4352 0.287 0.470 -0.9811 0.792 0.492 -0.2896 0.397
FRF/USD 0.497 -0.0413 0.494 0.460 -0.7051 0.772 0.561 1.6855 0.029 ** 0.593 2.5907 0.002 ***
DEM/USD 0.508 0.1344 0.599 0.540 0.8111 0.368 0.593 1.9107 0.095 * 0.608 2.5974 0.007 ***
ITL/USD 0.497 -0.0470 0.506 0.466 -0.6481 0.762 0.450 -0.9429 0.855 0.603 2.1527 0.012 **
NLG/USD 0.556 1.2824 0.126 0.561 1.4899 0.100 * 0.593 2.1242 0.032 ** 0.593 2.1898 0.013 **
PTE/USD 0.479 -0.3564 0.612 0.437 -0.8302 0.772 0.437 -1.0768 0.841 0.507 0.1187 0.383

Monetary model fundamentals

USD/GBP 0.501 0.0512 0.461 0.535 1.0881 0.128 0.509 0.2975 0.366 0.517 0.4324 0.247
JPY/USD 0.532 1.1515 0.093 * 0.524 0.7503 0.208 0.542 1.3905 0.067 * 0.558 2.1103 0.008 ***
CHF/USD 0.497 -0.0913 0.536 0.541 1.4121 0.060 * 0.541 1.3316 0.073 * 0.533 1.2019 0.084 *
CAD/USD 0.513 0.5132 0.274 0.489 -0.3737 0.626 0.487 -0.4104 0.642 0.487 -0.4902 0.674
SEK/USD 0.432 -2.4520 0.992 0.474 -0.7033 0.772 0.537 1.4292 0.062 * 0.524 0.7452 0.326
DNK/USD 0.437 -2.0040 0.984 0.480 -0.5277 0.687 0.480 -0.5528 0.733 0.489 -0.3536 0.696
USD/AUD 0.526 0.8000 0.154 0.489 -0.4265 0.644 0.477 -0.6859 0.732 0.497 -0.0933 0.478
FRF/USD 0.525 0.4293 0.300 0.467 -0.5844 0.748 0.558 1.2868 0.052 * 0.550 1.1010 0.085 *
DEM/USD 0.559 1.5897 0.072 * 0.576 1.8096 0.058 * 0.559 1.0695 0.217 0.548 1.2069 0.057 *
ITL/USD 0.449 -0.8892 0.841 0.442 -1.1587 0.897 0.513 0.2405 0.406 0.538 0.8534 0.118
NLG/USD 0.434 -1.2346 0.945 0.513 0.2685 0.461 0.582 1.7186 0.078 * 0.534 0.9146 0.140
PTE/USD 0.457 -0.5744 0.748 0.386 -1.9096 0.978 0.371 -2.1989 0.982 0.471 -0.4383 0.468

All fundamentals
USD/GBP 0.556 2.0805 0.011 ** 0.491 -0.3228 0.637 0.496 -0.1258 0.514 0.488 -0.3126 0.596
JPY/USD 0.537 1.4172 0.079 * 0.537 1.0926 0.147 0.566 2.1856 0.010 *** 0.558 2.2724 0.006 ***
CHF/USD 0.525 0.8156 0.341 0.514 0.4455 0.535 0.541 1.3797 0.054 * 0.547 1.5987 0.027 **
CAD/USD 0.558 1.8536 0.036 ** 0.503 0.0918 0.534 0.495 -0.1529 0.570 0.455 -1.4481 0.924
SEK/USD 0.505 0.1815 0.465 0.495 -0.1603 0.582 0.487 -0.3850 0.620 0.542 1.6474 0.072 *
DNK/USD 0.529 0.8728 0.169 0.511 0.3648 0.352 0.443 -1.6257 0.957 0.483 -0.5244 0.718
USD/AUD 0.517 0.5688 0.283 0.520 0.6296 0.293 0.472 -0.8429 0.758 0.500 0.0000 0.310
FRF/USD 0.567 1.4214 0.092 * 0.550 0.9472 0.217 0.500 0.0000 0.484 0.533 0.7098 0.235
DEM/USD 0.537 0.7360 0.310 0.508 0.1919 0.562 0.542 1.0706 0.267 0.576 1.5195 0.062 *
ITL/USD 0.513 0.2581 0.424 0.513 0.2700 0.408 0.429 -1.2882 0.915 0.558 1.4508 0.027 **
NLG/USD 0.513 0.2924 0.460 0.540 0.9389 0.213 0.582 1.7087 0.072 * 0.561 1.2465 0.098 *
PTE/USD 0.486 -0.1967 0.607 0.414 -1.3264 0.925 0.471 -0.4789 0.658 0.471 -0.4730 0.666

Notes: This table presents the results of forecasting the direction of change of the end-of-month exchange rate 1-month ahead
by the rolling OLS, recursive OLS, SRidge and EWA methods based on decoupled fundamentals. For each method, the share of
correctly forecasted changes, the DM statistic and its bootstrapped p-value are shown. The DM tests is a one-sided test of equal
out-of-sample prediction accuracy (Ho) against superior out-of-sample prediction accuracy (H1) for the methods considered against
the benchmark of a 50 % success rate. *** ** and * denote statistical significance at the 1%, 5%, and 10 % levels. Shares > 0.5
are indicated in bold. Sample period for the exchange rates: March 1973 — December 2014 unless shorter (indicated in Appendix A
of the online supplementary material).
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Table 5: Economic criterion for evaluating forecasts for the EWA algorithm based on decoupled fundamentals.
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Notes: This table presents the comparison of performance of portfolios formed using forecasts from the EWA algorithm and the
no-change prediction based on decoupled fundamentals, using the procedure described in Section 5.4. Column 1 gives the conditions
under which the portfolios were constructed. In columns 2 and 3 the annualized returns are given for the EWA and no-change
prediction-based portfolios respectively. Column 4 shows the performance fee in basis points (bps) while column 5 the premium
return (in bps) of the EWA-based portfolios relative to the ones formed based on the no-change forecast. The Sharpe and Sortino
ratios for portfolios created using the two competing forecasting methods are reported in columns 6-10. For details on how these
portfolios were created please consult Appendix C.3 of the online supplementary material. The results for the portfolios based on
the no-change exchange rate predictions vary because of the constraints on weights and because for different sets of fundamentals
different time periods are considered depending on the availability of data.
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Table 6: 1-month ahead forecasts for the PPP, UIRP, monetary model and all fundamentals on the real-time data set: decoupled formulation.
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Notes: This table presents the results of forecasting end-of-month exchange rate 1-month ahead by the no-change prediction, the
rolling OLS, recursive OLS, SRidge and EWA methods for decoupled fundamentals on real-time data. Column 1 shows the RMSE

values for the no-change prediction. For each method, the Theil ratio (RMSE of the given method / RMSE of the no-change

prediction), the CW-p-values, the DM statistic and its bootstrapped p-value are shown. The CW and DM tests are one-sided tests

of equal out-of-sample prediction accuracy (Ho) against superior out-of-sample prediction accuracy (H1) for the methods considered

compared to the no-change prediction. *** ** and * denote statistical significance at the 1%, 5%, and 10 % levels. Theil ratios

< 1 are indicated in bold. Sample period for the exchange rates: February 1999 — April 2017, data permitting (more details in

Appendix A of the online supplementary material).
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Table 7: Economic criterion for evaluating forecasts on the real-time data set for the EWA algorithm based on decoupled fundamentals.

o
S o N o g N R o 0o N 0 WV N !N < ©uwm N~ N
P SNmnmoo-d| G888 d| |[mmaood Mmoo
5 Q@ ocoococo@ @ ocoocococ®@ oo o ocoooco®@
wv
o (=9
2
©
o
o
£ <=
t £z
5 2E
o O NY o9 S OoO0 NS 9 Y OO0 NS 9 Y OO0 NS oS OO
» & oNmmn << oNmmn << oNmmNn << oNmmn <<
T S © oo ooo © oo ooo © oo o oo © oo o oo
S 3
OU
4
kel
° oo oooQ N owuon~d S NS NS NNOH WOD
L ISR ERS RS IR SR-R-R-R-E=] N NSO Q9 S9 NNJa3o
+~ . g .
5 ococoocooco®@ Q@ ocoocooco@ oo QP o ocoooco®@
= o
o
2
©
o
g
5 =
= =
%) EE
o O O NN 0 oo O NN 0 oo O NN O oo O NN O oo
o S NNN®MM S aNNAN®mm S NNAN®MM™ S NNAN®MM™
© C S oo o oo S oo o oo S ©o oo oo S oo o oo
S 8 @
E ¥ 5
o =
N =z <
= 9]
3 — =
2l = s 8 s 2
c = c
g c
<§3g‘b.,g 2 S <
- 0o c & < =
2 < < © N O QN oS N o
EBE%%§88383vggmgggﬁgggﬁmg%S@Ramg
350 cflg|™ 7 = =5 SRR AR ESY iR SRt SRR k-1 LR B
ELOL:: o« o =
o & bl £ >
[TR<% o o s
& o o > =
o a =) © <
1]
(TR
& 5
g 3§~ s
c o < 3 ~ N MmN NN o NN N AN
s = 8 & ggﬂr‘?‘,gm SoegTeoenm N R Nwyosxn
ESS ¢ R N B B S I RS R A
= =
L g
EQ
a B
ko)
o ONDNO O <t N O W < - NSNS N A 0N OO O o
B M OoONOMN 0 M A O o N 0 NN = 0N N NORON
5 RGN S - nNANANOo Mmoo o Ot NS
IS
£
wv
[
= <
2 E =
g 2t
v © N o4 © 0 mnm N <4 © 0 mnm N o4 © 0 N m N — © o mm
o & SN NANAN O N RNANAN SN NN AN SN NN N
o < NN < < NN NN < < NN NN < < NN NN < < NN
£ O
[N
OU
z
\'.J
S = 0 o 0 o 0 o 0 o
= £ S HNW;A o S HNW;A o S HNW;A o S HNW;mA o
o} [%) 1} 1} n 1} I 1 I " 1} 1} 1 1} " 1} 1} 1} 1} 1} 1} 1}
[ o o o o
tg O O U O LU C O O U U LU C O 0O U U LU C O 0O VU U L C
o 8 ~~ == ~~~~ ~ ~~~~ ~ ~~~~ ~
a5 O O S S S O S S L CCICL < CC LI
=2=z==2=22 (222222 1222222 |2=2=2=2=
W wwwww W ww www W wowowww W wowwww

Notes: This table presents the comparison of performance of portfolios formed using forecasts from the EWA algorithm and the
no-change prediction for the real-time data set based on decoupled fundamentals, using the procedure described in Section 5.4.
Column 1 gives the conditions under which the portfolios were constructed. In columns 2 and 3 the annualized returns are given for
the EWA and no-change prediction-based portfolios respectively. Column 4 shows the performance fee in basis points (bps) while
column 5 the premium return (in bps) of the EWA-based portfolios relative to the ones formed based on the no-change forecast.
The Sharpe and Sortino ratios for portfolios created using the two competing forecasting methods are reported in columns 6-10.
For details on how these portfolios were created please consult Appendix C.3 of the online supplementary material. The results for
the portfolios based on the no-change exchange rate predictions vary because of the constraints on weights and because for different
sets of fundamentals different time periods are considered depending on the availability of data.
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Appendix A. Detailed data description

We recall that, as indicated in Section 4, the data used is freely available for download
(Amat et al., 2018a).

The original fundamentals dataset of Molodtsova and Papell (2009) was extended
to the period 1973-2014 whenever possible. For the discontinued time-series we used
instead Datastream as the principal source. For those, as there were typically more
time-series available without a clear advantage of one over the others, only those that
were finally used to generate predictions presented in the paper are listed (we did not
get qualitatively different results using the others). Data was obtained from Datastream
on 30/01/2014. When the code from the original data series was known, it was given
instead. All series are monthly unless noted.

Quarterly time-series (there were only three of them) were transformed into monthly
ones by local quadratic interpolation, i.e., a local quadratic polynomial was fit for each
set of three adjacent quarterly observations; then, the monthly observations right before
and after the central quarterly observation (the second one in the set) were imputed
using the values of the quadratic polynomial. The output gap was estimated for each
country with at least 24 data points. For the Hodrick-Prescott filter we used A = 129 600
as advocated by Ravn and Uhlig (2002).

The exact data series (and the periods for which they could be used) are described
in detail in Tables A.8-A.9 below. In particular, the three aforementioned quarterly
time-series are indicated therein by a “quarterly” comment in their descriptions.

Real-time data on CPI, money stocks and industrial production for the period Febru-
ary 1999 to April 2017 were obtained from the OECD MEI data base (http://stats.
oecd.org/mei/default.asp?rev=1) for countries whose currencies were not superseded
by the euro (i.e., the British pound, Japanese yen, Swiss franc, Canadian dollar, Swedish
krona, Danish kronor, Australian dollar and the comparison currency — the U.S. dol-
lar). The time-series for M2 U.S. money supply until March 2001 (as there is a break in
OECD reporting of M3/M2 series) were directly taken from the Federal Reserve historical
releases website (https://www.federalreserve.gov/releases/h6/).
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Table A.8: Data series description, part I.
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Table A.9: Data series description, part II.
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Appendix B. Assessing forecast quality

We denote by T the total number of monthly values to be forecast, from months 1
to T. As is standard in the literature (see Molodtsova and Papell, 2009 and Rossi, 2013)
and for essentially the same reasons, namely, the consideration of rolling OLS regressions,
we allow for a training period of length ¢ty = 120 months (10 years) and only evaluate
the accuracy of the forecasts in months tg + 1 = 121 to 7. To that end, we consider the
root mean square error,

T
1 2
RMSE = (50— s¢) (B.1)
T, 2
T
1 ( . 2
= (St — Stfl)_(st - Stfl)) ’
T, 2

and note that (by subtracting and adding the pivotal values s;_1) this root mean square
error is for both the logarithms of exchange rates s; and for changes in logarithms of
exchange rates s; — s¢_1.

We want to investigate whether the improvements in RMSE of one method over
another are statistically significant. Denote by s, and 5; the respective forecasts of two
methods of interest. We aim to test the hypothesis Hy that the difference in forecasting
accuracy is not significant against the alternative hypothesis H; that the second method
— the one outputting the forecasts s; — is significantly better, on average. To that end,
the standard practice (see the two tests presented below) is to consider the instantaneous
differences in accuracy

dt = (,5\2 — St)2 — (gt — St)2 .

We denote by

1 d 1 ) 2
ET = d; and E% = (dt — ET>
T, 2, T, 2=,

their empirical average and variance.

Appendiz B.1. Descriptive statistics

In this section we consider the no-change prediction as the benchmark; it provides
the forecasts 8} = s;_1.

To get an initial feeling of whether Hy should be rejected or not in this case, we
can take a look at the quantiles of the sequence of d;. For example, in Table D.14
of Appendix D, we see that in the sequential ridge regression with discount factors and
the exponentially weighted average strategy with discount factors cases, the distribution
of the differences d; is shifted toward positive values: the 75% and 90% quantiles are
larger in absolute value than the 25% and 10% ones. This is not the case for rolling or
recursive OLS regressions. Additional comments on these matters are provided at the
end of Section 5.1.
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Appendiz B.2. A general test for comparing predictive accuracies

In this section we sometimes still consider the no-change prediction as the benchmark:
$, = s¢—1, but also consider other benchmarks, like rolling or recursive OLS regression,
e.g., in Table 3. We recall that we aim to test the hypothesis Hy that the difference
in forecasting accuracy between the method under scrutiny and the benchmark is not
significant against the alternative hypothesis H; that the method — the one outputting
the forecasts §; — is significantly better, on average.

The Diebold-Mariano test with relevant assumptions. Diebold and Mariano (1995) have
presented a test relying directly on the differences d; in the forecasting errors, even
though these may be serially correlated. Only mild and direct assumptions on the sta-
tistical behavior of these differences d; need to made. Here, we state their results with a
rectangular lag, as they advocate.

More precisely, they showed that under assumptions of covariance stationarity and
short memory of the differences d;, for a properly chosen truncation lag denoted by
H > 0, the test statistics

where

o 1 T . 9 H T B 7
o = T—t tzgl(dt — dT) + Tt ;t:T%Jrl(dt — dT) (dtf‘r - dT) )

converge to a A/(0,1) distribution under Hy and to +o0o under H;. Diebold (2012) em-
phasized the generality of the method to compare the predictive accuracy of forecasts
between any two methods, as long as the mild assumption stated above, namely, covari-
ance stationarity of the differences in accuracy d;, holds. He explains in Section 2.2 of
the mentioned reference why this assumption is natural and often met in practice.

The choice of the truncation lag H was partially left open; Diebold and Mariano sug-
gested choosing it as a function of the length of the short memory (of the autocovariance
degree). Estimating by Ha proper H based on our data, then substituting its value,
would lead to considering the test statistic SDM’ 7> which would no longer be guaranteed
to converge to a A(0,1) distribution under Hy. We instead take a more robust approach
to reject Hyp, that is, we build a more conservative test than the original test based on a
good a priori value of H. Namely, we consider

d
Spm = VT — to T (B.2)

)
_H,2
max Op
He{0,1,...,20}

which is smaller than any of the corresponding original statistics Spyp . The limiting
distribution under Hy has a cumulative distribution function that is uniformly smaller
than that of the A(0,1) distribution on positive numbers (while convergence to +oo is
still achieved under Hy, at a slower rate). Note that for our data set a maximal value of
20 for H was set because it corresponds roughly to the maximal value of /1" — ty on our
data. In the following, the test described above will be referred to as the DM test.
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We do not comment on the direct computation of the p-values for this DM test
using quantiles of the normal distribution (which would be a conservative approach, i.e.,
the size and power of the test would be smaller than usual), as we rather resort to a
bootstrapped approach to compute them.

Bootstrapped version. We follow here, as others have, the method and choices made
by Mark and Sul (2001), Rogoff and Stavrakeva (2008), and Ince (2014). They all point
out that the DM test is undersized and has less power than it should have when the
conditions for its applications are not met, in particular, in the presence of forecast biases.
They recommend computing its p-values based on a bootstrap procedure. Briefly, M =
1 000 bootstrapped simulations of the exchange rate and fundamentals time-series are
computed, the relevant forecasting procedure (e.g., the exponentially weighted average
strategy with discount factors) and its benchmark (e.g., the no-change predictor or rolling
OLS regression) are applied to each simulation, and the resulting DM test statistic is
computed (on each). This gives rise to an (empirical) distribution for the DM test
statistic under Hy. Then, the DM test statistic is computed on the original data and
the bootstrapped DM p-value is obtained, in a one-sided way, based on this distribution
(it equals the empirical frequency of simulated DM test statistics that are above the
original DM test statistic). These bootstrapped DM p-values are found in various tables
of this article in the columns labeled “DM p-value” (without any specific reference to
their bootstrap origin).

We now describe the method to simulate the time-series at hand. There are slight vari-
ations between the methods considered by Mark and Sul (2001), Rogoff and Stavrakeva
(2008) and Ince (2014); we chose to stick to Rogoff and Stavrakeva (2008) here. For each
country and each fundamental j, the data generating process is assumed to be

Ast = Et,
d ¢

Afje =+ Bit +vifie-1+ Z 0 kS + Z G itk + )4
k=1 k=1

where s; and f;; are defined as in Section 2.1, and A is shorthand for the unit variations
As; = sy — 511 and  Afji= fii— fii-1,

with e; and s}t denoting the residual terms, which are modeled by random variables.
That is, an autoregressive model on the evolution of the fundamentals is considered, with
some external input given by the evolution of the exchange rate. For each country and
each fundamental j, the parameters d and ¢, as well as the coefficients d;; and (; of
the autoregressive equation, are chosen separately. Given d and ¢, the coefficients are
estimated using OLS regression. The parameters d and ¢ selected minimize Akaike’s
information criterion (AIC) over the choices considered, respectively, integers 1-10 for d
and 1-30 for ¢ (we set these intervals so that in our simulations, d and ¢ rarely reach
the upper values 10 and 30). These two parameters may differ across countries and
fundamentals. AIC is also used to decide whether to include no constant and no trend, a
constant and no trend, or a constant and a trend. Note in passing that the residuals E;’t
are also estimated by quantities denoted é},r Once the data generating processes have
been all estimated, the exchange rates s; and fundamentals f;; are simulated recursively
as follows.
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First, we need two inputs for this recursive simulation: (i) seeds to initiate the au-
toregressive simulations, and (ii) values for the stochastic residuals €/ ;, and ;. The latter

will be sampled with replacement among the ¢ and the As,, where 7 € {1,...,T}. As
for the seeds, they need to be in number max{d, £}; we obtain them by sampling with
replacement among the original vectors (As;, f1.-,..., fn,-), where 7 € {1,...,T}. Note

that we use here the case-by-case resampling also considered in Rogoff and Stavrakeva
(2008); we do not consider blocks of vectors.

Last, we note that we actually simulate the process until round 7"+ 100 and discard
the 100 first observations thus simulated, to obtain time-series of the same length T as
the original series. We do so, following Rogoff and Stavrakeva (2008), to minimize the
influence of the choice of seeds and make sure that the re-simulated times series are in a
steady state.

Appendiz B.3. A test for the case of nested forecasting equations?

The tests by West (1996), Clark and West (2006, 2007) are designed for comparing
models, while we are interested here only in comparing forecasts, and not in assuming
the existence of models — see Diebold (2012) and Rossi (2013) for related discussions.
Furthermore, the tests by Clark and West have been designed and studied for only the
rolling and recursive OLS regression cases, while here we are obviously interested in
alternative methods. This is underlined in the original papers and pointed out again
by Rogoff and Stavrakeva (2008).

Nonetheless, for the sake of completeness, we computed p-values associated with the
test developed by Clark and West for nested models (even though we consider “fore-
casting equations” only and not models). These p-values should merely be considered as
statistical indicators of predictability. We believe that the most significant tests being
performed in our study are the DM tests mentioned above. The readers will note that
in our tables, the test by Clark and West is typically less conservative than the DM one
(as seen in other empirical and theoretical studies).

Mathematical description of the test. For this test we restrict our attention to the no-
change prediction as the benchmark method: 5}, = s;.

This no-change prediction is nested into the larger forecasting equation (1). In this
case, assuming the existence of underlying models, Clark and West (2006) argued that
the differences in forecasting abilities d; were an unfair measure, and advocated instead
to use adjusted differences, which in our context would be

ay = dy + (gt - St—l)2 )

where §; is the prediction associated with the larger forecasting equation (1). We denote
by

a B.
ar = —t0—|—1 Z a ( 3)

t=to+1

the empirical average of the adjusted differences a; and

T
—2
S a;—a B.4
= —t0+ Et ¢ —ar) (B.4)

t
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their empirical variance. The test statistic is equal to

Sow = VT —to+1 -2 (B.5)
Vst
The hypotheses tested are in terms of an underlying model (if we are ready to assume
that one exists). Namely, H/ : the true underlying model is the no-change model versus
Hj : the true underlying linear model uses at least one fundamental of (1). Here again,
we see that the test concerns predictability, not forecastability. Under the assumption
that residuals of the models form a martingale difference sequence, and provided that
rolling and recursive OLS regressions are considered when selecting coefficients in (1),
Clark and West (2006) showed that Scw converges to a A(0,1) distribution under H|
and to +oo under H{. The p-values associated with the test thus constructed are found
in the tables in the columns labeled “CW p-value”; they are based on quantiles of the
normal distribution. In this article, this test will be referred to as the CW test.
We recall that as indicated several times above, these p-values are merely indicators,
and of predictability rather than of forecastability. We include them here for the sake of
completeness.
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Appendix C. Additional technical details
In this section, we provide

e explanations on how to run a single instance of EWA and SRidge in practice, by
choosing their hyperparameters (Appendix C.1) well,

e some additional details on the numerical implementation of our machine-learning
methods (Appendix C.2),

e a more complete description of the economic evaluation of our forecasting strategies,
including a presentation of how to include constraints on the currency weights
(Appendix C.3).

Appendiz C.1. EWA and SRidge in practice: how to choose their hyperparameters

We recall that in our simulation study we do not report the performance of the EWA
and SRidge methods for several well-chosen (hand-picked) sets of hyperparameters, as is
usual in the literature. We instead re-use a more operational approach already considered
in Devaine et al. (2013), based on a sequential grid search. We thus only report the results
obtained for one run of the method. The aim of this section is to state all details of the
grid-search approach followed.

For EWA | the single run selects at each time instance ¢, based on available data, the
hyperparameters 7, > 0 and v > 0 (rather than the fixed v initially considered) to be
used in (8). We chose xk = 2, which is common in the literature and allows us to have a
theoretical bound given condition (10). More precisely, the parameters 7, and ~y; for the
prediction of instance ¢ + 1 are respectively selected in the grids £/v/t and G, where

E={mx10" me{1,2,5} and k € {—4,-3,-2,-1}} U {1},
and G ={0}U{mx10*, me {1,2,5} and k € {0,1,2}} U {1000}
= {0, 1, 2, 5, 10, 20, 50, 100, 200, 500, 1000} .

These grids are (somewhat) evenly spaced on a logarithmic scale. To predict instance ¢+1,
we resort to (8), with the pair of parameters (7, ) in the grids £ and G, whose associated
EWA strategy with sequence of learning parameters 1, 7/v/1, ..., n/vt— 1 and fixed
discount factor « performed best overall on instances 1 to t.

We proceed similarly for SRidge: we take the same discount power x = 2 as in the
EWA case and calibrate the hyperparameters A\; and 7, to be used for month ¢ 4 1 based
on past data, using the same grid G for the v parameters, and the grid for A given by

A={0}u{mx 10, me{1,2,5} and k € {1,2,3}} U {10000}
= {0, 1, 2, 5, 10, 20, 50, 100, 200, 500, 1000, 2000, 5000, 10000} .

Appendiz C.2. Notes on computations and forecasts

Calculations were performed with the Scilab 5.5.0 software; the code is available upon
request.

We recall that the training period for our methods was set at 120 months, which is
standard in the literature, and that, correspondingly, the rolling OLS regressions were
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estimated with 120 months of past data at each instance. The computed coefficients of our
forecasts vary greatly over time and it is difficult to discern any temporal patterns — also
a feature known in the literature. This is not a surprise as our forecasting methods do not
aim to estimate some model — they merely output efficient forecasts. The regularization
and discount terms that are computed from past data are non-zero most of the time,
and differ substantially between currencies, fundamentals used, and time periods. Most
of the time the best discount factors are high — above 10 — which means that short-term
trends are weighted most strongly.

We tried different grids from those in Appendix C.1. All grids were logarithmic, as
recommended by machine learning theory. We found that a larger grid typically yielded
small improvements in terms of RMSE with respect to the initial grid — but not always,
as the RMSE of predictions can get worse. With a denser grid we may overfit the
regularization and the discounting terms themselves. Also, smaller obtained RMSEs do
not guarantee better DM tests being obtained; all depends on the errors of individual
predictions. It appears that there is a large set of said parameters where the quality of
predictions (measured by the RMSE) are qualitatively very similar, all corresponding to
an improvement over the OLS methods.

Appendiz C.3. Economic evaluation of forecasting strategies

We recall here the methodology introduced by Della Corte et al. (2009, 2011) and
well-summarized in Li et al. (2015). We followed it scrupulously to produce our main
economic evaluation results, namely, those reported in Table 5 in the “no ¢” lines. We
also considered two additional approaches that deal with known problems in economic
criterion evaluation — by constraining the weights, which led to the lines with “c =...”
in the main and certain other tables. These: Tables D.17 and D.18, show results under
a summation-to-less-than-1 constraint for the weights. Below, we recall only the basic
elements of the methodology for economic evaluation, so as to be able to describe the
two modified approaches.

Brief description of the basic methodology for economic evaluation. We consider one
domestic (US) bond, with risk-free return rate rgeet, and K foreign bonds, indexed
by k = 1,..., K, with risk-free return rates in their local currencies (that would be
used as UIRP fundamentals) but with risky returns r;, in US dollars because (and
only because) of the exchange-rate risk. The subscripts ¢ index the time instances,
namely, months in our case. At each month ¢ — 1, an investor forecasts the evolution
of the exchange rates using our methods, and based on these forecasts, picks weights
wy = (Wi g, - ,wK’t)T € RK determining how to invest their money in the foreign bonds
for month ¢; these weights are real numbers. Their return in month ¢ equals

K K K
§ Wk Tkt +11- E Wkt | Tfree,t = Tfree,t + § Wkt (rk,t - Tfree,t) .
k=1 k=1 k=1

Next, the returns 7, are not yet known in month ¢ — 1, but their conditional means
7k, and variance-covariance matrix ¥, can be assumed to be (where conditioning is with
respect to the ry,_q values for month ¢t — 1). Indeed, the covariance matrix 3, used
follows from an empirical estimation based on the past covariances, while the means 7y ¢
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are given precisely by our forecasts. A target conditional volatility @ is then set and the
weights are picked to optimize the following mean-variance problem:

K

max Tfree,t + E Wt (?k,t - rfree,t)a
weCRE k=1

subject to th ¥ wy < G2
A closed-form solution exists when no further constraint is imposed on the weights.

Imposing further constraints on the weights. As indicated in the main text, the weights
chosen as above often have large components — especially if the returns of some currencies
are highly correlated — and are unstable over time. A good way to avoid such issues is
to add a squared regularization term; given a parameter ¢ > 0, we want to perform the
optimization

K

max Tfree,t + E Wt (Fk,t - rfree,t)7
we R k=1

subject to th Y, w < 72
K
and Z w,%’t <ec.
k=1

We provide no closed-form solution to this problem, and instead solve it numerically
to obtain our results. As this constrained maximization problem is a particular case
of what is called a quadratically constrained quadratic program (QCQP), its solution is
equal to that of its Lagrangian dual problem, which is of the form: minimize a (nonlinear)
function of finitely many variables A1, Mg, ..., subject to positivity constraints on only
the A;. See Boyd and Vandenberghe (2009, Section 5.2.4) for details on this equivalence.
Now, the dual problem is easily solved numerically with the help of toolboxes from various
software packages; in our case, we resorted to the optim routine of Scilab.
Further constraining the problem as

K

max Tfree,t + E Wt (Fk:,t - rfree,t)y
we RS k=1

subject to th Y, w < 72

K

and Zwit <c
k=1
K

and Zwm <1,
k=1

it remains a QCQP, so the methodology above still applies.
Details on these calculations (exact statements of the dual problems, code written to
solve them, etc.) are available upon request.
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Appendix D. Additional graphs and tables

This section provides complementary results as well as tables omitted from the main
text.

Tables with results discussed in the text.

e Tables D.10-D.13 give supplementary information to the basic results presented in
Section 5.

e Table D.14 gives the quantiles of the differences in forecasting error between the
no-change prediction and the methods we look at.

e Table D.15 gives the results for a subsample spanning the whole range of observa-
tions from January 1980 until the end of our sample. Note that some results are
not available for the PTE/USD pair as data on interest rates starts in 1983.

e Tables D.16-D.18 show robustness results for the economic evaluation of the pre-
diction performance of the exponentially weighted average strategy with discount
factors: with or without the Danish Krone, and with or without a summation-to-
less-than-1 constraint on the currency weights.

e Tables D.19-D.24 show our results for the shorter period discussed in Section 5.5,
namely, February 1999-December 2014.

e Table D.25 shows the results for the Taylor-rule based exchange rate fundamentals
in their “decoupled” (heterogenous) form.

Comments on the weights seen in the exponentially weighted average strategy with dis-
count factors for forecasts with all fundamentals. By construction, the exponentially
weighted average strategy with discount factors has a natural interpretation as being
able to identify “scapegoat” fundamentals that could have been considered by traders
in some periods as in the model of Bacchetta and van Wincoop (2004). This is because
based on past data and discounting, the fundamentals that are best at predicting ex-
change rates in a given period are given more weight while forming predictions. It is
insightful therefore to investigate the behavior of these weights with time. For the sake
of brevity, we show the results in Figures D.1-D.3 only for the case of predictions with
all fundamentals for JPY/USD, USD/GBP and CHF/USD. Note that these were the
setups which did not necessarily perform well in comparison to parsimonious models such
as those based solely on PPP or UIRP; however, they did much better overall than the
OLS methods as measured by Theil ratios and in direct comparisons.

The codes for the various fundamentals are the following: PPP refers to inflation rates,
UIRP to money-market interest rates; MONEY to money stocks, and Y to industrial
production, while INTCH denotes changes in money market interest rates. Lastly, “no-
change” refers to the no-change forecast that also is assigned a weight in the exponentially
weighted average strategy with discount factors.

The conclusion from these figures is striking: typically only one fundamental is given a
predominant weight in a given period, and most of the time for very short time intervals.
In most cases, the fundamentals that are given the most weight pertain to money market
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interest rates and money supply, and for one country only. Rarely do we observe this
behavior for inflation or industrial production. It would be consistent with the scapegoat
model as well as the fickle nature of expectations about the fundamentals driving the
exchange rate. This is, however, open to yet another interpretation. It also may point
out that different shocks to different fundamentals (news) could be driving exchange
rates at different times, and — given their prevalence in our data — monetary policy and
financial market shocks are the most important.
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Table D.10: Relative forecasting performance of machine learning methods vs. rolling and recursive regressions based on coupled fundamentals.
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Notes: This table presents the comparison of forecasting performance between, respectively, SRidge and EWA vs. the rolling and

recursive OLS for coupled fundamentals. Columns 1-6 show the comparison between SRidge and OLS methods, while columns 7-12
for EWA vs. OLS. For each comparison, the Theil ratio (RMSE of the given method / RMSE of the compared) and the DM statistic
and its bootstrapped p-value are shown. The DM test is a one-sided test of equal out-of-sample prediction accuracy (Ho) against

thod considered against the OLS methods. *** **

and * denote statistical significance at the 1%, 5%, and 10 % levels. Theil ratios < 1 are indicated in bold. Sample period for the

ing me

(Hy) of the machine-learn

1011 accuracy

t-of-sample predict

superior ou

exchange rates: March 1973 — December 2014 unless shorter (indicated in Appendix A).
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Table D.11: Directional predictions of the exchange rates based on coupled fundamentals.

Rolling regression Recursive regression Sridge EWA
Currency pair Proportion of Proportion of Proportion of Proportion of
changes DM statistic DM p-value changes DM statistic DM p-value changes DM statistic DM p-value changes DM statistic DM p-value
predicted predicted predicted predicted

PPP fundamental
USD/GBP 0.501 0.0385 0.491 0.493 -0.2215 0.565 0.507 0.1924 0.392 0.493 -0.2215 0.561
JPY/USD 0.467 -1.1724 0.878 0.478 -0.7410 0.757 0.554 2.1120 0.008 *** 0.509 0.3016 0.267
CHF/USD 0.504 0.1330 0.441 0.486 -0.4875 0.697 0.486 -0.4875 0.667 0.486 -0.4875 0.686
CAD/USD 0.517 0.6664 0.215 0.491 -0.3508 0.627 0.491 -0.3508 0.637 0.478 -0.8586 0.861
SEK/USD 0.514 0.3831 0.313 0.486 -0.3768 0.656 0.507 0.2160 0.401 0.441 -1.8029 0.981
DNK/USD 0.504 0.1227 0.485 0.507 0.1916 0.424 0.564 2.2004 0.005 *** 0.491 -0.2737 0.553
USD/AUD 0.522 0.5909 0.228 0.447 -1.6911 0.956 0.447 -1.6911 0.954 0.447 -1.5597 0.944
FRF/USD 0.466 -0.5013 0.708 0.545 0.6949 0.218 0.513 0.2284 0.377 0.545 0.6949 0.250
DEM/USD 0.487 -0.3266 0.692 0.529 0.6309 0.345 0.529 0.6309 0.316 0.540 0.8492 0.337
ITL/USD 0.534 0.5861 0.283 0.455 -0.8170 0.863 0.450 -0.9118 0.874 0.455 -0.8170 0.872
NLG/USD 0.471 -0.5985 0.783 0.471 -0.5328 0.783 0.471 -0.5328 0.771 0.492 -0.1520 0.751
PTE/USD 0.524 0.4381 0.492 0.481 -0.3120 0.812 0.481 -0.3120 0.805 0.481 -0.3120 0.809

UIRP fundamental
USD/GBP 0.514 0.5527 0.259 0.533 1.2562 0.089 * 0.504 0.1455 0.423 0.465 -1.3720 0.919
JPY/USD 0.491 -0.2988 0.600 0.520 0.6265 0.219 0.517 0.5416 0.250 0.478 -0.7171 0.704
CHF/USD 0.512 0.4190 0.323 0.482 -0.5189 0.712 0.482 -0.5189 0.687 0.512 0.3727 0.249
CAD/USD 0.535 1.1080 0.124 0.507 0.1946 0.426 0.507 0.1946 0.418 0.483 -0.4852 0.553
SEK/USD 0.500 0.0000 0.422 0.489 -0.3343 0.579 0.542 1.5619 0.044 ** 0.466 -1.0618 0.787
DNK/USD 0.538 1.2535 0.094 * 0.530 0.9022 0.164 0.530 0.9022 0.163 0.467 -0.9952 0.783
USD/AUD 0.508 0.3073 0.328 0.445 -2.1153 0.984 0.533 1.2218 0.079 * 0.436 -2.4375 0.981
FRF/USD 0.550 1.0082 0.141 0.571 1.4934 0.056 * 0.571 1.7470 0.028 ** 0.423 -1.6341 0.924
DEM/USD 0.471 -0.6314 0.760 0.466 -0.7603 0.801 0.466 -0.7603 0.801 0.524 0.5189 0.389
ITL/USD 0.492 -0.1391 0.550 0.487 -0.2371 0.604 0.481 -0.3022 0.602 0.487 -0.2371 0.576
NLG/USD 0.455 -0.8298 0.838 0.476 -0.4540 0.689 0.561 1.5501 0.054 * 0.524 0.4540 0.446
PTE/USD 0.465 -0.4644 0.695 0.479 -0.2975 0.617 0.479 -0.2975 0.611 0.479 -0.2975 0.659

Monetary model fundamentals

USD/GBP 0.514 0.4750 0.285 0.541 1.2704 0.073 * 0.535 1.1756 0.086 * 0.525 0.9346 0.080 *
JPY/USD 0.476 -0.7489 0.798 0.479 -0.6835 0.795 0.516 0.5121 0.305 0.568 2.4519 0.007 ***
CHF/USD 0.516 0.5688 0.250 0.536 1.2759 0.067 * 0.538 1.3542 0.056 * 0.530 0.9899 0.136
CAD/USD 0.482 -0.6747 0.772 0.500 0.0000 0.453 0.503 0.0925 0.458 0.482 -0.6720 0.733
SEK/USD 0.476 -0.8706 0.810 0.482 -0.5908 0.707 0.487 -0.4972 0.690 0.518 0.6926 0.282
DNK/USD 0.469 -0.7879 0.814 0.471 -0.7988 0.822 0.497 -0.0917 0.512 0.466 -1.0449 0.886
USD/AUD 0.511 0.4179 0.295 0.511 0.4168 0.270 0.514 0.4535 0.297 0.540 1.3903 0.048 **
FRF/USD 0.467 -0.6763 0.797 0.475 -0.5034 0.752 0.517 0.3654 0.359 0.525 0.5484 0.249
DEM/USD 0.435 -1.3965 0.937 0.452 -0.9529 0.858 0.548 1.2480 0.113 0.548 0.8565 0.091 *
ITL/USD 0.474 -0.4744 0.690 0.481 -0.4249 0.649 0.513 0.2732 0.390 0.538 0.8854 0.124
NLG/USD 0.492 -0.1438 0.688 0.513 0.2017 0.568 0.577 1.6343 0.094 * 0.466 -0.8248 0.632
PTE/USD 0.529 0.3462 0.354 0.486 -0.1644 0.521 0.471 -0.4729 0.696 0.429 -1.0750 0.787

All fundamentals
USD/GBP 0.496 -0.1469 0.516 0.493 -0.2330 0.546 0.535 1.0098 0.135 0.522 0.6154 0.180
JPY/USD 0.537 1.2802 0.083 * 0.495 -0.1728 0.564 0.534 1.2103 0.093 * 0.571 2.7985 0.002 ***
CHF/USD 0.481 -0.6283 0.847 0.536 1.2186 0.244 0.538 1.3417 0.068 * 0.541 1.4025 0.056 *
CAD/USD 0.534 1.3369 0.113 0.500 0.0000 0.643 0.484 -0.5375 0.701 0.450 -1.7858 0.931
SEK/USD 0.487 -0.4661 0.651 0.503 0.0776 0.453 0.503 0.0778 0.429 0.505 0.1947 0.460
DNK/USD 0.506 0.1976 0.406 0.500 0.0000 0.464 0.489 -0.3858 0.684 0.446 -1.6878 0.943
USD/AUD 0.514 0.4478 0.333 0.500 0.0000 0.496 0.480 -0.6106 0.714 0.520 0.7277 0.110
FRF/USD 0.500 0.0000 0.530 0.517 0.3507 0.439 0.542 0.8541 0.233 0.583 1.8516 0.025 **
DEM/USD 0.429 -1.4965 0.961 0.446 -0.9310 0.895 0.514 0.3155 0.480 0.610 2.4179 0.015 **
ITL/USD 0.538 0.8281 0.166 0.500 0.0000 0.448 0.423 -1.4450 0.949 0.487 -0.2305 0.558
NLG/USD 0.519 0.3282 0.453 0.529 0.6907 0.342 0.593 2.1752 0.019 ** 0.524 0.6554 0.258
PTE/USD 0.443 -0.7467 0.809 0.357 -2.1654 0.984 0.443 -0.9625 0.827 0.500 0.0000 0.487

Notes: This table presents the results of forecasting the direction of change of the end-of-month exchange rate 1-month ahead by
the rolling OLS, recursive OLS, SRidge and EWA methods for based on coupled fundamentals. For each method, the share of
correctly forecasted changes, the DM statistic and its bootstrapped p-value are shown. The DM tests is a one-sided test of equal
out-of-sample prediction accuracy (Ho) against superior out-of-sample prediction accuracy (H1) for the methods considered against
the benchmark of a 50 % success rate. *** ** and * denote statistical significance at the 1%, 5%, and 10 % levels. Shares > 0.5

are indicated in bold. Sample period for the exchange rates: March 1973 — December 2014 unless shorter (indicated in Appendix

A).
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Table D.12: Relative forecasting performance on the real-time data set of machine-learning methods vs. rolling and recursive regressions based

on coupled fundamentals.
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Notes: This table presents the comparison of forecasting performance between, respectively, SRidge and EWA vs. the rolling and

Columns 1-6 show the comparison between SRidge

recursive OLS for the real-time data set, based on decoupled fundamentals.

and OLS methods, while columns 7-12 for EWA vs. OLS. For each comparison, the Theil ratio (RMSE of the given method /
RMSE of the compared) and the DM statistic and its bootstrapped p-value are shown. The DM test is a one-sided test of equal

out-of-sample prediction accuracy (Ho) against superior out-of-sample prediction accuracy (Hp) of the machine-learning method
considered against the OLS methods. *** ** and * denote statistical significance at the 1%, 5%, and 10 % levels. Theil ratios

< 1 are indicated in bold. Sample period for the exchange rates: February 1999 — December 2014.
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Table D.13: Directional predictions of the exchange rates for the real-time data set based on decoupled fundamentals.
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This table presents the results of forecasting the direction of change of the end-of-month exchange rate 1-month ahead

by the rolling OLS, recursive OLS, SRidge and EWA methods for the real-time data set, based on decoupled fundamentals.

Notes:

For

each method, the share of correctly forecasted changes, the DM statistic and its bootstrapped p-value are shown. The DM tests

is a one-sided test of equal out-of-sample prediction accuracy (Ho) against superior out-of-sample prediction accuracy (Hi) of the

, and * denote statistical significance at the 1%, 5%,

)

kkk o skk

methods considered against the benchmark of a 50 % success rate.

and 10 % levels.

Shares > 0.5 are indicated in bold.
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Table D.14: Distributions of the differences in forecasting error between the no-change prediction and the method under scrutiny based on

decoupled fundamentals.
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Notes: This table presents the results of forecasting end-of-month exchange rate 1-month ahead by the no-change prediction, the

rolling OLS, recursive OLS, SRidge and EWA methods based on decoupled fundamentals. For each method, the time-series of

the differences between the monthly forecasting errors of the no-change predictions and the ones of the method under scrutiny are

computed. The table reports the quantiles of these time-series at the 10%, 25%, 50%, 75% and 90% levels, to give an idea of the

distributions of the monthly forecasting errors. Distributions of errors that are shifted towards positive values indicate methods

that outperfom the no-change prediction. Sample period for the exchange rates: March 1973 — December 2014 unless shorter

(indicated in Appendix A).
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shorter-period sample (1980 onwards,

1-month ahead forecasts for the PPP, UIRP, monetary model and all fundamentals:

Table D.15

decoupled fundamentals).
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Notes: This table presents the results of forecasting end-of-month exchange rate 1-month ahead by the no-change prediction, the

rolling OLS, recursive OLS, SRidge and EWA methods for decoupled fundamentals for the time period 1980-2014. Column 1

shows the RMSE values for the no-change prediction. For each method, the Theil ratio (RMSE of the given method / RMSE of
the no-change prediction), the CW-p-values, the DM statistic and its bootstrapped p-value are shown. The CW and DM tests are

(H1) for the

10n accuracy

t-of-sample predict

inst superior ou

agains

(Ho)
methods considered compared to the no-change prediction. *** ** and * denote statistical significance at the 1%, 5%, and 10 %

10n accuracy

ded tests of equal out-of-sample predicti

one-si

levels. Theil ratios < 1 are indicated in bold.
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Table D.16: Economic criterion for evaluating forecasts for the EWA algorithm without the DNK/USD exchange rate.
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Notes: This table presents the comparison of performance of portfolios formed using forecasts from the EWA algorithm and the
no-change prediction based on decoupled fundamentals without the DNK/USD exchange rate, using the procedure described in
Section 5.4. Column 1 gives the conditions under which the portfolios were constructed. In columns 2 and 3 the annualized returns
are given for the EWA and no-change prediction-based portfolios respectively. Column 4 shows the performance fee in basis points
(bps) while column 5 the premium return (in bps) of the EWA-based portfolios relative to the ones formed based on the no-change
forecast. The Sharpe and Sortino ratios for portfolios created using the two competing forecasting methods are reported in columns
6-10. For details on how these portfolios were created please consult Appendix C.3. The results for the portfolios based on the
no-change exchange rate predictions vary because of the constraints on weights and because for different sets of fundamentals
different time periods are considered depending on the availability of data.
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Table D.17: Economic criterion for evaluating forecasts for the EWA algorithm with an additional summation-to-less-than-1 constraint on the
weights.
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Notes: This table presents the comparison of performance of portfolios formed using forecasts from the EWA algorithm and the
no-change prediction based on decoupled fundamentals with an additional summation-to-less-than-1 constraint on the weights,
using the procedure described in Section 5.4. Column 1 gives the conditions under which the portfolios were constructed. In
columns 2 and 3 the annualized returns are given for the EWA and no-change prediction-based portfolios respectively. Column 4
shows the performance fee in basis points (bps) while column 5 the premium return (in bps) of the EWA-based portfolios relative
to the ones formed based on the no-change forecast. The Sharpe and Sortino ratios for portfolios created using the two competing
forecasting methods are reported in columns 6-10. For details on how these portfolios were created please consult Appendix C.3.
The results for the portfolios based on the no-change exchange rate predictions vary because of the constraints on weights and
because for different sets of fundamentals different time periods are considered depending on the availability of data.
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Table D.18: Economic criterion for evaluating forecasts for the EWA algorithm without the DNK/USD exchange rate but with an additional
summation-to-less-than-1 constraint on the weights.
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This table presents the comparison of performance of portfolios formed using forecasts from the EWA algorithm and the no-change
prediction based on decoupled fundamentals with an additional summation-to-less-than-1 constraint on the weights and without
the DNK/USD exchange rate, using the procedure described in Section 5.4. Column 1 gives the conditions under which the
portfolios were constructed. In columns 2 and 3 the annualized returns are given for the EWA and no-change prediction-based
portfolios respectively. Column 4 shows the performance fee in basis points (bps) while column 5 the premium return (in bps) of
the EWA-based portfolios relative to the ones formed based on the no-change forecast. The Sharpe and Sortino ratios for portfolios
created using the two competing forecasting methods are reported in columns 6-10. For details on how these portfolios were created
please consult Appendix C.3. The results for the portfolios based on the no-change exchange rate predictions vary because of
the constraints on weights and because for different sets of fundamentals different time periods are considered depending on the
availability of data.
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1-month ahead forecasts for the PPP, UIRP, monetary model and all fundamentals based on decoupled fundamentals, for a sample

February 1999 — December 2014.

Table D.19
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This table presents the results of forecasting end-of-month exchange rate 1-month ahead by the no-change predict

rolling OLS, recursive OLS, SRidge and EWA methods for decoupled fundamentals on a sample February 1999 — December 2014.

Notes

Column 1 shows the RMSE values for the no-change prediction. For each method, the Theil ratio (RMSE of the given method /
RMSE of the no-change prediction), the CW-p-values, the DM statistic and its bootstrapped p-value are shown. The CW and DM

(Hn)

for the methods considered compared to the no-change prediction. *** ** and * denote statistical significance at the 1%, 5%,

and 10 % levels. Theil ratios < 1 are indicated in bold.

10n accuracy

t-of-sample predict

10r ou

t super

agains

tests are one-sided tests of equal out-of-sample prediction accuracy (Ho)
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Table D.20: 1-month ahead forecasts on the real-time data set for the PPP, UIRP, monetary model and all fundamentals based on decoupled

fundamentals, for a sample February 1999 — December 2014.
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This table presents the results of forecasting end-of-month exchange rate 1-month ahead by the no-change predict

Notes

rolling OLS, recursive OLS, SRidge and EWA methods for decoupled fundamentals on a sample February 1999 — December 2014

(RMSE

io
of the given method / RMSE of the no-change prediction), the CW-p-values, the DM statistic and its bootstrapped p-value are

. For each method, the Theil rat

0on

1 time data. Column 1 shows the RMSE values for the no-change predict

using rea.

t-of-sample

superior ou

st
, and * denote statistical

again:

shown. The CW and DM tests are one-sided tests of equal out-of-sample prediction accuracy (Ho)

)

kkk o kk

prediction accuracy (Hi) for the methods considered compared to the no-change prediction.

< 1 are indicated in bold.

108
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Relative forecasting performance of the machine learning methods vs. rolling and recursive regressions based on decoupled

fundamentals, for a sample February 1999 — December 2014.

Table D.21:
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Notes: This table presents the comparison of forecasting performance between, respectively, SRidge and EWA vs. the rolling and

OLS for decoupled fundamentals for the period February 1999—December 2014. Columns 1-6 show the comparison between

SRidge and OLS methods, while columns 7-12 for EWA vs. OLS. For each comparison, the Theil ratio (RMSE of the given method

recursive

/ RMSE of the compared) and the DM statistic and its bootstrapped p-value are shown. The DM test is a one-sided test of equal

out-of-sample prediction accuracy (Ho) against superior out-of-sample prediction accuracy (H1) of the machine-learning method
considered against the OLS methods. *** ** and * denote statistical significance at the 1%, 5%, and 10 % levels. Theil ratios

< 1 are indicated in bold.
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Table D.22: Relative forecasting performance on the real-time data set (February 1999 — December 2014) of the machine learning methods vs.

rolling and recursive regressions based on decoupled fundamentals.
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Notes: This table presents the comparison of forecasting performance between, respectively, SRidge and EWA vs. the rolling and

recursive OLS for decoupled fundamentals for the period February 1999-December 2014 using real-time data. Columns 1-6 show

the comparison between SRidge and OLS methods, while columns 7-12 for EWA vs. OLS. For each comparison, the Theil ratio

test is a one-sided test of equal out-of-sample prediction accuracy (Ho) against superior out-of-sample prediction accuracy (Hi) of

the machine-learning method considered against the OLS methods. *** ** and * denote statistical significance at the 1%, 5%,

(RMSE of the given method / RMSE of the compared) and the DM statistic and its bootstrapped p-value are shown. The DM
and 10 % levels. Theil ratios < 1 are indicated in bold.
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Table D.23: Directional predictions of the exchange rates based on decoupled fundamentals, for a sample February 1999 — December 2014.
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This table presents the results of forecasting the direction of change of the end-of-month exchange rate 1-month ahead

by the rolling OLS, recursive OLS, SRidge and EWA methods for a sample February 1999 — December 2014, based on decoupled

Notes:

fundamentals. For each method, the share of correctly forecasted changes, the DM statistic and its bootstrapped p-value are shown.

The DM tests is a one-sided test of equal out-of-sample prediction accuracy (Ho) against superior out-of-sample prediction accuracy

(H1) for the methods considered against the benchmark of a 50 % success rate. *** ** and * denote statistical significance at the

1%, 5%, and 10 % levels. Shares > 0.5 are indicated in bold.
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Table D.24: Directional predictions of the exchange rates on the real-time data set (February 1999 — December 2014) based on decoupled

fundamentals.
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Notes: This table presents the results of forecasting the direction of change of the end-of-month exchange rate 1-month ahead by the
rolling OLS, recursive OLS, SRidge and EWA methods based on decoupled fundamentals for the period February 1999-December

2014 using real-time data. For each method, the share of correctly forecasted changes, the DM statistic and its bootstrapped

p-value are shown. The DM tests is a one-sided test of equal out-of-sample prediction accuracy (Hp) against superior out-of-sample

prediction accuracy (H) for the methods considered against the benchmark of a 50 % success rate. *** ** and * denote statistical

significance at the 1%, 5%, and 10 % levels. Shares > 0.5 are indicated in bold.
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Table D.25: 1-month ahead forecasts using decoupled Taylor-rule fundamentals.
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, the

on
rolling OLS, recursive OLS, SRidge and EWA methods for different sets of Taylor-rule fundamentals. Column 1 shows the RMSE

This table presents the results of forecasting end-of-month exchange rate 1-month ahead by the no-change predict

Notes

values for the no-change prediction. For each method, the Theil ratio (RMSE of the given method / RMSE of the no-change

prediction), the CW-p-values, the DM statistic and its bootstrapped p-value are shown. The CW and DM tests are one-sided tests

(H1) of the methods considered

ion accuracy
compared to the no-change prediction. *** ** and * denote statistical significance at the 1 %, 5%, and 10 % levels. Theil ratios < 1

t-of-sample predict

10r ou

t super

agains

of equal out-of-sample prediction accuracy (Ho)

March 1973 — December 2014 unless shorter (indicated in Appendix

dicated in bold. Sample period for the exchange rates:

are in
A).
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Figure D.1: Weights of different fundamentals in prediction: the USD/GBP case, all fundamentals considered together.

67



>
o 1)
% > 2 =
T o I} T @
O 2 5 O =
z 2 z
o
— O
o
o
)
Q
>_
o
Law]
+
=
O
w
~
%
o
8
[y
()
g
o )
= =
3 5
(O] o
z o E
+ [ep]
s
=
©
9
@
(&)
@]
0
[}
@
)
o
ey
2
2
o
—O
N

0T 80 90 7’0 A 00
SUIETN
Figure D.2: Weights of different fundamentals in prediction: the JPY/USD case, all fundamentals considered together.
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Figure D.3: Weights of different fundamentals in prediction: the CHF/USD case, all fundamentals considered together.
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