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internationale de la technologie
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26 novembre 2013

Résumé

Cet article propose un nouvel examen de la diffusion internationale de la technologie, sous

l’angle des effets de débordement géographiques de R&D entre pays, en traitant explicitement

le problème de la dépendance en coupe transversale dans des modèles de type Coe, Helpman

et Hoffmaister (2009).

En appliquant des tests de racine unitaire en panel de différentes générations, nous mon-

trons d’abord que quand le nombre de retards de la composante autorégressive des tests de

type Dickey et Fuller augmenté ou quand le nombre de facteurs communs est estimés dans le

cadre d’un processus de sélection de modèle, les variables d’intérêt que sont la productivité

totale des facteurs, la R&D étrangère, la R&D domestique et le stock de capital humain appa-

raissent comme étant stationnaires. Ceci nous permet alors d’estimer des modèles relevant de

deux approches complémentaires, l’une fondée sur la prise en compte d’un processus d’erreur

spatialement autocorrélés et l’autre fondée sur les facteurs communs non observables. Ces

approches intègrent différents types de dépendance en coupe transversale en relation avec les

concepts de dépendance faible ou forte récemment développés dans la littérature.

Les résultats obtenus conduisent à des interprétations contrastées : alors que dans le

modèle avec erreurs spatialement autocorrélés, la R&D locale et la R&D étrangère affectent

significativement la productivité totale des facteurs, dans le modèle à facteurs communs non

observables seule la R&D étrangère est significative. Ce dernier résultat souligne l’importance

des effets de débordements au-delà même de ceux liés directement à la technologie, en effet

d’autres effets de débordement globaux ou l’effet de chocs communs semblent l’emporter

sur l’impact de la R&D et du stock de capital humain domestiques. Ce résultat rejoint

celui obtenu par Eberhardt et al. (2013) dans l’estimation d’une fonction de production de

connaissance à la Griliches (1979) et pourrait indiquer l’ampleur des effets de la globalisation.

Classification JEL : C23 ; C5 ; F0 ; O3.

Mots-Clés : Modèle de données de panel ; corrélation en coupe transversale ; économétrie

spatiale ; modèles à facteurs ; racine unitaire ; diffusion internationale de la technologie.
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Abstract

This paper provides an econometric examination of geographic R&D spillovers among

countries by focusing on the issue of cross-sectional dependence. By applying several unit

root tests, we first show that when the number of lags of the autoregressive component of

augmented Dickey Fuller test-type specifications or the number of common factors is esti-

mated in a model selection framework, the variables (total factor productivity and R&D

capital stocks) appear to be stationary. Then, we estimate the model using two complemen-

tary approaches, focusing on spatial autoregressive errors and unobserved common correlated

factors. These approaches account for different types of cross-sectional dependence and are

related to the concepts of weak and strong cross-sectional dependence recently developed in

the literature.

JEL classification: C23; C5; F0; O3.
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tion, Rue de Blois - B.P. 6739 45067 Orléans Cedex 2 –France
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1 Introduction

Since the seminal paper by Coe and Helpman (1995), henceforth CH (recently revisited by Coe et

al., 2009), there has been an increasing interest in international technology di§usion. CH test the

predictions of models of innovation and growth (Grossman and Helpman, 1991) in which total fac-

tor productivity (TFP) is an increasing function of cumulative research and development (R&D).

In particular, CH analyse the role of international trade. By assuming that some intermediate

inputs are traded internationally, whereas others are not, they relate TFP to both domestic and

foreign R&D and construct the foreign R&D capital stock as the import-share weighted average of

the domestic R&D capital stocks of the trading partners. The ináuence of this approach is based

on its plausibility with respect to endogenous growth theory (Keller, 2004) and its versatility in

allowing for the consideration of alternative channels of international technology di§usion, such as

foreign direct investment (FDI) (Lichtenberg and Van Pottelsberghe, 2001), bilateral technological

proximity and patent citations between countries (Lee, 2006), language skills or geography (Keller,

2002).

The present paper aims to contribute to the empirical literature on R&D spillovers among coun-

tries by focusing on the issue of cross-sectional dependence. The rationale is that cross-country

correlation from a variety of sources can plausibly be present in CH-type speciÖcations; however,

this correlation complicates standard estimation and inference. SpeciÖcally, the main goal of this

paper is to contrast the spatial approach (Lee, 2004; Lee and Yu, 2009, 2010,) with multifactor

error models (Pesaran, 2006). These two approaches account for di§erent types of cross-sectional

dependence and are related to the concepts of weak and strong cross-sectional dependence recently

developed in the literature; however, it seems di¢cult to obtain an a priori precise knowledge of

the type of cross-sectional dependence that links the cross-sectional units. As this challenge may

exist even for other empirical frameworks, the interest of this paper may go beyond the analysis of

international technology di§usion. Furthermore, several factors have led to a focus on geograph-

ical proximity as a channel for technology di§usion. First, it is theoretically consistent. Keller

(2002) and Eaton and Kortum (2002) show that transport costs or geographical barriers create

associations between international technology di§usion and geographical distance. Second, the

geographic localisation of international technology di§usion can have economically relevant im-

plications. SpeciÖcally, it can a§ect the process of convergence across countries (Grossman and

Helpman, 1991), the agglomeration that takes place in an economy (Krugman and Venables, 1995)

and the long-term e§ectiveness of macroeconomic policies aimed at technological progress (Keller,

2002). Third, there have been far fewer studies on geographic international R&D spillovers than

on spillovers via other channels, such as trade or FDI, in spite of the theoretical consistency and

empirical relevance of geography. Finally, and perhaps most importantly in the context of this pa-

per, which focuses on the methodological issue of cross-sectional dependence, traditional channels

of international technology di§usion might create endogeneity problems when included in econo-

metric speciÖcations. For instance, a countryís international trade, FDI or patent activity may
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depend on its technological level and, in turn, might be endogenous with respect to TFP (see, e.g.,

Hong and Sun, 2011). In contrast, geographical distance is generally considered exogenous, ìGlobal

technology spillovers favor income convergence, and local spillovers tend to lead to divergence, no

matter through which channel technology di§uses. . . An advantage of this is that geography is ar-

guably exogenous in this processî (Keller, 2004, p.772). Moreover, geographical distance may be

considered an exogenous proxy for certain endogenous measures of socioeconomic, institutional,

cultural or language-based similarities that might enhance the di§usion of technology.

In a preliminary analysis, we study the order of integration of the variables of interest using

several tests, most of which allow for cross-sectional dependence (Choi, 2006; Phillips and Moon,

2004; Bai and Ng, 2004; Pesaran, 2007). Our results clearly indicate that when the number of

lags of the autoregressive component of augmented Dickey Fuller (ADF)-type speciÖcations or the

number of common factors is estimated in a model selection framework, the variables appear to

be stationary. This Önding is consistent with a subset of the literature that emphasises that many

macroeconomic variables may appear to have unit roots due to the low power of the standard

tests (Rudesbusch, 1993; Perron, 1989, 1997; Bierens, 1997, Fleissig and Strauss, 1999) but is

new in the literature on international R&D spillovers. Based on this result, we adopt estimation

techniques that have not been speciÖcally designed to model non-stationary variables.

First, cross-sectional correlation is posed as a result of spatial spillover e§ects and is modeled

by adopting a spatial panel econometric framework allowing for spatially autoregressive distur-

bances. The estimation is performed using Lee and Yuís (2010) quasi-maximum likelihood (QML)

estimator based on a data transformation that eliminates Öxed e§ects, which avoids the incidental

parameter problem discussed in Neyman and Scott (1948) that occurs when adopting a direct

maximum likelihood (ML) approach. The latter jointly estimates the common slopeís parameters

and Öxed e§ects. Lee and Yu (2010) focus on a spatial econometric framework and show that

when the time dimension is Önite, the direct ML estimate of the variance parameter is incon-

sistent (even if the estimates of the other common parameters are consistent and asymptotically

normal), whereas their QML approach provides a consistent estimate of the variance parameter.

The authors also demonstrate that the slopeís coe¢cient estimates from the direct approach are

identical to the corresponding estimates from the transformation approach.

Standard panel data models are primarily designed to address individual heterogeneity, which

can be inherently spatial; however, these models do not allow for individual interactions or spatial

autocorrelation. In other words, in the Öxed-e§ects framework, heterogeneity due to individual

characteristics, for instance, "absolute" geographical localisation, is easily taken into account by

demeaning. However, heterogeneity due to di§erentiated feedback e§ects from cross-sectional

interactions cannot be addressed. Such e§ects may arise due to, for instance, the "relative" ge-

ographical localisation of countries with respect to each other. In this case, e§ective estimation

requires explicit modeling of spatial autocorrelation. Debarsy and Ertur (2010) label this partic-

ular type of heterogeneity interactive heterogeneity, which is genuinely spatial by nature. This

distinction aims to avoid confusion with what is traditionally called spatial heterogeneity in the
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literature. This is actually standard individual heterogeneity arising from spatial structural insta-

bility in the coe¢cients or residual variance. Spatial panel data models are speciÖcally designed

to address both types of heterogeneity. Pure individual heterogeneity can be captured by Öxed ef-

fects, whereas interactive heterogeneity can be captured by impact coe¢cients computed from the

reduced form of the spatial model that accounts for the interaction structure between countries.

Cross-sectional dependence may also be introduced as a result of a Önite number of unobservable

(and/or observed) common factors that may have di§erent e§ects on TFP across countries. Such

factors might include, for instance, aggregate technological shocks, national policies aimed at

raising the level of technology or oil price shocks that may ináuence TFP through their e§ects

on production costs. The heterogeneous e§ect of these factors may be the result, for instance, of

country-speciÖc technological constraints. The empirical setup adopted in this paper builds on the

correlated common e§ects (CCE) approach developed by Pesaran (2006), which has been further

developed and proved to be valid in a variety of situations (Chudik et al., 2011; Pesaran and

Tosetti, 2011; Kapetanios et al., 2011). In such a framework, the unobserved factors are viewed as

nuisance variables introduced to model the cross-sectional dependence in a parsimonious manner,

whereas the main focus is on the estimation and inference of the slope parameters.

Spatial error models and the unobserved common factors approach are also related to the re-

cently developed concepts of weak and strong cross-sectional dependence. Although the literature

does not provide a unique deÖnition of "weak" and "strong" dependence (see, e.g., Chudik et

al., 2011, and SaraÖdis, 2009), it is interesting to note that the spatial models, under a stan-

dard set of regularity conditions, entail weak cross-sectional correlation regardless of the deÖnition

adopted (Breitung and Pesaran, 2008; Pesaran and Tosetti, 2011; SaraÖdis and Wansbeek, 2012),

whereas the type of dependence arising from the factor model depends on the adopted deÖni-

tion of weak/strong dependence and the limiting properties of averaged factor loadings (SaraÖdis

and Wansbeek, 2012). A related concept is that of strong and weak factors recently proposed by

Chudik et al. (2011). The authors demonstrate that there is a direct relationship between the con-

cept of weak/strong factors and their conception of weak/strong dependence. They demonstrate

that a process that is a sum of a Önite number of common factors and an idiosyncratic error term

is cross-sectionally strongly dependent at a given point in time if at least one of those common

factors is strong. SpeciÖcally, the CCE approach explicitly introduces a Önite number of strong

factors, entailing strong dependence, but does not explicitly introduce weak factors. An appealing

feature of this approach is that it provides consistent estimates under a variety of situations. In

particular, Pesaran and Tosetti (2011) have shown that the CCE approach is valid even under a

generalised data generating process (DGP) with an error term that is the sum of a multifactor

structure and a spatial process. Moreover, Chudik et al. (2011) demonstrate by simulation that

the CCE approach is robust to the presence of both a limited number of strong factors, such as a

global policy, and an inÖnite number of weak factors, which can represent spillover e§ects.

Spatial models and unobserved common factor models have been developed separately in the

literature. Although several tests to detect the presence of cross-sectional dependence have been
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proposed (see Moscone and Tosetti, 2009, for a review and a simulation study), to the best of our

knowledge, there is no direct test to discriminate between spatial spillovers and unobserved com-

mon factors. Indeed, some of these tests have been developed in a spatial econometric framework

and may enable, for example, the discrimination between a standard panel data model under the

null hypothesis, i.e., no cross-sectional correlation, and a spatial error model entailing weak cross-

sectional correlation under the alternative (see, e.g., Debarsy and Ertur, 2010). Others, such as

the CD test proposed by Pesaran (2004), use the pair-wise correlation coe¢cients on the residuals

of a panel regression to test the null of cross-sectional independence against a ìgenericî alternative

of cross-sectional dependence. The main conclusion arising from the thorough simulation study

by Moscone and Tosetti (2009) is that ìthe choice of the appropriate test should be supported by

a priori information (e.g., from the economic theory) about the way that statistical units may be

correlatedî. We argue that, when analysing international R&D spillovers, there are neither theo-

retical reasons nor well-established empirical evidence allowing for an a priori choice between the

spatial approach and factor models. Comparing the estimation results obtained using the two ap-

proaches described above while considering the theoretical and simulation results provided by the

literature may allow us to shed new light on the relative importance of the di§erent mechanisms

through which technology spillovers across countries may occur. Recently, Pesaran (2012) showed

that the implicit null of the CD test depends on the relative expansion rates of N and T and might

represent weak cross-sectional correlation rather than cross-sectional independence; in such a case,

the CD test makes it possible to detect strong cross-sectional correlation if the null is rejected. We

thus also argue that using both types of tests may be of substantial empirical relevance because

it may allow researchers to discriminate among cross-sectional independence and weak and strong

correlation, whereas the separate use of these tests only allows for the discrimination between two

of the three possible situations. Because having a priori knowledge on the type of cross-sectional

dependence that links the cross-sectional units may be di¢cult in practice in many other empirical

frameworks (e.g., production functions, innovation functions, labor demand equations, etc.), the

interest of this paper may go beyond the analysis of international technology di§usion.

The remainder of the paper is organised as follows: section 2 describes the baseline model and

provides some preliminary Öxed-e§ects estimates. Section 3 investigates the level of integration of

the variables under examination. Section 4 extends the benchmark speciÖcation by allowing for

cross-sectional dependence, and section 5 presents the results. Finally, section 6 summarises and

concludes.
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2 Model speciÖcation and preliminary results

2.1 Benchmark econometric model

The baseline econometric model is an extended version of that adopted by CH, as modiÖed by

Coe et al. (2009) by including human capital on the right-hand side of the equation:

fit = exp(i + eit)

Sdit
 

S
f
it


H
it (1)

where fit is the total factor productivity of country i = 1; :::; N at time t = 1; :::; T ; i are

individual Öxed e§ects that take into account unobserved time-invariant characteristics, which are

allowed to be freely correlated with both R&D capital stocks (domestic, Sdit; and foreign, S
f
it) and

human capital (Hit); and eit is the error term. The foreign capital stock S
f
it is deÖned as the

weighted arithmetic mean of Sdjt for j 6= i :

S
f
it =

X

j 6=i

!ijS
d
jt (2)

where wij represents the weighting scheme. The model is then linearised by taking logs:

log fit = i +  logS
d
it +  log

X

j 6=i

!ijS
d
jt +  logHit + eit (3)

It is interesting to note that this simple empirical speciÖcation can be derived from an endogenous

growth model (see, e.g., Keller, 2004, p. 762). However, as noted by Lichtenberg and Van Pottels-

berghe (2001, p. 490), "International technological spillovers have no widely accepted measures".

According to Keller (2004), the main channels of technological di§usion are trade, FDI and lan-

guage skills. For instance, Coe et al. (2009) and Lichtenberg and Van Pottelsberghe (1998) use

alternative deÖnitions of wij based on imports, Lichtenberg and Van Pottelsberghe (2001) focus

on FDI, and Musolesi (2007) adopts a weighting scheme that takes language skills into account.

More recently, Spoalore and Warcziag (2009) suggest genetic distance as a barrier to the di§usion

of development. In the present paper, to construct foreign R&D capital stock, we follow the the-

oretical literature on geographical spillovers such as Keller (2002) and Eaton and Kortum (2002)

and propose a speciÖcation of foreign R&D that incorporates the notion that the impact of foreign

R&D is a decreasing function of geographical distance from foreign economies. Therefore, the

foreign R&D capital stock for each country i is obtained by weighting the domestic R&D capital

stocks of every other country j 6= i in the sample using an exponential distance decay function,
!ij = exp('dij); such that

S
f
it =

X

j 6=i

exp('dij)Sdjt (4)

where dij represents the geographic distance between country i and country j. Finally, to construct

the stock of human capital, we use the average number of years of schooling in the population

6



over 25 years old. Following Hall and Jones (1999), this parameter is converted into a measure of

human capital stock through the following formula:

Hit = exp [g (Eduit)] (5)

where Eduit is the average number of years of schooling and the function g (Eduit) reáects the

e¢ciency of a unit of labor with Edu years of schooling relative to one with no schooling. Following

Psacharopoulos (1994) and Caselli (2005), it is assumed that g (Eduit) is piecewise linear, which

implies a log-(piecewise)linear relationship between H and Edu.1 Combining equations (4) and

(5):

log fit = i +  logS
d
it +  log

X

j 6=i

exp('dij)Sdjt +  logHit + eit (6)

If there are positive geographical spillovers (if foreign R&D enhances domestic productivity,  > 0),

then a positive value of ' indicates that the impact of such spillovers decreases non-linearly with

distance, whereas a negative value of ' suggests that the beneÖts of foreign R&D are increasing

with distance. Finally, ' = 0 indicates that the impact of spillovers does not depend on the

distance separating two countries. To allow the impact of foreign R&D capital to di§er between

the G7 countries and the others, the benchmark speciÖcation we adopt is a simple variant of eq.(6)

that has been widely used in the literature:

log fit = i +  logS
d
it + G71G7 log

X

j 6=i

exp('G7dij)Sdjt+ (7)

+ NOG71NOG7 log
X

j 6=i

exp('NOG7dij)Sdjt +  logHit + eit

with:1G7 =

(
1 if country 2 G7 group

0 if country =2 G7 group
; and: 1NOG7 = 1 1G7

Because one of our main objectives is the comparison of the results with previous studies on

international R&D spillovers, which do not consider the issue of cross-sectional correlation, our

main source is the CH data set, which has been widely used in the literature (see Table 1). This

data set is a balanced panel of 21 OECD countries plus Israel observed over the period 1971-90.

Our measures of TFP and domestic R&D capital stock come from this data source. The average

number of years of schooling used to construct our measure of human capital is taken from Barro

and Lee (2001), as in Coe et al. (2009). Finally, the distance between two countries is calculated

as the spherical distance between capitals.

2.2 Preliminary estimation results

Table 2 summarises the results obtained by estimating the benchmark speciÖcations presented

above. Columns (ii) to (v) show the estimated parameters from the speciÖcation in eq.(6), where

1with slope 0:134 for 0 < Edu  4, 0:101 for 4 < Edu  8, and 0:068 for Edu > 8:
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the model is estimated using Nonlinear Least Squares as in Keller (2002). The output elasticity

of domestic R&D capital stock, ; is estimated to be 0.067 and is statistically signiÖcant. This

result is in line with the related empirical literature, such as Coe and Helpman (1995), Coe et al.

(2009), Lichtenberg and Van Pottelsberghe (2001) and Keller (2002). The estimated coe¢cient

of human capital () is highly signiÖcant and of the same order of magnitude as that found by

Coe et al. (2009).2 Next, we focus on the output elasticity of foreign R&D capital stock in-

corporated into the geographical technology transfer channel and how the e§ectiveness of such

spillovers decreases with distance (i.e., we focus on the parameters  and '). The output elastic-

ity of foreign R&D capital stock incorporated into the geographical technology transfer channel

() is estimated to be 0.042 and is signiÖcant at the 1% level. In other words, we Önd evidence

of positive (but small in magnitude) geographical spillovers across countries. It is interesting to

compare this result with those obtained using alternative technology transfer channels. There is

a large body of literature focusing on trade and FDI that generally Önds a larger point estimate

but presents conáicting results regarding statistical signiÖcance (Table 1). Conversely, analyses

of technology di§usion via language skills are rare. Musolesi (2007) Önds a signiÖcant and quite

high estimate (approximately 0.2) for the coe¢cient associated with foreign R&D incorporated

into language skills. The positive estimate of ' suggests that the impact of such spillovers de-

creases with distance. This result is consistent with Bottazzi and Peri (2003), who Önd that R&D

spillovers are small in magnitude and highly localised in European regions. Finally, we turn to

the estimates of the benchmark speciÖcation in eq.(7), which allows the output elasticity with

respect to foreign R&D to di§er between large and small countries (Table 2, columns vi to xi),

and focus on the parameters G7; NOG7; 'G7and'NOG7. Such a speciÖcation will be extended in

the following sections to accommodate cross-sectional dependence. Clearly, both elasticities are

signiÖcant, and the e§ect of foreign R&D on TFP is much higher for G7 than for non-G7 countries

(̂G7 = 0:170; ̂NOG7 = 0:026). This result is similar to that of Lichtenberg and Van Pottelsberghe

(2001), who focus on FDI spillovers. We also Önd that the e§ectiveness of such spillovers decreases

with distance more quickly for G7 than for non-G7 countries ('̂G7 > '̂NOG7). In other words, the

spillovers are more localised for G7 countries than for smaller countries. These results suggest the

existence of substantial di§erences between richer and poorer countries in terms of how e§ective

they are in adopting foreign technology. Richer countries are, according to our results, better at

adopting foreign technology than poorer countries. This pattern can be seen as consistent with

the existence of a minimum level of absorptive capacity allowing a country to beneÖt from foreign

technology (see, e.g., Xu, 2000) and theories describing how technology that is invented in frontier

countries is less appropriate for poorer countries (e.g., Basu and Weil, 1998).

2The inclusion of human capital is relevant not only because it a§ects productivity and the ability of Örms to

absorb information but also because it is potentially correlated with R&D; hence, estimating the model without

human capital should bias the coe¢cient associated with R&D upward. In some previous studies (Barrio-Castro

et al., 2002; Frantzen, 2000; Engelbrecht, 1997), this bias has been estimated to be approximately 20% to 30%
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3 Panel Unit Root Tests

We Örst present the results obtained using the test proposed by Im, Pesaran and Shin (2003)

(IPS) and the Fisher-type tests introduced by Maddala and Wu (1999) and further developed by

Choi (2001). These tests are comparable because they allow the same degree of heterogeneity,3

both tests combine the information obtained from the N independent individual tests and (at

least when linear trends are included in the deterministic component and the errors are serially

correlated) both tests obtain their asymptotic properties by Örst sending T to inÖnity and then

N to inÖnity, (T;N)!seq 1.4

In performing the tests, we make the following choices: i) because the series are clearly trending,

linear time trends have been included in the deterministic component, and ii) the selection of the

lag order of the autoregressive components k has to be performed carefully because it is well

known that ADF-type tests are highly sensitive to this choice. There is, of course, a delicate

balance between choosing a k that is su¢ciently large to allow for serially uncorrelated residuals

and, simultaneously, su¢ciently small such that the model is not overparameterised. Moreover,

this choice is crucial because if k is overestimated this may decrease the power of the test while

if it is underestimated, this may invalidate the asymptotic distribution of the test. Therefore, the

order of the (individual) AR components has been chosen using alternative criteria (AIC, SBC,

HQIC) subject to a maximum lag of 3; this maximum seems to be a reasonable point of departure

given the annual frequency of the data and the number of observations available for estimation.

The IPS test is based on combining individual ADF t statistics. The reported standardised

statistic ñ the Wtbar ñ has an asymptotically standard normal distribution and has been shown

to perform well even in small samples. The results in table 3 have three major implications. First,

the test is highly sensitive to the number of lags of the AR component, k. Second, when the

number of lags k is chosen with AIC, BIC or HQIC, there is strong evidence against the unit root

hypothesis for all variables. Third, the average number of lags obtained with AIC, BIC or HQIC

is generally approximately one, which is consistent with the annual frequency of the data.

Next, we use the Fisher-type tests (Fisher, 1932) provided by Maddala and Wu (1999) and

Choi (2001) based on combining the p-values of the N independent test statistics. Two statistics

are provided here, labeled P and Z. These values di§er in whether they use the inverse chi-square

3We deÖne i as the coe¢cient associated with the autoregressive term in the ADF type regression; Levin, Lin

and Chu (2002), among others, propose a test assuming that this coe¢cient is the same for all cross sections. As

noted by Maddala and Wu (1999), whereas the null hypothesis (=0) is appropriate in some empirical applications,

the alternative ( <0) seems to be too strong to hold in any relevant case. Im, Pesaran and Shin (2003); Maddala

and Wu (1999); and Choi (2001) relax the assumption that 1 = 2=. . .=N under the alternative, allowing some

of the individual series to have a unit root.
4Although the sequential limit results may appear to be more restrictive than the joint limit results obtained

by sending T and N to inÖnity simultaneously, it has been shown that the sequential and joint limit results are

identical under additional moment conditions (Phillips and Moon, 1999). As a practical matter, this means that

in both cases, a reasonably large number of time periods and cross-sections are required to implement these tests.
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or the inverse normal distribution of the p-values.5 The Fisher-type statistics (in table 3) fully

conÖrm the IPS tests.

Recent work has demonstrated the importance of accounting for cross-sectional correlation

when testing the unit root hypothesis. Pesaranís (2007) simulations show that tests assuming

cross-sectional independence tend to over-reject the null hypothesis if a cross-sectional correlation

is present; Baltagi et al. (2007) Önd that when spatial autoregression is present, Örst-generation

tests become oversised, but the tests explicitly allowing for cross-sectional dependence yield a lower

frequency of type I errors. As noted by Pesaran (2007), subtracting the cross-sectional averages

from the series before applying the panel unit root test can mitigate the impact of cross-sectional

dependence.6 Because cross-sectional demeaning could not work in general in conditions under

which the pairwise cross-sectional errorsí covariances di§er across individuals, new panel unit root

tests have been proposed. Let us consider a general speciÖcation for contemporaneous correlation

in the errors by assuming that they can be decomposed as uit = 
0

ift + vit, where ft is a m  1
vector of unobserved common factors and 

0

i is the associated vector of country-speciÖc parameters.

vit is an idiosyncratic term. In the case of a single unobserved common factor, Pesaran (2007)

suggests augmenting the standard (individual) ADF regression with the cross-sectional average of

Örst di§erences (yt = N1PN
i=1yit = ytyt1) and lagged levels (yt1) of the individual series,

which are
p
N - consistent estimators for the rescaled factors f and 

Pt1
j=0 fj, respectively, where

 = N1PN
i=1 i: This expression gives the cross-sectionally augmented Dickey-Fuller (CADF)

statistics; the individual CADF statistics (or, eventually, the rejection probabilities) are used to

develop a modiÖed version of the IPS test (or the Fisher-type tests), named CIPS (CP and CZ).

We performed the CADF (CIPS Ztbar) test, and the results are presented in table 47. Once

again, the results are highly sensitive to the choice of the lag order; when this decision is made

using a selection criterion, such as the AIC (or SBC or HQIC), the results regarding the order of

integration are mixed: the TFP and domestic R&D appear to be non-stationary, whereas foreign

R&D and human capital are found to be stationary. It is worth noting that, as shown by Pesaran

(2007), in the case of models with linear time trends, high cross-sectional correlation in the data8

and T = 20, the CIPS tests have low power (but correct size)9, suggesting that the series might,

5Choiís (2001) simulation results suggest the use of the Z statistic, which o§ers the best trade-o§ between size

and power. With the aim of comparing Fisher-type tests to the IPS test, Choi (2001) Önds that the Fisher tests

are more powerful than the IPS test in Önite samples, and Maddala and Wu (1999) conÖrm this Önding even when

the errors are cross-correlated.
6We have performed both the IPS test and the Fisher-type tests on the demeaned series, and the (non-reported)

results are fully consistent with results obtained without demeaning (reported in table 2).
7The Ztbar statistic is a standardised statistic based on the asymptotic moments of the Dickey-Fuller distrib-

ution, whereas the Wtbar statistic is based on the means and variances of the individual t statistics. The Ztbar
and Wtbar are asymptotically equivalent.

8The CD test has been performed on each series (results available upon request). The results of such a test

strongly reject the null hypothesis for all the variables.
9Indeed, let N = 20, for T = 20 and high cross-sectional correlation, the power of CIPS is only 7% (although

its size is correct), for T = 50, the power increases to 27%, and for T = 100 it is 93% (Pesaran, 2007, table VII).
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in fact, be stationary.

Next, to further investigate the order of integration of the variables of interest, we follow Moon

and Perron (2004), who allow form unobserved common factors. They consider these factors to be

nuisance parameters and propose a test statistic that uses defactored data obtained by projecting

the data onto the space orthogonal to the factor loadings. The authors derive two modiÖed t

statistics - denoted ta and tb - which have a Gaussian distribution under the null hypothesis,

and propose the implementation of feasible statistics - ta and t

b - based on the estimation of

long-run variances. Because the number of common factors is unknown, a common practice is to

estimate it in a model selection framework using a penalised criterion. In so doing, we use the

information criteria (IC1) suggested by Bai and Ng (2002) and the BIC3 adopted by Bai and Ng

(2004) and Moon and Perron (2004)10. To assess the robustness of the results to the choice of the

kernel function used to estimate the long-run variances, we compute ta and t

b with both quadratic

spectral and Bartlett kernels. In almost all cases (except for foreign R&D), these tests strongly

reject the unit root hypothesis (table 5).

The last test we perform is that proposed by Choi (2006), who uses a two-way error-component

model rather than a factor model. To perform this test, the non-stochastic trend component and

cross-sectional correlations are eliminated by GLS detrending (Ellitot et al., 1996) and cross-

sectional demeaning. Next, three Fisher-type statistics - denoted Pm; Z; L - are obtained by

combining p-values from the ADF test applied to each (detrended and demeaned) individual time

series. From an applied perspective, such an approach can be viewed as complementary to Moon

and Perron (2004). Indeed, Gutierrez (2006) has shown through Monte Carlo simulation that

Moon and Perronís tests have a better size than Choiís when the common factor ináuences the

cross-sectional units heterogeneously; however, Choiís test performs well under the more restrictive

assumption that the cross-sectional units are homogeneously ináuenced by the common factor, and

in a few cases, it outperforms Moon and Perronís test in terms of power. Additionally, for such a

test (in table 6), the choice of the lags is crucial, and when such a choice is made with the AIC

(or other non-reported criteria), it clearly indicates that the variables are stationary.

In summary, the unit root tests indicate that when the number of lags of the autoregressive

component of ADF-type speciÖcations or the number of common factors is estimated in a model

selection framework, the variables appear to be stationary. It is worth noting that a large body

of literature has emerged since Nelson and Plosser (1982), initially corroborating their Önding

of a unit root for most the macroeconomic variables. However, subsequent works have shown

that this Önding is due to a ìlack of power even against distant alternativesî (Rudesbusch, 1993).

10The BIC3 is a modiÖed BIC criterion that has been shown (Bai and Ng, 2002) to perform better than the

others when min(T;N)  20 and T and N are roughly of the same size; this result holds even if the BIC3 does not

satisfy the conditions for consistency when either N or T dominates the other exponentially. Moon and Perronís

(2004) simulation indicates that with 20 or more cross-sectional units, their tests provide a precise estimation of

the number of factors and show good size, especially the test based on the tb statistic. However, the tests have low

power when deterministic trends are included.
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These papers have also provided evidence against the unit root hypothesis by allowing breaks or

nonlinearities in the trend function (Perron, 1989, 1997; Bierens, 1997) or by exploiting the cross-

sectional dimension of panel data sets (Fleissig and Strauss, 1999). Our Öndings are consistent

with this strand of the literature.

4 Handling cross-sectional correlation

4.1 Spatial autoregressive errors

To introduce cross-sectional correlation in eq. (7), we Örst consider a spatial panel autoregressive

error model. Let us deÖne the following:

yit = log fit (8)

xit = [log(S
d
it);1G7 log

X

j 6=i

exp('G7dij)Sdjt;1NOG7 log
X

j 6=i

exp('NOG7dij)Sdjt; log(Hit)]
0 (9)

and assume the following DGP:

yit = i + 
0xit + eit (10)

eit = 
X

j 6=i

wijejt + "it

where 0 = [; G7; NOG7; ] and  is the spatial autoregressive parameter. For  = 0, eq. (10)

simply reduces to the baseline a-spatial speciÖcation (7). To obtain a better understanding of such

a spatial process, it is useful to examine the so-called reduced form. In matrix form, stacking over

all individuals for time period t, we have the following:

yt =  +Xt + et (11)

et = WNet + "t t = 1; :::; T

where yt represents the N  1 vector of log TFP, Xt is the N  4 matrix of explanatory

variables and WN is an N  N row-normalised matrix,11, where the typical element is wij =

exp(dij)=
P

j exp(dij), which measures the strength of the interaction between countries i
and j. After some manipulations, eq. (11) can be rewritten in its reduced form representation:

yt =  +Xt + (IN  WN)
1"t (12)

where (IN  WN)
1 is the so-called global spatial multiplier. The multiplicative process arises

because if jj < 1, it follows that (IN  WN)
1 = IN + WN + 

2W 2
N + 

3W 3
N + :::. This

reduced form has the following important implication: one can easily see that a random shock due

11According to Lee and Yu (2010), it allows us to consider the parameter space for  to be a compact subset of

(1; 1). It also facilitates the interpretation of the results.
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to unobservable factors (i.e., a shock in the disturbances) in a speciÖc country i not only a§ects

TFP in country i, but it also has an impact on TFP in all the countries of the sample through

the inverse spatial transformation (IN  WN)
1: this is the so-called ìspatial di§usion process

of a random shockî, which can be expressed as follows:12

"y 
@yt
@"0t

 (IN  WN)
1 = IN + WN + 

2W 2
N + 

3W 3
N + ::: (13)

where "y is a N N matrix of the partial derivatives of yt with respect to the disturbance "t:

Therefore, in this model, random shocks spill over the entire sample. The diagonal elements of

this matrix represent the direct impacts of a random shock, including feedback e§ects, which are

inherently heterogeneous in the presence of spatial autocorrelation due to di§erentiated interac-

tion terms in the WN matrix.13 This type of heterogeneity is called interactive heterogeneity, in

opposition to standard individual heterogeneity in panel data models (Debarsy and Ertur, 2010).

The o§-diagonal elements of these matrices represent the indirect impacts of random shocks.14

Using obvious notations, we have the following:

@yt;i
@"t;i

 ("y)t;ii and
@yt;i
@"t;j

 ("y)t;ij (14)

The magnitude of those direct and indirect impacts will depend on (1) the degree of interaction

between countries, which is governed by theWN matrix, and (2) the parameter , measuring the

strength of interactions or cross-sectional correlation between countries. Note that feedback e§ects

are at best of second order and may die out rather quickly, as can be easily seen in eq. (13), whereas

indirect impacts, although presumably small in magnitude, should not be a priori neglected.

Moreover, for the matrix "y, the sum across the ith row represents the global impact on the

TFP of country i of identical random shocks a§ecting all of the n countries in the sample. The sum

down the jth column yields the global impact on TFP over all of the n countries in the sample of

a random shock a§ecting country j. The average direct impact is therefore deÖned as N1tr(b"y),
whereas the average total impact is deÖned as N10b"y, where  is the N 1 sum vector. Finally,
the average indirect impact is, by deÖnition, the di§erence between the average total impact and

the average direct impact, i.e., N10b"yN1tr(b"y):15

A possible method for estimating spatial panel econometric models consists of using the direct

ML approach (see, e.g., Elhorst, 2009). However, the direct ML approach may su§er from the inci-

dental parameter problem discussed in Neyman and Scott (1948), who illustrate the inconsistency

12Note that the use of the term di§usion only refers here to the spatial dimension, not to the space-time dimension,

and therefore might be misleading.
13More speciÖcally, the own derivative for country i includes the feedback e§ects, where country i a§ects country

j and country j also a§ects country i, and longer paths that might go from country i to j to k and back to i.
14LeSage and Pace (2009) present a comprehensive analysis of those e§ects along with some useful summary

measures in the cross-section setting. Their extension to our panel data setting is straightforward. See, also,

Kelejian et al. (2006, 2008) for other applications.
15See Le Gallo et al. (2005) for an early study on the di§usion of random shocks in the spatial error model in

cross-section.
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of the variance parameter for the ìa-spatialî linear panel data model when the time dimension

is Önite. Focusing on spatial panel models, Lee and Yu (2010) show that the direct ML provides

consistent estimates of regressor coe¢cients. However, the direct ML provides inconsistent esti-

mates of the variance parameter when T is Önite. Thus, Lee and Yu (2010) propose a consistent

QML approach based on a data transformation that eliminates the individual Öxed e§ects. They

also demonstrate that except for the variance parameter, the estimates of the direct approach are

identical to the corresponding estimates of the transformation approach. The QML approach is

used to estimate eq. (10).

4.2 Errors with multifactor structure

Next, we consider a model in which the error term has a multifactor structure. SpeciÖcally, the

empirical setup adopted in this paper builds on the framework originally proposed by Pesaran

(2006) and further developed and studied more recently (Chudik et al. 2011; Pesaran and Tosetti,

2011; Kapetanios et al. 2011). Such a framework has a number of appealing features. It is

su¢ciently general to render a variety of panel data models as special cases, it allows correlated

common factors, it does not require specifying the number of factors, and it is computationally

very simple.16 Let us assume the following DGP:

yit = 
0

idt + 
0

ixit + eit (15)

where dt is a l  1 vector of observed common e§ects, 
0

i is the associated vector of parameters

and xit is a 4 1 vector of explanatory variables. The íone-wayí speciÖcation is simply obtained
by setting dt = 1: The slope coe¢cients 0i = [; G7; NOG7; ] can be assumed to be Öxed and

homogeneous across countries, 0i = 
0 8 i; or assumed to follow a random coe¢cients speciÖcation:

i =  + vi; vi  IID (0;v) : The errors eit are assumed to have a multifactor structure:

eit = %
0

it + "it (16)

where t is a m 1 vector of unobserved common factors with country-speciÖc factor loading %i.
Combining (16) with (17), we thus obtain the following:

yit = 
0

idt + 
0

ixit + %
0

it + "it (17)

16In the macro panel data literature, the standard approach to addressing cross-sectional correlation has been to

adopt a seemingly unrelated regressions (SURE) framework and estimate that system of equations by generalised

least squares. The SURE approach, however, is not applicable if the panel has a large cross-sectional dimension

because it involves nuisance parameters that increase at a quadratic rate as the cross-sectional dimension of the

panel is allowed to rise. Moreover, an often questionable assumption behind this approach is that the errors are

uncorrelated with the regressors. This has led to the consideration of unobserved factor models. Coakley et al.

(2002) propose a principal component approach requiring, however, that the unobserved factors be uncorrelated

with the explanatory variables to be consistent. Other estimators based on principal component analysis have

been proposed by Kapetanios and Pesaran (2007) and Bai (2009). For a Öxed time dimension, however, both are

inconsistent under serial correlation or heteroskedasticity (see, also, SaraÖdis and Wansbeek, 2012).
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where the idiosyncratic errors, "it, are assumed to be independently distributed over (dt;xit) ;

whereas the unobserved factors, t; can be correlated with (dt;xit) : This correlation is allowed by

modeling the explanatory variables as linear functions of the observed common factors dt and the

unobserved common factors t:

xit = A
0
idt + 

0
it + vit (18)

where Ai and i are l  4 and m  4 factor loading matrices and vit = (vi1t; vi2t; ; vi3t; vi4t)
0:

Combining (17) and (18), we Önally obtain a system of equations simultaneously explaining TFP,

R&D (domestic and foreign) and human capital:

zit
51

=

 
yit

xit

!
=

0

BBBBBBBB@

log (fit)

log(Sdit)

1G7 log
P
j 6=i
exp('G7dij)Sdjt

1NOG7 log
P
j 6=i
exp('NOG7dij)Sdjt

log(Hit)

1

CCCCCCCCA

= B0i
5l
dt
l1
+ C0i
5m

t
m1

+ uit
51
; (19)

where:

uit =

 
1 0i

0 Ik

! 
"it

vit

!
=

 
"it + 

0
ivit

vit

!
;

Bi =

i Ai

 1 0

i Ik

!
;

Ci =

%i i

 1 0

i Ik

!
;

where Ik is an identity matrix of order k. In our speciÖc case, k = 4:

Under the restrictive assumption of homogeneous factor loadings and homogeneous slope pa-

rameters, it is possible to consistently estimate the slope coe¢cients by ordinary least squares

(OLS): one may adopt either a two-way Öxed-e§ects model or a Örst di§erence speciÖcation aug-

mented with time dummies (Eberhardt and Bond, 2009). To consistently generalise the model to

heterogeneous factor loadings, we adopt the Pesaran CCE (2006) approach, which solves the iden-

tiÖcation problem by augmenting the regression with proxies for the unobserved factors. Pesaran

suggests using [d0t z0wt] as observable proxies for the unobserved factors, and zwt indicates the

cross-sectional average: zwt =
PN

j=1wjzjt; wj are weights equal to 1=N: The individual slopes 
0

i or

their mean can be consistently estimated by regressing yit on xit;dt and zwt: This type of estimator

is referred to as a common correlated e§ect estimator. In particular, Pesaran (2006) proposes two

estimators of the individual coe¢cientsí mean,  : the CCE pooled estimator (CCEP) and the

Mean Group estimator known as CCEMG, which is obtained by averaging the country-speciÖc

estimates following Pesaran and Smith (1995), which also allows the slope parameters to di§er
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across cross-sections. We focus on the former (and assume 0i = 0 8 i) because of its direct
comparability with the spatial error model in eq. (11).17

Some remarks are in order. First, and very important, this set-up introduces endogeneity,

whereby the xit are correlated with the unobservable eit via the correlation between t and xit:18

As noted by Kapetanios et al. (2011), standard approaches that neglect common factors fail to

identify 0i; instead, they yield an estimate of 
0
i = 

0
i+%

0
i
01
i :19 Second, specifying a factor-loading

matrix Ci of the kind presented above permits a variety of situations, as each variable is allowed to

be a§ected in a speciÖc way by each factor because the typical element of such a matrix, say cimj,

measures the country-speciÖc e§ect (eventually being zero) of the mth common factor on the jth

variable. For example, it may allow some of the unobserved common factors driving the evolution

of TFP to also drive the variation in R&D and human capital stocks. Such factors may be linked

to oil price shocks or global policies aimed at raising the level of technology, for example. It could

also allow other factors to speciÖcally a§ect only one variable in the system.20 ;21

4.3 Weak and strong cross-sectional correlation

Before commenting on the estimation results, it may be useful to understand how the spatial error

model and the factor model are related. In particular, following SaraÖdis (2009) and SaraÖdis and

Wansbeek (2012), spatial autoregressive error dependence and the factor model can be viewed as

17The results using the CCEMG are available upon request. As an alternative to the CCEMG, Eberhardt and

Bond (2009) and Eberhardt and Teal (2010) propose the Augmented Mean Group estimator, where the Mean

Group group-speciÖc regressions are augmented with a preliminary OLS estimate of a "common dynamic process."

These estimates are also available upon request. Note, however, that whereas in Eberhardt and Tealí s (2010)

production function framework, such a common dynamic process represents the estimated cross-sectional average

of the unobservable TFP (the "residual"), in our empirical setup, where the dependent variable is TFP itself, the

common dynamic process does not seem to have a straightforward interpretation.
18This can be relevant in the CH/K speciation, as also stressed by Keller (2004, p.763). Bai (2009) and SaraÖdis

and Wansbeek (2012) provide many examples of circumstances under which this may occur, such as production

and cost function speciÖcations.
19To see how this may occur, let us rewrite the model for yit as in Kapetanios et al. (2011) eq. (52): abstracting

from dt, assuming that k (the number of regressors)= m(the number of common unobserved factors) and that i
is invertible, we can write the following: yit = 

0

ixit+ %
0

i
01
i (xit  vit)+ "it = 

0

ixit+{it; where 
0

i = 
0

i + %
0

i
01
i

and {it = "it  %
0

i
01
i vit: Therefore, applying least squares to such an equation consistently estimates 

0

i rather

than 
0

i :
20To make this feature more apparent, Eberhardt and Teal (2010) adopt a scalar notation and replace eq. (19)

with xkit = 0kidkt + 
0
kigkt + #1ki1kt + :::+ #lkilkt + !kit; where k = 1; :::; 3 and gkt are common factors that are

speciÖc to each regressor.
21Other relevant results have been provided by Kapetanios et al. (2011), who consider the case of non-stationary

common e§ects. More precisely, they partition the vector of observed common factors as dt = (d01t;d
0
2t)

0, where

d1t is a l1  1 vector of deterministic components and d2t is a l2  1 vector of unit root observed common factors,
with l1 + l2 = l, and then suppose that the (l2 +m) 1 vector of stochastic common e§ects ht = (d02t; 0t)0 follow
a multivariate unit root process. Both analytical results and a simulation study indicate that the CCE approach is

still valid when the unobserved factors are allowed to follow unit root processes.
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special cases of a general error structure. Let us consider the following error structure:

eit = (%i wi)
0
t + "it =

mX

j=1

%ijwijjt + "it (20)

where  denotes the Hadamard product, t = (1t; 2t; :::; mt)
0 is a m  1 vector of unobserved

common factors, %i = (%i1; %i2; :::; %im)
0 is a m1 vector of factor loadings, wi = (wi1; wi2; :::; wim)

0

is a m 1 vector of deterministic bounded weights and "it  i:i:d: (0; 2") . The eq. (20) allows us
to regard t as shocks, the impact of which are a combination of a heterogeneous factor loading

(%i) with a weight scheme (wi). By setting wi = ,  as a vector of ones, eq. (20) is reduced to

the factor structure in (16), eit = %
0

it + "it =
Pm

j=1 %ijjt + "it: By setting wi =  and m = N ,

the N common factor model (Chudick et al., 2011) is obtained: eit =
PN

j=1 %ijjt + "it: In matrix

form, stacking over individuals, we obtain the following:

et = Pt + "t (21)

where t = t = (1t; 2t; :::; Nt)
0 is a N  1 vector of unobserved factors, P is a N  N matrix

of associated factor loadings and with typical element f%ijg and "t = i:i:d: (0; 2"IN) : Finally,

by imposing m = N; appropriate zero restrictions on wi and homogeneity restrictions on %i;

eq. (20) is reduced to a spatial error speciÖcation. In particular, by setting mt = eit when

m = i, for m = 1; :::; N , eq. (20) is reduced to a spatial autoregressive error speciÖcation,

eit = %
PN

j 6=iwijejt + "it;
22 that can be rewritten as follows:

et = %WNet + "t (22)

whereWN is an N N matrix. Under the inversibility condition of (IN  %WN), we obtain:

et = R"t (23)

whereR =(IN%WN)
1: It may be also useful to understand how these two approaches are related

to the concepts of weak and strong cross-sectional dependence recently developed in the literature.

Forni and Lippi (2001) introduce the notion of an idiosyncratic process to characterise a weak

form of dependence that involves both time series and cross-sectional dimensions. More recently,

Chudick et al. (2011) (henceforth CPT) propose a new and more widely applicable deÖnition. They

consider the asymptotic behavior of weighted averages at each point in time and deÖne a process

fzitg to be cross-sectionally weakly dependent at a given point in time if its weighted average at
that time, conditional on the information set available in the previous period, =t1; converges to its
expectation in the quadratic mean, as the cross-sectional dimension is increased without bounds

for all weights, w, that satisfy certain granularity conditions ensuring that the weights are not

22It is worth noting that eq. (20) also contains the spatial moving average process, i.e., eit = %
P

j 6=i wij"jt+ "it;

and the spatial ertror component process, eit = %
P

j 6=i wij&jt + "it where E(&jt) = 0; V (&jt) = 
2
& ;E(&jt"it) = 0; as

special cases.
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dominated by a few individuals,23 that is, lim
N!1

var
PN

i=1wijzit j =t1

= 0: Another deÖnition

has been recently proposed by SaraÖdis (2009) (henceforth, SARA), who deÖnes a process fzitg
to be cross-sectionally weakly dependent if it satisÖes an absolutely summable condition, i.e.,

that
P

j 6=i jCov (zit; zjt j Fij)j < 1; where Fij denotes the conditioning set of all time-invariant
characteristics of individuals i and j.

Spatial error models satisfy, under a standard set of regularity conditions, weak dependence

under both deÖnitions. For example, the standard uniform boundedness condition of the interac-

tion matrix su¢ces to guarantee weak dependence (see SaraÖdis and Wansbeek, 2012, for a more

detailed discussion).

Conversely, the factor approach entails strong dependence under both deÖnitions unless further

restrictions are imposed on the factor loadings. To see this relation, consider the single factor error

process eit = %it + "it: With N and T both large and noticing that ij;t = cov (eit; ejt j Fij) =
%i%j

2
 6= 0; therefore,

P
j 6=i jij;tj is unbounded, thus entailing strong correlation under SARA.

A related concept is that of strong and weak factors (Chudik et al. 2011). Let b be a constant

in the range 0  b  1; and consider the condition lim
N!1

NaPN
i=1 j%ij = K < 1: According to

Chudik et al. (2011), the strong and weak factors correspond to b = 1 and b = 0, respectively.

For b 2 (0; 1), the factor t is said to be semi-strong (1=2  b < 1) or semi-weak (0 < b < 1=2).
Thus, b = 0 implies that the factor a§ects only a Öxed number of cross-sectional units, whereas

b < 1 means that the subset of cross-sectional units a§ected by the factor grows more slowly than

N at a rate depending on b. Under CPT, if there exists at least one strong factor, the underlying

process is strongly cross-sectionally dependent; otherwise, it is cross-sectionally weakly dependent.

As also noted by Chudik et al. (2011), the CCE approach explicitly introduces a Önite number

of strong factors according to their deÖnition of strong and weak factors. Thus, it entails strong

dependence under both SARA and CPT.

It is Önally worth recalling some recent results concerning the validity of the CCE approach

when the underlying DGP is also characterised by weak factors or spatial error correlation. Chudik

et al. (2011) also extended the CCE approach by allowing for the presence of both a limited

number of strong factors and a large number of weak or semi-strong factors and then show that,

even under this extended framework, the CCE method still provides consistent estimates of the

slope coe¢cients. Pesaran and Tosetti (2011) prove that the CCE estimator provides consistent

estimates of the slope coe¢cients and their standard errors under the more general case of a

multifactor error structure and spatial error correlation (see, also, Bresson and Hsiao, 2011, for

further simulation results).

23The deÖnition of idiosyncratic process advanced by Forni and Lippi (2001) and the deÖnition by CPT of weak

dependence di§er in the way the weights used to construct weighted averages are deÖned.
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5 Results

We Örst focus on the presentation of the results obtained from the spatial panel autoregressive

error model (eq. 10). The model has been estimated by the QML approach proposed by Lee

and Yu (2010), and the estimates of the parameters 0 = [; G7; NOG7; ] and  are presented

in Table 7.24 A Örst general result is that all of the estimated coe¢cients and standard errors

but those concerning human capital are very robust to the choice of . Indeed, the parameter

associated with domestic R&D, , ranges from 0.07 to 0.08; the coe¢cient associated with foreign

R&D for the G7 countries, G7, is approximately 0.18, irrespective of value of , whereas for the

non-G7 countries, the estimated coe¢cient, NOG7; ranges from 0.02 to 0.03. In all cases, they

are signiÖcant at 5%. Only the e§ect of human capital varies greatly with , ranging from 0.01

(and not being signiÖcant) for  = 1 to 0.24 (signiÖcant at 5%) for  = 10. These results are very

close to those obtained by applying least squares to the benchmark ìa-spatialî speciÖcation in eq.

(7) and presented in Table 2. This similarity is not surprising because spatial error dependence

does not a§ect the consistency of standard ìa-spatialî panel data estimators. There are two gains

from modeling spatial error dependence. The Örst arises with respect to estimation e¢ciency and

the validity of inference. Second, this type of estimation provides information about the strength

and the signiÖcance of spatial error dependence through the parameter  and its signiÖcance level.

In particular, the estimated spatial error parameter, , is always positive and signiÖcant at 1%,

ranging from 0.21 to 0.46. Moreover, the estimation of a spatial autoregressive error model (eq.

10) also allows for the construction of appropriate tests statistics. Adopting the LM marginal test

proposed by Debarsy and Ertur (2010) allows us to discriminate between an a-spatial model in

eq. (7) under the null hypothesis (H0 :  = 0) against a spatial autoregressive error model (10)

(H1 :  6= 0): The results of this test (Table 8) strongly reject the null hypothesis for all values of
.

Before presenting the results obtained using the CCEP approach, it is worth recalling that in

standard panel models, which avoid the use of an interaction matrix, other types of tests have

been developed (see, e.g., Moscone and Tosetti, 2009, and SaraÖdis and Wansbeek, 2012, for recent

surveys). These tests use the pair-wise correlation coe¢cients on the residuals of a panel regression

to test the null of cross-sectional independence. A widely adopted test, likely due to its useful

small-sample properties, is the CD test developed by Pesaran (2004). A very interesting feature

of this test in the context of this paper is that, as shown by Pesaran (2012), the implicit null

hypothesis of the CD test is, in the most common cases, weak cross-sectional correlation. This

assumption makes the test more appealing from an applied perspective because when estimating

a model, only strong cross-sectional correlation may pose serious problems. More precisely, let us

deÖne  as a measure of the degree to which T expands relative to N; as deÖned by T = O (N )

for 0 <   1 and a being the exponent of cross-sectional correlation introduced in Bailey et

24The exponential decay parameter of the spatial autoregressive component, ; will take three di§erent values

(1, 5 and 10) to check the sensitivity of the results to its value.
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al. (2012), which can take any value in the range [0; 1] ; with 1 indicating the highest degree of

cross-sectional dependence, while a < 0:5 and a > 0:5 correspond to the cases of weak and strong

cross-sectional correlation discussed in CPT, respectively. Pesaran (2012) shows that the implicit

null of the CD test is given by 0  a < (2 ) =4: Thus, for  close to zero (T almost Öxed as
N !1); such a null hypothesis is 0  a < 1=2; whereas in the case where  = 1 (N and T !1
at the same rate, as is roughly the case of the data used in this paper), the implicit null of the

CD test is given by 0  a < 1=4:
The CD test has been performed on the residuals of the benchmark speciÖcation (eq.(7)) (Table

8). The result of this test is a strong rejection of the null hypothesis, suggesting that the exponent

of cross-sectional correlation, a; is in the range [1=4; 1] :25

Next, we adopt the CCEP approach. Our estimates (in Table 9) are obtained using alternative

deÖnitions of the vector dt of observed common factors. The results are structured as follows. In

column (i), as in Mastromarco et al. (2012), a linear time trend is used as an observed common

factor, such that dt = t. In column (ii), more áexibility is allowed by adding a squared time trend,

such as dt = (t; t2)
0
: Finally, in columns (iii) and (iv), the oil price, denoted p, is added to the

previous two speciÖcations such that dt = (t; p)
0 and dt = (t; t2; p)

0
; respectively.

The results provide a robust picture. The coe¢cient associated with domestic R&D is always

very close to zero, ranging from -.043 to 0.026, and is never signiÖcant at standard levels. In other

words, both the estimated coe¢cient of domestic R&D and its signiÖcance level have decreased

substantially with respect to both the ìa-spatialî benchmark speciÖcation and the spatial au-

toregressive error model. Conversely, adopting the CCEP method increases the e§ect of external

R&D. For G7 countries, the e§ect of foreign R&D on TFP ranges from 0.22 to 0.46, which is

statistically signiÖcant at least at 5% in all cases, whereas for the other countries, the e§ect ranges

from 0.12 to 0.34 but is only statistically signiÖcant for the speciÖcation in column (iv). Finally,

human capital is found to be insigniÖcant at standard levels, although the estimated coe¢cient

ranges between 0.19 and 0.37.

These results are meaningful with respect to both the magnitude of the estimated coe¢cients

and their signiÖcance levels. The very low (and not signiÖcant) estimate of the coe¢cient associ-

ated with domestic R&D provides additional support for Eberhardt et al. (2012), who estimate

a production function augmented with domestic R&D and Önd that when unobserved common

factors are introduced, the e§ect of R&D is close to zero and no longer signiÖcant. The high

values of the estimated coe¢cients for foreign R&D seem to us a new and relevant result. In

other words, our results indicate not only that unobserved common factors matter for enhancing

productivity growth, and their inclusion in the model decreases the e§ect of domestic R&D, as

already suggested by Eberhardt et al. (2012), but also suggest that all types of spillovers, both

25The full correlation matrix of residuals is available upon request; the average absolute value of the its o§-diagonal

elements is 0.470. Table 8 also reports the results of other tests based on the pair-wise correlation coe¢cients and

precisely provides the tests by Frees (1995) and Friedman (1937). Both are discussed in SaraÖdis and Wansbeek

(2012). Both tests strongly reject the null hypothesis of cross-sectional independence.
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observed (foreign R&D) and unobserved (common factors), may play a key role in explaining TFP

growth.

Concerning the inference provided by these estimates, it may be interesting to recall the Monte

Carlo simulations by Pesaran (2006) made under the assumption that the DGP is characterised

by unobserved common factors. For N = T = 20, these simulations indicate that, whereas the

naÔve estimators (i.e., the estimators that do not account for cross-sectional correlation, such as

the LSDV) are oversised but have high power, the CCE estimators have the correct size but have

low power. Moreover, Pesaran and Tosetti (2011) (see Bresson and Hsiao, 2011, for additional

results) provide interesting simulations under the assumption that the error is generated by a

spatial autoregressive model or is a mixture of a spatial process and a multifactor model. In all

cases (for T = N = 20), the CCE estimators have better size than any others (including the ML

spatial error estimator) but low power compared to the alternative estimators.26

These simulation results may have relevant implications in our context, especially for the

coe¢cient associated with foreign R&D for the countries that do not belong to the G7 group. The

point estimate of this coe¢cient is high, taking values of 0.12, 0.16, 0.21 and 0.34 (from column (i)

to (iv)), and the corresponding t values, which are also relatively high, take the values of 0.93, 1.11,

1.44 and 2.27, which correspond to p-values taking the values of 0.35, 0.26, 0.15 and 0.02 going

from column (i) to column (iv), respectively. This Önding might suggest that in some cases, our

inference erroneously indicates a non-signiÖcant e§ect of foreign R&D for the non-G7 countries.

Finally, it is also interesting to note that both the magnitude of the estimated parameter, NOG7,

and the corresponding signiÖcance level increase with the number of observed common factors

introduced in the CCEP framework.

6 Conclusion

This paper provides an analysis of international technology di§usion by accounting for the role of

cross-country correlation when estimating the econometric speciÖcation. Theoretical consistency,

empirical relevance and exogeneity arguments have allowed us to focus on geographical proximity

as a channel of technological di§usion. In particular, the main goal of this paper has been to

contrast the spatial approach with the multifactor errors model. These two approaches have been

developed quite separately in the literature but can be viewed as complementary. They account

for di§erent types of cross-sectional dependence and are related to the notions of weak and strong

cross-sectional dependence recently developed in the literature. It is also di¢cult to obtain a priori

precise knowledge on the type of cross-sectional dependence that links the cross-sectional units.

As this may be true even for other empirical frameworks, the interest of this paper may extend

beyond the analysis of international technology di§usion.

26These simulations also show that the CCE estimators are superior to all competitors with respect to bias when

the errors are a mixture of a spatial and a multifactor process.
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In summary, both the preliminary integration analysis and the estimations provide new and

interesting insights. A thorough investigation of the order of integration, contrary to some previous

studies on international R&D spillovers, suggests that the variables under study are stationary and,

more generally, conÖrms that detecting the order of integration is an intricate issue that crucially

depends on the hypotheses underlying the tests. In our speciÖc case, choosing the number of

lags of the autoregressive component of augmented Dickey Fuller test-type speciÖcations or the

number of common factors using a model selection framework has been, ex post, crucial to Önding

evidence of stationary variables. The results of the tests to detect cross-sectional dependence

and the estimations suggest that cross-sectional correlation plays a relevant role. Concerning

the tests, we Örst adopted a marginal LM test that strongly rejected a standard panel data

model in favor of a spatial error model; second, we performed the CD test that also strongly

rejected the null. Using the results by Pesaran (2012) and given the size of our sample, this

result suggests a situation in which 1=4  a  1; where a is the exponent of cross-sectional

correlation introduced in Bailey et al. (2012), which can take any value in the range [0; 1] ; with

1 indicating the highest degree of cross-sectional dependence, and where a < 0:5 and a > 0:5

correspond to the cases of weak and strong cross-sectional correlation discussed in Chudick et

al. (2011), respectively. Concerning estimation and inference, the two approaches produce very

di§erent predictions in economic terms. The results obtained using a spatial error model are

very close to those obtained by applying least squares to the benchmark "a-spatial" speciÖcation.

This Önding is not surprising because spatial error dependence does not a§ect the consistency of

standard panel data estimators, whereas a possible gain from modeling spatial error dependence

arises with respect to estimation e¢ciency and the validity of inference. For both the ìa-spatialî

and the spatial error model, domestic and foreign R&D signiÖcantly a§ect TFP, with estimated

coe¢cients that are of the same order of magnitude as those obtained in the related literature.

Conversely, estimating the model by allowing for unobserved common factors provides some new

Öndings. The coe¢cient associated with domestic R&D decreases substantially, approaching zero

and becoming non- signiÖcant at standard levels; however, the e§ect of external R&D increases

remarkably. In other words, our results indicate not only that unobserved common factors matter

for enhancing productivity growth, and their inclusion in the model decreases the e§ect of domestic

R&D, as already suggested by Eberhardt et al. (2012), but more generally suggest that all types

of spillovers, both observed (foreign R&D) and unobserved (strong factors), may play a key role

in explaining TFP growth.
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TABLE 5

Moon and Perron test

m kernel log f logSd
logSf

logH

m*(IC1) 4 4 4 4

m*(BIC3) 2 4 4 4

t⇤a 1 QS -2.6604(0.0039) -1.7862 (0.0370) -0.7206 (0.2356) -0.2279(0.4099)

1 B -2.9104(0.0018) -1.7852 (0.0371) -0.7889(0.2151) -0.2382 (0.4059)

2 QS -4.2229(1.2057e-005) -1.6096 (0.0537) -0.7984 (0.2123) -4.5750 (2.3815e-006)

2 B -4.4621 (4.0585e-006) -1.6856 (0.0459) -0.6783 (0.2488) -4.5750 (2.3815e-006)

3 QS -4.3942 (5.5589e-006) -0.7444 (0.2283) -4.2315 (1.1605e-005) -3.5113 (2.2296e-004)

3 B -4.5508 (2.6726e-006) -0.7703 (0.2206) -3.7149 (1.0164e-004) -3.6976 (1.0883e-004)

4 QS -4.9478 (3.7529e-007) -3.6826 (1.1544e-004) -0.4179 (0.3380) -3.6500 (1.3112e-004)

4 B -5.0309 (2.4409e-007) -4.6880 (1.3792e-006) -0.5859 (0.2790) -4.0252 (2.8465e-005)

t⇤b 1 QS -2.6563 (0.0040) -1.1354 (0.1281) -0.6198 (0.2677) -0.0747 (0.4702)

1 B -2.7187(0.0033) -1.0977 (0.1362) -0.7003 (0.2419) -0.0834 (0.4668)

2 QS -4.6476 (1.6787e-006) -0.9969 (0.1594) -0.8512 (0.1973) -5.5644 (1.3150e-008)

2 B -4.4694 (3.9228e-006) -1.1119 (0.1331) -0.7572 (0.2245) -4.6502 (1.6583e-006)

3 QS -4.6777 (1.4502e-006) -0.3774 (0.3530) -5.9500 (1.3410e-009) -6.6819 (1.1796e-011)

3 B -4.6046 (2.0666e-006) -0.4235 (0.3360) -3.5446 (1.9659e-004) -6.3602 (1.0077e-010)

4 QS -6.3634 (9.8699e-011) -4.6224 (1.8964e-006) -0.3629 (0.3583) -6.2396 (2.1941e-010)

4 B -5.1844 (1.0838e-007) -4.7808 (8.7295e-007) -0.3591 (0.3598) -7.2367 (2.2992e-013)

Notes:

p-value between brackets. QS: Quadratic spectral kernel. B: Bartlett kernel.

5



T
A
B
L
E

6

C
h
o
i
(
2
0
0
6
)
F
i
s
h
e
r
-
t
y
p
e
s
t
a
t
i
s
t
i
c
s
(
P
m
,
Z
,
L
⇤
)

la
g
or
d
er

(k
)

T
es
t

l
o
g
f

l
o
g
S
d

l
o
g
S
f

l
o
g
H

1
P
m

1.
94

95
(0
.0
25

6)
7.
12

71
(5
.1
23

7e
-0
13

)
10

.8
05

6
(0
)

0.
54

01
(
0.
29

46
)

1
Z

-2
.4
62

1
(0
.0
06

9)
-3
.8
11

1
(6
.9
18

6e
-0
05

)
-6
.7
77

6
(6
.1
08

6e
-0
12

)
-1
.3
16

1
(0
.0
94

1)

1
L
⇤

-2
.3
86

6
(0
.0
08

5)
-4
.6
42

6
(1
.7
20

4e
-0
06

)
-7
.5
69

3
(1
.8
76

8e
-0
14

)
-1
.2
23

3
(0
.1
10

6)

2
P
m

-1
.3
23

8
(0
.9
07

2)
1.
54

06
(0
.0
61

7)
7.
38

56
(7
.5
93

9e
-0
14

)
0.
36

34
(0
.3
58

1)

2
Z

0.
36

86
(0
.6
43

8)
0.
52

68
(0
.7
00

8)
-5
.4
01

2
(3
.3
09

4e
-0
08

)
-1
.0
54

1
(0
.1
45

9)

2
L
⇤

0.
33

75
(0
.6
32

1)
1.
12

24
(0
.8
69

1)
-5
.5
84

7
(1
.1
70

8e
-0
08

)
-0
.9
68

9
(0
.1
66

3)

3
P
m

-0
.1
22

9
(0
.5
48

9)
-0
.7
09

6
(0
.7
61

0)
-0
.6
46

9
(0
.7
41

1)
-0
.1
87

1
(0
.5
74

2)

3
Z

0.
02

51
(0
.5
10

0)
1.
13

86
(0
.8
72

6)
-0
.5
27

3
(0
.2
99

0)
-0
.3
87

6
(0
.3
49

2)

3
L
⇤

-0
.0
45

2
(0
.4
82

0)
1.
40

84
(0
.9
20

5)
-0
.4
80

0
(0
.3
15

6)
-0
.2
62

1
(0
.3
96

6)

ai
c

P
m

2.
64

12
(0
.0
04

1)
5.
91

29
(1
.6
80

6e
-0
09

)
12

.2
38

8
(0
)

1.
95

48
(0
.0
25

3)

ai
c

Z
-2
.5
99

0
(0
.0
04

7)
-2
.6
09

2
(0
.0
04

5)
-7
.7
40

1
(4
.9
68

2e
-0
15

)
-1
.2
45

9
(0
.1
06

4)

ai
c

L
⇤

-2
.5
38

9
(0
.0
05

6)
-2
.7
81

8
(0
.0
02

7)
-8
.5
91

4
(4
.2
94

5e
-0
18

)
-1
.1
49

0
(0
.1
25

3)

N
o
t
e
s
:

p
-v
al
u
e
b
et
w
ee
n
b
ra
ck
et
s.

6



T
A
B
L
E

7

E
s
t
i
m
a
t
i
o
n
r
e
s
u
l
t
s
.
S
p
a
t
i
a
l
a
u
t
o
r
e
g
r
e
s
s
i
v
e
e
r
r
o
r
m
o
d
e
l
(
Q
M
L
)

(i
)

(i
i)

(i
ii
)

�
1

5
1
0

'
G
7

15
.2
2

15
.2
2

15
.2
2

'
N
O
G
7

7.
04

7.
04

7.
04

�
0.
07

8*
**

0.
07

4*
**

0.
07

4*
**

(8
.4
81

)
(8
.0
67

)
(7
.8
71

)

�
G
7

0.
18

3*
**

0.
18

0*
**

0.
17

5*
**

(1
0.
52

7)
(1
0.
35

8)
(1
0.
03

2)

�
N
O
G
7

0.
02

0*
*

0.
03

2*
**

0.
02

9*
**

(1
.9
79

)
(3
.1
23

)
(2
.7
92

)

�
0.
01

0
0.
18

2
0.
23

5*
*

(0
.0
86

)
(1
.5
99

)
(2
.0
61

)

�
0.
45

69
**

*
0.
25

4*
**

0.
20

7*
**

(9
.1
06

)
(5
.5
35

)
(4
.8
75

)

N
o
t
e
s
:

**
*,

**
,
*:

si
gn

ifi
ca
n
t
at

1%
,
5%

,
10

%
,
re
sp

ec
ti
ve
ly
.

t
st
at
is
ti
cs

b
et
w
ee
n
b
ra
ck
et
s

7



T
A
B
L
E

8

T
e
s
t
s
o
f
c
r
o
s
s
s
e
c
t
i
o
n
a
l
i
n
d
e
p
e
n
d
e
n
c
e

S
p
a
t
i
a
l
m
o
d
e
l
s
.
L
M
-
t
e
s
t

P
a
i
r
-
w
i
s
e
c
o
r
r
e
l
a
t
i
o
n
c
o
e
�
c
i
e
n
t
s

�
=

1
�
=

5
�
=

1
0

C
D

F
r
i
e
d
m
a
n

F
r
e
e
s

44
.2
3

30
.1
0

23
.2
1

4.
71

0
40

.6
96

5.
23

5

(0
.0
00

)
(0
.0
00

)
(0
.0
00

)
(0
.0
00

)
(0
.0
06

1)

[0
.4
70

]

N
o
t
e
s
:

p
-v
al
u
e
b
et
w
ee
n
b
ra
ck
et
s.

A
ve
ra
ge

ab
so
lu
te

va
lu
e

of
th
e
o↵

-d
ia
go

n
al

el
em

en
ts

b
et
w
ee
n
sq
u
ar
e
b
ra
ck
et
s.

C
ri
ti
ca
l
va
lu
e
fr
om

F
re
es
’
Q

d
is
tr
ib
u
ti
on

:
al
p
h
a
=

0.
01

:
0.
24

68
.

8



T
A
B
L
E

9

E
s
t
i
m
a
t
i
o
n
r
e
s
u
l
t
s
.
U
n
o
b
s
e
r
v
e
d
c
o
m
m
o
n
c
o
r
r
e
l
a
t
e
d
f
a
c
t
o
r
s
(
C
C
E
P
)

(i
)

(i
i)

(i
ii
)

(i
v
)

'
G
7

15
.2
2

15
.2
2

15
.2
2

15
.2
2

'
N
O
G
7

7.
04

7.
04

7.
04

7.
04

�
0.
02

6
0.
02

0
0.
01

0
-0
.0
04

(0
.4
08

)
(0
.2
03

)
(0
.1
46

)
(-
0.
41

1)

�
G
7

0.
31

7*
*

0.
62

4*
**

0.
21

6*
*

0.
46

4*
**

(1
.9
86

)
(3
.9
92

)
(2
.2
76

)
(2
.8
06

)

�
N
O
G
7

0.
12

2
0.
16

1
0.
21

3
0.
33

7*
*

(0
.9
25

)
(1
.1
10

)
(1
.4
39

)
(2
.2
74

)

�
0.
30

5
0.
37

2
0.
19

4
0.
22

2

(0
.8
18

)
(0
.8
82

)
(0
.4
78

)
(0
.4
10

)

d
t

(
t)

0
� t,

t2
� 0

(
t,
p
)

0
� t,

t2
,p

� 0

N
o
t
e
s
:

**
*,

**
,
*:

si
gn

ifi
ca
n
t
at

1%
,
5%

,
10

%
,
re
sp

ec
ti
ve
ly
.

t
st
at
is
ti
cs

b
et
w
ee
n
b
ra
ck
et
s

S
ta
n
d
ar
d
er
ro
r
b
as
ed

on
N
ew

ey
-W

es
t
ty
p
e
va
ri
an

ce
es
ti
m
at
or

of
eq
.
(7
4)

in
P
es
ar
an

(2
00

6)
.

9


	page WEB_ertur_musolesi.pdf
	Document de Recherche


