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Abstract

This paper introduces a methodology whose aim igvaluate how the quality of a freight
distribution service with time windows, which oper® on a given road network to satisfy a
number of requests, affects the total cost of te&ildution service . The result of a service quali
setting, expressed as the width of the time windolas been assessed using a number of
indicators, which are a measure of the service aijpey costs and based on the request
compatibility time interval. Each indicator’s pemfisance has been evaluated in an experimental
context by using as comparison terms the recertghatol results of a heuristic algorithm suitable
also for the CVRPTW problem . The results enabke gklection of the suitable indicators to

support the service quality planning decisions.
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Introduction

The freight transportation sector is changing cardusly as a consequence of the
growth and transformation of the economic activity.recent years companies
have been reducing their storage areas to savaroesy but have also sought to
offer high quality services to customers in termdrefght availability and the
respect of delivery times. In this context, the remivances in technologies have
been a positive factor for the development of nearkats and new consumer
needs: the growth of e-commerce and postal shoppswell as the pace of life,
have reinforced the importance of “just in time”lipes in freight distribution.
Moreover, the service quality of a transportatianrier is often related to travel
time, and can vary according to both socio-econsnaiod trip characteristics
(Pukkett et al., 2008). The total travel time o¥ehicle trip depends on several
aspects, like actual travel time, waiting and asdese, congestion, deadlines or
service features, etc. (Wardman, 1998).

The study reported here relates to time constraireght distribution planning,
like parcel express distribution. In this type @nadce, one of the customers’
needs is defined by a time interval, known astime windowwithin which the
customer wants the freight to be delivered or picke by the transportation
service. The time window’s width can be assumed agpuality factor of the
service, since its nature and configuration al$éects the total transportation costs
(Cordeau et al., 2002).

The aim of this paper is to present a methodolagyefaluating how the quality
of a freight distribution service with time windowsvhich operates on a given
road network to satisfy a number of requests, tffébe total cost of the
distribution service, by means of several indicatdrhe paper is organized as
follows. In the first section we report how timendows have been taken into
account in existing studies, presenting the reldezsion and planning problems
proposed in the literature. Then, the proposed odetlogy is described. Before
studying the proposed indicators, the general cheriatics of the application
domain will be described and the instances foirtgshe indicators are presented.
We used then several test scenarios and evaluapetftemance of the proposed

indicators.



An overview on time constrained freight

distribution

Freight transportation costs are nowadays an irappbdomponent of the overall
production costs: the transportation processesvevall stages of the production
and distribution systems and represent between dt®®0% of the final cost of
the product (Toth and Vigo, 2002a). Moreover, ite&imated that distribution
costs account for almost half of the total logstaosts (Brewer et al., 2001). In
this context, routing and scheduling become magpeats in cost reduction
strategies.

The Vehicle Routing Problem (VRP) has become arakptoblem in the fields
of logistics and freight transportation, since am& market sectors, transportation
costs constitute a very high percentage of the valdded of goods. The
utilization of computerized methods for transpootat can often result in
significant savings, ranging from 5% to 20% of tb&l costs, as reported in Toth
and Vigo (2002a). This problem has been largelgistl (Laporte, 1992; Toth
and Vigo, 2002b; Cordeau et al., 2007) and sewenaghnts have been formulated
to represent and optimize different real world risition cases. One of the best
studied is the VRP with Time Windows (VRPTW).

In this problem, time constraints are introducedgjaresent the importance of the
freight arrival in time, which is a common charaistic of applications such as
express courier carriers, postal services, newshgeibution, and e-commerce.
A Time Window (TW) is defined as the interval amg within which a vehicle
must arrive to a node, and it is usually charaoteriby an early arrival time
(EAT) and a late arrival time_AT). Two types of time window constraints can be
defined as follows:

» Hard time windows which are strict constraints where there is no
possibility for a vehicle to reach customers if mathin the interval
defined by the TW. Some variants of the problefarahe possibility for
vehicles to have an idle time at destination uthi@d lower time limit is
reached.

» Soft time windowswhich are defined in the objective function, and
represented by an increasing cost penalty if thclee arrives at the

destination outside the time window interval.



A detailed survey of this class of problems hasnb@®posed by Cordeau et al.
(2002). Most of these techniques are then oriemtedolving these problems
through a heuristic approach, since exact solutamesfeasible only for limited
size problems. These methods, for which Braysy @eddreau (2005a, 2005b)
show the main heuristic techniques in a detailedesy are usually tested on a
group of instances (Solomon, 1987), each of theasgmts up to 100 freight
requests. These requests are grouped into setsviind) the number of requests
and the spatial distribution of the request dettina.

Although frequently the VRP-TW is modeled assummogstant travel times on
the network, in some cases, when traffic congestiarlevant, it could be useful
to solve the problem assuming variable travel tiidewlo and Taniguchi, 2006) .
In time constrained freight distribution, the highimber of carriers and the strong
competition between different companies make quadihd price important
aspects. These two factors are usually inversédyed the higher the quality, the
higher the cost incurred. For a transportationiegrvariable costs are related to
transportation times and the total distance travbiethe vehicles. These costs are
dependent on various factors:

* The road network configuration, which determinestifavel time between
nodes. This travel time can be translated intosc@sbrking hours, fuel
costs, parking fees, etc), and also vehicle emmssthat are one of the
main causes of air pollution (which also depends tbe vehicle
characteristics).

* The nature of the demand, expressed in term oftiiesn location and
delivery (or pickup) time.

* The quality of the service offered, measured aswidth of the time
windows for delivery (or pickup) time.

To the knowledge of the authors, the existing ssidin VRP problems examine
both hard and soft time windows which are estabtish priori and cannot be
changed. However, the evaluation of how the serguality in terms of time

windows width affects the total cost of the seniies not been directly studied.

Methodology

We present here a methodology for evaluating iningtnal stage of planning
operation, the effectiveness of a time window agunation for a given service
4



guality in relation to a set of freight distributioequests located in specific nodes
of the road network .

General definitions

Consider a service which involves a number of freiggquests within a given
geographical area using a fleet of vehicles trawglon the road network where
travel time for each arc is assumed to be condkauh requedR is characterized
by a geographical location in a node of the netwtrk quantity of freight to be
delivered and the time interval within which theifht must be delivered, which
is defined by an Early Arrival Time&e@ATg), and a Late Arrival Timel(ATg). The
fleet is homogeneous and consistdN&fror vehicles with an individual capacity
equal toK. To satisfy a request the service must deliverfittight satisfying the
time constraints. The various requests should b&bawed by the service provider
in order to produce feasible routes for the vebiadegailable. The result of this
planning activity or, in other words, how the resfiseare combined, depends on
the level of compatibility of the requests (whick ielated to the demand
configuration, time windows, network and vehiclexdcteristics).

To evaluate it, a concept of request compatibhigg been proposed by Fischetti
et al. (2001). The authors define the compatibflig of a pair of request and

R as a binary attribute whose value is equal toalfdasible circuit that visits the
destination point of requeBt before serving requel exits; otherwise the flag is
equal to 0. Using this attribute we can determihetiver requed® can be served
before requed® with the same vehicle, consecutively or not. Hogrewe cannot
use it to compare the compatible cases, in ordeestablish priorities, or
determine how flexible is this compatibility or mropatibility. Therefore, we
present the concept of compatibility time interlatween two requests, which is
defined as follows.

Consider two request®s and Rs, each of them defined by their location,
respectivelyA andB, the quantity of freight that must be delivereespectively
da anddg, and the time window, defined AT (respectivelyEAT, andEATE)
and LAT time (respectiveL.ATa andLATg). The distance (expressed as a time
measure) betweef andB on the road network is noted @s. It is also possible
to model the time taken for loading and unloadingrapons at the request

location, which can be written respectivelytaandts. The pair of customers-B
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is assumed compatible if a vehicle serving bothuestsR, and Rz can visitB
after delivering or picking up the freight Atwithout a slack period and without
visiting other customers betwe@nandB, respecting the time constraints defined
by the time windows.

Let us suppose that we want to seAveand B consecutively and we want to
calculate the earliest arrival time frointo satisfy this condition. The vehicle will
arrive atA at least aEAT, and will not leave A beforEATa+ ta. TO ensure
request B is satisfied, the vehicle must not araveB beforeEATs. The time
between arrival aA the arrival aB is therefordat+tag. The early arrival time &

of a vehicle serving\ andB consecutively can be written in the following way

(see Fig. 1):

EATAs = max {EAT/_\ , EATs — (tA+ t/_\B)}

Latest Arrival Time in A to then Earliest arrival time in A to then
serve B consecutively- LAT,g serve B consecutively - EAT,5
ta te ty tag
|
EAITA L i A EAIT LIATB ‘ EA"A LIATA EATy LATy
l_a X B is satisfied ,
min J Als satisfied M X without waiting
ty tae fa tag
| | . ] | | |
EAT, Ta EATg LATg EAT, LAT, EAT, LAT,
lT ‘ — MAX Ais satisfied ,
min B is satisfied without waiting

Fig. 1 - Earliest and latest departure time fibto satisfy consecutively requegtandB

In the same case, the vehicle cannot arriva after LAT, and must arrive a8
before LATg, considering the travel timé&g and the time for loading and
unloading operations &, ta. The latest arrival time a which will consent a

vehicle to serve consecutivelyandB will be as follows(see Fig. 1):
LATaR = min {LAT/_\, LATg — (tA+ t/_\B)}

The compatibility time interval(CTI) of the pair of requesté&-B is therefore
defined as the interval between the earliest drtinge and the latest arrival time
at A with a vehicle that needs to deliver to A @daonsecutively, i.eLATas -

EATas. We can write this in the following form:

CTI AB= min {LATA, LATg — (tA+ tAB)} - max {EATA , EATs — (tA+ tAB)}



This value defines the time interval which contaanpossible actual arrival time
atA if the subsequent request along the roui iBhe termCTlas can be positive
or negative. IfCTlass is positive, then requeBi can precede requelg directly.
The higher the numeric value, the higher the oppileg time interval of the
requests and the easier it will be to serve theth thie same vehicle. €Tlag IS
negative, requed®, cannot precede requdss directly. However, this result can
have two meanings (Fig. 2):
« early arrival atB: A precede®3 with a time interval which is bigger than
tag, i.€. LATA < EATg— (tattap);
e late arrival aB: B precedeg\, so it is impossible to carry out the sequence
AB in the indicated order, i. EATz— (ta+tas)< EATA.

Example: TW,g positive

min LAT
AB
L tA tAB
l l
EAﬁA LAT, EAT, LAT
——— MAX

Example: TW, 5 negative (2)

EAT, LAT, EAT, LAT,
— min
| LAT,g
tA tAB
|
1 (] [ 1
—1 1 I
EAT, LAT, EAT, LAT,
— max
EATap

Fig. 2 - Examples of positive and negative pampatibility time interval cases



In the first case, it is however possible to delikeandB’s requests in the same
vehicle trip, for example delivering to other cusgrs betweerA and B or
making a vehicle stop (slack pause) in order tvamtB within its LATg . This
possibility is quantified by the value GfTlg: if this value is high, it will be more
difficult to serveA andB using the same vehicle. In the second case, nbis
possible to servA beforeB in the same vehicle trip.

The compatibility time interval for each pair ofgreests can be collected into a
square matrix of dimensiami (the total number of requests to be satisfied)s Th
matrix is called Request Compatibility MatriRCM). To define this matrix, it has
been decided to order the requests in increasinge&aArrival Time, to separate
the negative compatibilities with the two differemieanings. In this way, the
negative compatibilities in the upper diagonal wildicate the early arrival
incompatibilities. The negative elements underrttaen diagonal identify the late
arrival incompatibilities.

The RCM contains a first relationship between the geograbhand service
characteristics of the network (links between nodemximum high speed
allowed, trip times, etc.) and the nature of thended RCM is affected by node

location of requests and time constraints).

Set of indicators

To give a synthetic evaluation of the problem, wedcéo extract information
from the data in th&CM The matrix refers to each pair of requests, lmaischot
give explicit information about the service compditly (which are the potential

requests that can be inserted in the same veMiple EFrom theRCM, we can

obtain the number of positiv@Tlas, Which are represented a§, the number of
early negativeCTlap noted n3”, and the number of late negati@d ls, which

we will call ng. We can therefore define the following simple @adors which

express a priori the difficulty of a set of requeefslr a given network.
ACTlis the Average Compatibility Time Interval of regtee which represents the
average value of all the positive pair compatileiditand it contains al90TI from

and to the depot:

> CTlue

ACT| = fas=

n
Ns



PPCis the percentage of positive compatibilitieRiGM

numberof positiveCTl , g
numberof elementsn RCM

PPC = (%)

For each requestARthe minimum travel timeag is calculated considering each
request B compatible with R. This value is defined as the Minimum Travel
Time between Rand any compatible request,Rind noted M{mgA). Then, the
average MTomp for the overall set of requests, is called Averafjthe Minimum
Time Between each request A and any Compatible &gB, and noted
AMTBCR

min (t,;)
AMTBCR= A%
nR

The first indicator ACTI quantifies the average compatibility time intesval
between the requests, the secondPRE shows the proportion between positive
and negative compatibilities and the third indicat®dAMTBCR gives an
estimation of the time required to connect two exis in a plan . Note that these
indicators based on the compatibility are calculdta pairs of requests, so they
give an initial idea of how the request configuratifits on the network features.
The indicators do not however represent well theesystem complexity and the
influence of vehicle capacity .

Therefore in order to extract from tRECM information which was more suitable
for our problem, we defined two further indicatdl$v; andT,). These aggregate
the information on pair compatibility time intervabntained inRCM, for a
sequence of requests. This makes it possible &ndxthe request compatibility
time interval concept to the whole vehicle trip thre road network. In order to
build up these indicators based on vehicle tripg, pvesent a constructive
heuristic which allows us to obtain a first estimatof the travel times and the
number of vehicles in a simple and fast way.

Using theRCM it is possible to apply a partitioning to the sétrequests and
create a number of subsets which can be servedemsible sequence. We should
recall that here the aim is not to find an optirsalution for the distribution
service, but to define a measure for the assesswifetihe compatibility of

different requests, which depends on the demanctaaistics also in relation to
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the road network. We built a greedy algorithm idesrto produce such feasible
sequences of requests grouped in different subéetach subset in our problem
is viewed as a vehicle with a fixed capacity, theath sequence of requests
represents a route for the vehicle.
In the RCMto each couplé\-B we associat€Tlys. Consider a requefiy and a
requesRs. RequesRg can be satisfied consecutively after iR

* the compatibility time intervaCTla is positive;

» there is not a slack pause between the requests;

» the vehicle capacity constraints are satisfied.
The partitioning procedure works as follows: inirstfstep, we initialize all the
routes (i.e. we suppose all the vehicles are empig take an empty vehicle
starting from the depot, we evaluate all the retjuésat have not been already
served, and add to the route the reqiewith the lowest transportation time from
the depot. Then from this request we evaluate esmhesiR, with a compatibility
time intervalCTlyg >0. The request that satisfies this condition with tbwest
transportation time fromis added to the route.
We repeat this step until there is no request \pibitive compatibility (with
respect to the last request of the route) or ifc@anot add a request without
violating the capacity constraint. In these catesyehicle returns to the depot (to
close the circuit and the sequence) and we takthanweehicle (creating another
set), then the process is repeated.
To generate a realistic configuration for the datequests at each step we use an
approach which chooses the best partial soluti@tioffing the criterion of
minimum route travel time) among all the candidatest assure the feasibility.
However, the result obtained in this way will na bsed as the solution of the
optimization problem, but as a rapid procedure stineate the further two
indicators, that is the number of vehicles to use the total transportation time.
The algorithm, implemented using Microsoft Excetia/isual Basic , stops when
all requests are assigned to a vehicle, that imveaeh request belongs to a set.
With this procedure the time when each requestisfied is also computed.
Therefore, after obtaining each vehicle trip segeenthe corresponding
transportation time is known.
The following definitions have therefore been a@dpfior the two indicators:

« T, the total transportation time as the sum of ime ttaken for each route;

10



* NV the number of vehicles that are not empty, e number of sets
created.
In this analysis, no attempt is made to integraee tivo indicators, because the
impact of these two factors on the total cost ddpean the policy of the
distribution service company. We will therefore ttg analyze these two
indicators separately in order to propose a genegeal of the problem, without

referring to specific company objectives or prefees.

Analysis of the indicators' performance

In the organization of freight distribution serscewe observe two opposing
factors. In order to increase profits, the trantgg@mn carriers wish to reduce
costs, which means increasing service efficiencpwebver, this can have a
negative effect on quality standards and may ma#éficult to achieve the level

of service expected by the user, who could chamgeiger if the requested

quality is not satisfied. The level of service iarstudy is defined as respect for
the time window and measured by its width (the sraraiting period, the higher

the quality of the service). The more complex agstrictive the time windows,

the more difficult it becomes to maintain a gooeeleof efficiency.

The time for loading or unloading operations at tlegquest location, in the

scenarios analyzed, has been taken into accouotdicg to the instance data.

Experimental procedure

In order to evaluate the indicators’ performancesfarence VRPTW optimization
tool is needed. We chose one of the last developethheuristics, the ALNS
algorithm of Pissinger and Ropke (2007). The awgtippopose a general heuristic
for different VRP variants based on an adaptivegdaneighborhood search
(ALNS) framework. This method is an extension a thrge neighborhood

search framework of Shaw (1998) combined withyaddhat adaptively chooses
among a number of insertion and removal heuristdstensify and diversify the
search. This algorithm, which is robust, providekions of very high quality.
Moreover, it can be applied to many vehicle routwayiants (the algorithm
improved 183 best known solutions out of 486 berakntests, corresponding to

5 different vehicle routing optimization variantlhe best results were obtained
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for the VRPTW, where the best solutions for 122 ofitthe 300 large scale
instances were improved. For the requests’ cordigms

, we referred to the CVRPTW benchmark problems ofmHerger and Gehring
(2005) , obtained by extending the well-known Wenark problems of Salomon
(1985) for large networks from 200 to 1000 custasrgtomberger and Gehring,
2005).

This test cases can be grouped into 2 differerd tyfpscenarios with regards to
the time horizon used (short= type 1 and large®e ®p Each set of instances can
be divided into three sub sets (R, C, RC) on thee lid the nature of the random
generation of the requests at nodes of the netvoioblems belonging to the C
group, the customers are clustered geographicalbased on their time windows.
In the R group the customers are uniformly distoly and the RC group
combines clustered and randomly distributed custenteach subset contains 10
instances with various time windows, spatial andhgeral distribution of

customers.

Scenario
| I—

Experiment

i &Y &V &5

30 instances
of customer
requests

customers

1000
customers

VRP-TW algorithm Proposed Methodology

Heuristic

Trip planner results
PP indicators method

T,NV ACTI
pPC
AMTBCR

Indicators
Ti, NVi

Fig. 3 - A schematic representation of the expenital procedure

Travel times separating two customers correspondsheir relative Euclidean
distance. We carried out the analysis for the ca$es000 customers, after a

preliminary test with the instances composed by 20§tomers. The fleet size,
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vehicle capacity and customer service times of ititetances chosen for our

experiments are reported in table 1.

Tab. 1 — Characteristics of the tested instances

200
200
200
200
200
200
1000
1000
1000
1000
1000
1000

N NNPFP PP NNNPRPRPPRP

50
50
50
50
50
50
250
250
250
250
250
250

200
200
200
1000
700
1000
200
200
200
1000
700
1000

10
90
10
10
90
10
10
90
10
10
90
10

The objective of this experimental phase is to mheitge which indicators better

define the difficult degree of an instance andcdssequence on the service cost

variations, in order to evaluate a priori, withdbe need to solve a CVRPTW

problem, the demand characteristics related tos#reice supplied and network

configuration.
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.

21

R1
Cc1
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200 customers
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Fig. 4 — Trip planning results (ALNS) for the fosgenarios selected and the R,C and RC cases.

Therefore we used the ALNS results to have a reliabtimation of the service

cost with which confirm the ability of our indicag to predict the level of

difficulty in solving an instance. The comparisoashbeen made by calculating

the correlation coefficier (also known as the Pearson coefficient), whichwsho

if there is a linear correlatidnbetween the two sets of data. As known, the

correlation is 1 in the case of an increasing limetationship, —1 in the case of a

! Other correlation types can be also detectedfanwtur purpose of identifying a significant trend

for such indicators, a linear correlation analysisonsidered adequate.

13



decreasing linear relationship, and these value® Hmeen assumed as target
depending on meaning of the specific indicator.

Indicator’s performance

Instances with 200 customers

For the first selection of the best indicators,f@ened with the 200 customer’s
cases, as comparison measure for the difficultgrofnstance we used the total
travel time T). Therefore to work with homogeneous results, aleed the high
frequency cases with the same number of vehidiBg: (respectively 24 cases
with 18 vehicles, for the narrow scheduling horizmenarios (R1, C1, RC1) and
18 cases with 4 vehicles for R2, C2, RC2.

Tab. 2 — Results for the narrow scheduling horizoscenarios

C1_2_ 10 270,8 78,5 2,6 21 3516,8 479,7 18 2644,3
C122 187,6 47,5 3,5 27 5595,3 347,3 18 2943,8
C123 389,6 74,5 3,0 26 4517,1 633,1 18 2710,2
Cl2 4 666,7 91,1 2,9 22 3935,5 919,1 18 26449
C1.29 192,3 61,7 2,7 20 3309,8 360,0 18 2687,8
R1_2 10 66,3 43,5 7,8 22 4519,0 124,5 18 3312,4
R1.2 2 81,9 42,1 8,8 49 8944,1 150,2 18 4059,6
R1.2 3 181,0 70,0 6,2 33 6241,8 290,0 18 3387,6
R1.2 4 314,8 88,7 5,7 21 3986,4 431,0 18 3086,1
R1.2 5 16,7 11,3 14,9 31 7445,4 30,0 18 4125,2
R1.2 6 90,1 46,6 7,6 26 6241,0 165,2 18 3586,8
R1.2 7 186,4 72,9 5,7 26 5158,1 300,0 18 3160,4
R1.2 8 316,8 90,2 53 19 3650,5 436,0 18 2971,7
R1.2 9 31,6 21,5 11,0 27 5930,7 60,1 18 3802,6
RC1 2 1 16,3 13,5 10,8 30 6134,5 30,0 18 3647,6
RC1_2_10 80,0 61,5 6,0 20 4002,8 150,0 18 3020,2
RC1_2 2 88,4 47,4 6,0 25 5120,6 165,1 18 3269,9
RC1_2 3 186,3 73,4 53 24 4169,4 300,7 18 3034,5
RC1_2 4 315,6 90,6 4,9 19 3409,1 436,1 18 2869,7
RC1_2_5 35,0 27,8 8,7 25 4952,8 64,7 18 3430,0
RC1_2 6 31,8 25,6 8,4 25 4995,9 60,0 18 3357,9
RC1_2 7 48,2 38,7 7,7 22 4365,1 91,4 18 3233,3
RC1_2 8 63,3 49,6 6,5 21 4161,5 119,2 18 3110,5
RC1_2_ 9 62,9 50,1 6,4 21 4143,5 120,0 18 3114,0
p -0,680 -0,755 0,919 0,702 0,869 -0,728

target -1 -1 1 1 1 -1
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Tab. 3 — Results for the large scheduling horizoscenarios

R2_2_1 65,8 11,7 14,8 14 6410,0 121,2 4 4563,6
R2_2_10 258,0 41,9 7,9 5 2921,3 476,5 4 2666,1
R2_2_2 397,2 50,7 7,5 12 4876,8 708,7 4 3650,5
R2_2_3 847,5 78,2 5,9 9 3672,9 1296,3 4 2892,1
R2_2_4 1469,1 94,6 5,3 5 2272,6 1883,1 4 1981,3
R2_2_5 126,8 22,5 11,0 7 4552,4 240,0 4 3377,2
R2_2_6 453,5 57,0 7,0 6 3705,4 799,2 4 2929,7
R2_2_7 899,9 81,0 5,8 7 2906,1 1357,3 4 2456,7
R2_2_8 1507,8 95,4 5,3 5 2236,8 1914,1 4 1849,9
R2_2_9 199,0 33,3 8,9 8 3932,4 373,1 4 3113,7
RC2_2_10 381,8 62,5 6,1 5 2708,7 600,0 4 2015,6
RC2_2_3 836,6 79,2 5,5 8 2831,2 1296,3 4 2613,1
RC2_2_4 1466,4 95,0 4,8 5 2140,0 1884,6 4 2052,7
RC2_2_5 157,9 36,5 7,8 10 3472,8 279,1 4 2912,1
RC2_2_6 127,9 31,9 8,2 7 3436,7 240,0 4 2975,1
RC2_2_7 205,3 44,6 7,0 6 2962,1 369,8 4 2539,9
RC2_2_8 286,8 54,3 6,5 4 2808,6 485,4 4 2314,6
RC2_2_9 284,7 55,2 6,4 5 2745,3 480,0 4 2176,0
p -0,595 -0,750 0,871 0,869 0,979 -0,588

target -1 -1 1 1 1 -1

To give a measure of the quality degree offeredh lisansportation service on a
given an instance, we assume the Average valugeofime Windows (ATW) for
all the customers (excluding the depot) and toebetvvaluate if the proposed
indicators help the evaluation of service cost atgon, we compare their
correlation coefficients with those calculated wigispect toATW. Observing the
values ofp for both tables we deduce that Ti afMiTBCRare the indicators that
better describe the variations of travel time amorsgances for these cases. The
tables also show th&PC andNV, give a good result, better th&CTI, which
however is correlated to the travel time.

The tables show that the simple measure adoptatiddnstance qualityATW) is
also well correlated with the service cost (expedskere as total travel time),
particularly for the cases with narrow schedulimget Therefore we assume that
the reproducibility of the cost variations by meafsan indicator has a valid
significance if its correlation coefficient is clasto the target value than tA@Ww
value (these values are indicated in bold in thées).

The linear regression model for the estimatiorheftbtal travel time for this 200-
customer problem on the base of the best simpleatat AMTBCR can be then
calibrated for the two cases (narrow and largedaling time) as follows:

T pred =2371.1 +128.31* AMTBCR (R?2=0.8454)

T_pred=930.42 + 245.64 * AMTBCR (R2=0.7594)
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The results of the application of these modelslmawobserved in diagrams in fig.
8, where instances are ordered for decreasing ATW.
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Fig. 5— Comparison between the total travel time Yo planning (ALNS) and the predicted
values for the 2 cases

The 2 diagrams show that the minimum value of d@ifferent for the 2 cases; the
one related to type-2 instances, could also benagtd by a VRP algorithm, since
when the width of the time windows is so largehas a limited effect on the trip
planning result.

After the selection of the best indicators (Ti, ABCR and PPC), we repeat this
analysis for all the 30 instances of the two greupsnsidering also the
disaggregation for the 3 types of customers dass{{C, R and RC) and observe
that a good linear regression can be found, eveheifcontribution of type- C
instances decreases the correlation coefficietyga 1 case. A different behavior
can be observed for the indicator PPC, becauseentds are related to the type of
density (R, C and RC) with a good correlation img@l, but here a global trend
has less significance. For both types, the slopthe@flines is similar, where the

RC case is between C and R.
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Fig. 6 — Linear regression for total travel time vith PPC, AMTBCR and T, for type 1
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Fig. 7 — Linear regression for total travel time vith PPC, AMTBCR and T, for type 2

Instances with 1000 customers

For the 1000-customer problems the ALNS solutiores more heterogeneous
with respect to the number of vehicles and the niiesjuent case (13 times)

activates 90 vehicles (Tab. 4)
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Tab. 4 — Number of vehicles for ALNS solutions (1@ customers)

Conteggio di NV type
NV 1 2|Totale complessivo
18 9 9
19 10 10
21 1 1
29 4 4
30 5 5
31 1 1
90 13 13
91 8 8
92 3 3
95 1 1
99 1 1
100 4 4
Totale complessivo 30 30 60

Therefore to include as more cases as possible eg@gat to investigate the
indicator’'s behavior considering the instances vaiteimilar number of vehicles
NV (from 90 to 92 for type 1 and from 18 to 21 fopéy2) and to continue in

assuming the total travel time as comparison measiuthe difficulty degree.
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Fig. 8 — Linear regression for total travel time vith PPC, AMTBCR and T, for type 1
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Fig. 9 — Linear regression for total travel time vith PPC, AMTBCR and T, for type 2

Observing these last diagrams the following poatis be outlined:

* instances C are very few cases in type 1 and ampletely excluded for
type 2 in the analysis because ¥ is not homogeneous and this is due
to the lower vehicle capacity adopted for theses#£00);

* PPC confirms its ability in describing well the fditilty degree, while
separating the different densities (R, C and RC);

» AMTBCR describes quite well the RC cases and igulige represent a
density-independent behavior (case 3D);

 Ti better describes R type customer density andfirconits best

performance for type 2 horizon scheduling cases.

As for the 200 customers case, in order to vetiy ¢rrors of a possible linear
model with regardsAMTBCR also for the 1000-cutomers case, we report the
diagram in Fig. 10 where the selected instance®m@tered for decreasing ATW.

T pred =42746 + 313,44 * AMTBCR (R2 = 0,5055p€y1)

T pred =16771 + 665,33 * AMTBCR (R2 =0,7004/p€ 2)
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Fig. 10 - Comparison between the total travel timédy planning (ALNS) and the predicted
values for the 2 cases (1000 customers)

These diagrams show that only few cases do nowifit the model which,
therefore, presents in general an acceptable bahavinally we remark that
instances do not have only time-windows variatibnsare affected also by other
factors (service time, space and time density qiiests) and in some cases also
they include a vehicle-capacity variation, sinteytare not specifically generated
for this purpose.

However these instances allow a reliable test dfcator performance, for the
stability of their results, and a guided selecfimnpractical applications.

We would like also to remark that indicators cancbenputed very quickly and
are defined without the need to set any parametecslibrate them, since they
should be “impartial” measurements and standaereetes to classifie scenarios
that improve the simple information contained iméi windows width. On the
contrary, any trip planning solution derives frohe tchoice of parameters in the
objective function (e.g. the value to weight theitimg time or the vehicle-

activation cost).

Conclusions

This study has examined freight distribution plamgnfor services in which the
time factor is an important feature of the senagmlity. In this type of service,
one of the customers’ needs is defined by a timerval, known as théime
window, in which the customer wants the freight to be deldd or picked up by
the transportation service.

The main contribution of this research is the dgéin of a methodology for
evaluating how the quality of a freight distributicervice with time windows,

which operates on a given road network to satishumber of requests, affects
21



the service cost. The notion of pair compatibilitpne interval between two
requests has been defined and all values have tascted into a Request
Compatibility Matrix RCM), where the requests are ordered in increasinkiggar
Arrival Time. From this matrix, a first group ofrtée statistical indicators was
defined ACTI, PPC and AMTBCR, following simple statistical rules, and, in a
second stage, a further group of two indicatorppsed, which follow a planning
criterion and therefore need an appropriate contipuia procedure.

The methodology presented has also been evaluatddtte ability of the
indicators to describe the level of difficulty idapning the requests has been
illustrated in a set of experiments used in scientiterature for large network
problems.

A preliminary analysis allowed us to select theigatbrs with the greatest validity
(PPC, AMTBCRandT)). An analysis was then performed on these indisatdth
regard to their ability in describing the difficuti solve instances as consequence
of time windows variations and simple linear mode#s/e been proposed with
regards tAMTBCR

Finally, we note that in the present analysis twm@dows were not assumed to be
uniform within the same experiment. This also mehas, for each replication, all
the requests do not have the same TW. Further iexpetal analysis could be
carried out to explore requests with homogeneous Wwhin the same
experiment, in order to better control the printiator that affect the quality of
the service. In future research, it would also keful, by to generate a wider
range of instances based on realistic cases, gpigjfic planning tools to test the

indicator’s accurancy.
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