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Abstract:

While sequence analysis has now become a widespread approach in social sciences, several

strategies have been developed to handle the specific issue of multidimensional sequences.

These strategies  have distinct  characteristics,  related to the way they explicitly  emphasize

multidimensionality, interdependence and parsimony. In this context, we introduce an original

approach based on structural  links  between the dimensions,  combining Optimal  Matching

Analysis (OMA), Multidimensional Scaling (MDS), canonical Partial Least Square (PLS) and

Clustering,  an  approach  we  call  “Globally  Interdependent  Multiple  Sequence  Analysis”

(GIMSA). We then apply GIMSA to mother-daughter employment histories in France and

discuss the value of this method.
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1. INTRODUCTION

Since  the  mid-1970s,  life  course  analysis  has  become a  major  field  of  interest  in  social

sciences. Longitudinal micro-individual data - such as panels or retrospective surveys – have

become  more  available  and,  at  the  same  time,  statistical  methodology  has  undergone  a

profound evolution. In this context, event-history analysis, which can be viewed as adding a

diachronic  dimension  to  traditional  regression  models,  rapidly  became  established  as  the

dominant  approach:  it  aims  at  modeling  the  duration  in  a  given  situation  or  the  risk  of

experiencing  a  given  event.  However,  during  the  last  decade,  a  large  corpus  of  more

descriptive sequence analysis methods has been disseminated. Their main goal is to identify

patterns and resemblances among sets of diverse sequences (made up of series of successive

states),  most often resulting in typologies of ideal-typical  sequences.  Nowadays,  sequence

analysis provides a powerful means to describe and better understand the unfolding of many

social processes.

Most of the sequence analysis techniques currently used in social sciences are related either to

algorithmic methods (Abbott and Tsay 2000) or to correspondence analysis methods (Grelet

2002)1. All have particularities, advantages and drawbacks, although they usually give quite

similar  results  (Robette  and  Thibault  2008;  Robette  and  Bry  2012).  Optimal  Matching

Analysis (OMA) is by far the most widespread sequence analysis technique. It has the major

conceptual advantage of jointly addressing the different temporal aspects of a sequence: the

moment of a transition, the duration of a stage and the order within the sequence.

OMA was initially developed in molecular biology and introduced into the social sciences by

Andrew Abbott in the 1980s (Abbott and Forrest 1986). The principle is based on the notion

of  similarity  between  pairs  of  sequences.  The  dissimilarity  between  two  sequences  is

measured in terms of the "cost" of transforming one into the other.  The transformation is

performed  using  three  types  of  basic  operation:  insertion  (inserting  an  element  into  the

2



sequence), deletion (deleting an element) and substitution (replacing one element by another).

A cost is associated with each operation; the distance between two sequences is thus defined

as the minimum cost of the operations required to transform one into the other. Matching the

entire set of sequences creates a matrix of pairwise distances which is then used to group

together  those  that  are  most  similar,  e.g.  using  clustering  techniques,  and  so  obtain  a

typology2.

Although OMA has been applied to a wide range of social objects (see for instance Abbott

and Barman 1997 for pattern searching focusing on sequences of atypical types), it has also

received  some  criticism  (Wu  2000;  Elzinga  2003);  some  innovative  developments  have

emerged as a consequence (see Aisenbrey and Fasang 2010 for a review; see Biemann 2011

for a recent example).

While  sequence  analysis  of  work  careers  and  social  trajectories  in  general  is  now  well

established (Brzinsky-Fay and Kohler, 2010), notable previous developments have tended to

explore the possibility  of considering not only a single dimension of the life course (e.g.

employment) but also of integrating combinations of statuses pertaining to other dimensions

of the life-course such as housing and family, introducing multidimensional sequence analysis

(Pollock,  2007).  In  this  paper,  we examine another  aspect  of  life-course analysis:  that  of

patterns of transmission from one generation to the next. While social mobility, for instance,

is more usually studied in terms of cross-sectional comparison of the father's position at a

given  period  compared  to  that  of  the  son,  we  here  consider  the  entire  histories  of  both

generations.  More precisely,  we study women’s  involvement  in paid employment  for  two

successive generations marked, in France, by massive female entry into the labour force. Our

aim here is to identify the way specific work profiles in one generation were followed by

others in the next one, rather than the possible similarity of mothers’ and daughters work

careers.  Each generation’s  involvement  in  paid activity  has  been shaped by their  specific
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historical context and the same profile is unlikely to recur. The relevant question is: what are

the  main  female  lineage  patterns,  in  terms  of  school-to-work  transition  and  employment

history, which underlie the macro trends in work and family (Barrère-Maurisson, 1992).

To this  end, we first  review the methods already available  for multidimensional  sequence

analysis, then we introduce a new approach based on structural links between the parents’ and

children's  sequences,  combining  Optimal  Matching  Analysis  (OMA),  Multidimensional

Scaling (MDS), canonical Partial  Least Square (PLS) and Clustering, an approach we call

“Globally Interdependent Multiple Sequence Analysis” (GIMSA). We then apply GIMSA to

mother-daughter  employment  histories  in  France and discuss its  benefits  for summarizing

complex sequence data such as linked life courses.

2. HANDLING MULTIDIMENSIONAL SEQUENCES

In  the  early  days  of  sequence  analysis  in  the  social  sciences,  the  successive  elements

composing  sequences  were  hard  to  simplify  into  a  unique  and  limited  set  of  states:

methodological  adjustments  were  needed  to  capture  the  diversity  and  complexity  of

individual social statuses. In other words, to make a detailed study of careers as sequences,

various dimensions must be considered. For example, in their seminal article about the careers

of musicians in Germany during the Baroque and Classical eras, Abbott and Hrycak (1990)

combine position (e.g. vocalist or instrumentalist) and sphere (e.g. court or church). Likewise,

Stovel  et  al.’s  occupational  status  variable  is  a  combination  of  position  and  branch  size

(Stovel et al. 1996), Blair-Loy combines job code and organization size (Blair-Loy 1999) and

Han and Moen mix work status, organization and occupation (Han and Moen 1999).

Later,  sequence  analysis  applications  focused  on  life  courses,  and  the  need  to  handle

simultaneously  their  various  dimensions  became  a  key  concern.  Conjugal,  parental,
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occupational and residential histories unfold in an interdependent way (Courgeau and Lelièvre

1992), and scholars explored the methodological repercussions of this theoretical construct.

Pollock (2007) introduced “Multiple-Sequence Analysis” (MSA), which was subsequently

systematized  by  Gauthier  et  al.  (2010)  and  renamed  “Multichannel  Sequence  Analysis”

(MCSA)3. 

The various multidimensional sequence typology-building strategies found in the literature

can be summarized into 4 groups. The first strategy consists in creating a new state variable

which  combines  the  simple  states  composing  each  dimension  (Dijkstra  and  Taris  1995;

Elzinga 2003; Aassve et al. 2007; Elzinga and Liefbroer 2007; Lesnard 2008; Chaloupkova

2010). For instance, in the case of conjugal and parental histories, possible combined states

would be “single with no child”, “married with no child”, “married with one child”, etc. This

may quickly lead to a large alphabet, i.e. a set of very numerous states. Hence, in the case of 4

dimensions  with  3  simple  states  in  each,  the  combined  variable  would  potentially  have

3*3*3*3=81  states.  Such  an  extended  alphabet  may  be  impractical  when  aiming  to  set

substitution  costs  specifically  tailored  for  each  pair  of  combined  states.  However  this

drawback  can  easily  be  circumvented  by setting  a  constant  substitution  cost  or  by  using

transition likelihood between the states4 (Lesnard 2008).

The  second  strategy  is  a  more  refined  approach  to  avoid  the  need  for  a  large  extended

alphabet:  it  is  based  on combining  the  substitution  costs  of  the  various  dimensions.  For

instance,  the  substitution  of  “single  with no child”  and “married  with one  child”  will  be

equivalent to a combination of the substitution cost between “single” and “married” and the

substitution cost between “no child” and “one child”. A possible combination is the sum (or

average) of the costs defined for each dimension (Stovel et al. 1996; Blair-Loy 1999; Pollock

2007;  Gauthier  et  al.  2010;  Salmela-Aro  et  al.  2011),  e.g.  the  sum  (or  average)  of  the

substitution cost between “single” and “married” and the substitution cost between “no child”
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and “one child”.  One can also imagine a more refined linear combination of the different

dimensions (Abbott and Hrycak 1990), for instance by applying weights to these dimensions

(Gauthier et al. 2010, p. 34). If there is a unique substitution cost for each dimension and it is

identical between the dimensions, substituting two multidimensional states is equivalent to

counting  the  number  of  dimensions  which  differ  (Robette  2010).  For  example,  replacing

“single with no child” by “married with one child” will cost 2 while replacing “single with no

child” by “married with no child” will cost 1. Moreover, this second strategy may be seen as a

particular case of the first one, so substitution costs can be set simply and efficiently.

A  third  strategy  consists  in  computing  a  dissimilarity  matrix  independently  for  each

dimension and then summarizing them into a single distance matrix by linear combination

(Han and Moen 1999; Blanchard 2005).

Lastly, distinct typologies of sequences can be built for each dimension and then compared

(Blanchard 2005), e.g. with cross-tabulation5. 

These  four  strategies  can  be  systematically  compared  and  classified  according  to  three

criteria:  multidimensionality,  interdependence  and  parsimony  (see  table  1)6.  With

multidimensionality we refer  to  the  fact  that  an  approach where  the  contribution  of  each

dimension to the overall results may or may not be explicit (i.e. unequivocal) and flexible (i.e.

parameterizable by the analyst). The first strategy takes the multiple dimensions into account,

as do the other three; still, by hiding dimensions in a single combined state variable, it is the

only one which does not emphasize multidimensionality:  for instance, it is not possible to

have  specific  parameters  for  each  dimension,  to  give  more  importance  to  a  particular

dimension by weighting it or to assess the impact of each dimension on the results.

6



With parsimony we refer to the fact that an approach may or may not lead to a limited and

manageable number of ideal-types7: combining typologies produced for each dimension (as is

done with strategy 4) may lead to an uncomfortably large number of clusters.

With  interdependence we refer to the fact that the relationship between dimensions may be

masked (strategy 3) or taken into account locally (as in strategies 2 and 3) – i.e. the focus is

on the dependency between dimensions at each point in time – or globally (as in strategy 4) –

i.e. the focus is on the dependence between dimensions through sequences as wholes. 

Local interdependence implies an emphasis on contemporaneousness. Indeed, with strategies

1 and 2, dimensions associated with a given sequence are synchronized. Once defined at a

given  time  point  in  a  given  sequence,  a  multidimensional  situation  “remains  the  same

throughout the alignment procedure” (Gauthier et al. 2010, p.9): the various dimensions shift

jointly. Technically, the synchronization of the dimensions means that they have to be defined

with the same time window –  i.e. the same starting and ending points (whether these are ages

or dates) – and the same time clock (e.g. one year or one month by time point). This also

implies the use of a unique dissimilarity measure (e.g. optimal matching).

Global interdependence releases the emphasis on contemporaneousness; it is the overall shape

of a dimension which is related to the others. In strategy 4, pairwise comparisons are made

separately for each dimension in a first step, and then the relationships between dimensions'

patterns are examined. As distance matrices are computed independently for each dimension,

distinct  dissimilarity  measures  can  be  used,  e.g.  a  metric  focusing  on  timing  (such  as

Hamming distance) for one dimension and a metric based on order (such as Longest Common

Subsequence metric, see Elzinga 2008) for another dimension. Different time windows and

clocks can also be used.
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Strategy  3  also  allows  for  different  dissimilarity  measures,  time  windows  and  clocks.

However, by simply adding distances matrices, the relationships between dimensions are not

adequately handled. For instance, with two-dimensional sequences, if two individuals have a

dissimilarity of 1 for a dimension and are identical for the second, they will have the same

global  distance  as  two  individuals  who  are  identical  on  the  first  dimension  and  have  a

dissimilarity of 1 on the second.

It  is  important  to  keep  in  mind  that  these  criteria  –  multidimensionality,  parsimony  and

local/global interdependence – may or may not be desirable, depending on theoretical or data

issues. There is no better strategy per se and the choice of one or other should be grounded on

sociological and empirical criteria.

TABLE 1

Taxonomy Of Strategies To Handle Sequences With Various Dimensions

Strategy Multidimensionality Parsimony Interdependence

Combining states (1) No Yes Local

Combining costs (2) Yes Yes Local

Combining distance
matrices (3)

Yes Yes No

Combining typologies (4) Yes No Global

Recently, a few sequence analysis papers took into account one of the key elements shaping

life  courses in Elder’s  paradigm (Giele  and Elder,  1998),  e.g.  the fact  that  individual  life

courses are embedded into social relationships, which means that “linked lives” are studied.

Most applications have dealt with the transmission of histories between parents and children

(Falcon 2012;  Liefbroer  and Elzinga  2012;  Robette  et  al.  2012;  Fasang and Raab 2014),

although a few papers have focused on husband and wife histories (Lesnard 2008; Robette et

al. 2009; Lelièvre and Robette 2010).

8



To assess the strength of transmission between parents and children, Liefbroer and Elzinga

(2012) left typologies to one side and analyzed the dissimilarities between the sequences of

the relatives  themselves.  However,  one might  argue that  in some cases,  perfect  similarity

between the sequences of parents and children is not appropriate evidence of transmission

processes.  Indeed,  the  median  age  at  parenthood,  for  instance,  may  be  about  20  for  the

parents' generation and about 25 for that of their children. So, parents and their children may

be viewed as having dissimilar sequences, strictly speaking, while they actually have perfectly

equivalent histories given the structural changes to the historical context in which their lives

unfolded. Moreover, a given amount of dissimilarity may have distinct reasons – e.g. a two

year difference in age at marriage may be judged equivalent whether it be two years earlier or

two years later, although it does not have the same meaning – which remains invisible in this

“dissimilarity approach”.

Some have adopted the second of the strategies  presented  earlier,  i.e.  the combination  of

substitution costs (Robette et al 2009; Fasang and Raab 2014). This strategy has the advantage

of allowing the identification of contrasting patterns - i.e. groups of dyads in which parents’

and children’ sequences are distinct but often associated - in the case of an intergenerational

transmission study (Fasang and Raab 2014). This strategy is especially appropriate when it is

meaningful to synchronize the sequences of each dimension within a dyad e.g. compare the

timing and pace of transitions of parents and children – or to characterize the situation of the

dyad at a given point in time (local interdependence). This is not always the case, however.

For  instance,  sometimes  the  various  dimensions  may  differ  substantially  in  nature.  An

alternative objective may be to study the relationship between the parents’ overall career and

their  children’s school-to-work transition. In this example,  parents’ career sequences could

span over 45 years from ages 14 to 60 (with years as time units) and the alphabet (i.e. the set

of possible states) would be based on an occupational classification; when children’s school-
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to-work sequences could stretch for only three years after leaving school (with months as time

units)  and the alphabet  would then be composed of  employment  statuses  (e.g.  education,

unemployment, part-time employment and full-time employment). Technically, the difference

in sequence length  can be handled with missing values.  Nevertheless  in this  hypothetical

example with such different time windows and clocks, this would become at the very least

inelegant – even impractical - and would certainly obscure the results. More importantly, from

a substantive point of view, “pasting” one sequence onto the other and locally aligning them is

pointless  here:  what  we  want  to  examine  is  rather  the  overall  shapes  of  the  separate

dimensions – and the patterns in them - and the relationship between these patterns (global

interdependence)8. 

Our objective here is to propose an approach which is parsimonious and takes into account

multidimensionality  as  well  as  global  interdependence  between  parents'  and  children's

sequences. In effect, parents' sequences and those of their children can be of very different

nature,  reflecting  the  norms  of  their  time,  and  our  focus  is  on  the  relationship  between

sequences as wholes rather than on their synchronization in terms of age. Thus our approach

presents  a  unique  combination  of  the  criteria  defined  above,  well-suited  for  the  study of

intergenerational transmission of life course patterns, and it provides a useful complement to

the existing strategies.

To  facilitate  the  statistical  presentation  of  our  approach,  we  build  on  the  study  of  the

transmission of patterns of employment history between mothers and daughters, which we

then empirically explore.
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3. A “GLOBALLY INTERDEPENDENT MULTIPLE SEQUENCE ANALYSIS”

APPROACH

This  approach,  which  we  called  “Globally  Interdependent  Multiple  Sequence  Analysis”

(GIMSA),  breaks  down  into  several  steps.  Let’s  consider  that  each  unit  of  analysis  is

composed  of  one  sequence  for  a  mother  and  one  for  her  daughter,  i.e.  a  set  of  paired

trajectories.

FIGURE 1. First Step Of GIMSA

At  the  first  step  (Figure  1),  Optimal  Matching  (OM),  or  any  other  standard  sequence

dissimilarity measure, is used to calculate distances associated with each pair of mother's and

daughter's histories. This stage gives us two symmetric distance matrices M = (mij)i,j where mij

=  d(mi,  mj) =  d(mj,  mi)  (respectively  F = (fij)i,j where  fij =  d(fi,  fj)  =  d(fj,  fi)) in which the

diagonal is zero.

Whether or not GIMSA is highly sensitive to a given kind of sequence pattern depends very

much on this first  stage. Indeed, some sequence metrics  may be more suited to capturing

patterns in terms of durations or timing, while others may rely more on the order, on reversals

or  repetitions.  The specificities  of  the  major  sequence  dissimilarity  measures  used  in  the

social sciences are discussed and tested with empirical and simulated data in Aisenbrey &

Fasang 2010, Robette & Bry 2012 or Studer 2012. It should be kept in mind that in the end,

most of these measures, when applied to empirical data, lead to relatively similar results. The
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OM algorithm is  presented  briefly  in  the  introduction  of  this  paper  (for  a  more  detailed

presentation, see for instance MacIndoe and Abbott 2004).

Moreover,  different  dissimilarity  measures  may  be  chosen  for  the  various  dimensions,

emphasizing global interdependence.

FIGURE 2. Second Step Of GIMSA

At the second step (Figure 2), we use multidimensional scaling (MDS) (Kruskal and Wish

1984). MDS is “a factorial technique that provides a visual representation of a dissimilarity

matrix. Sequences are projected in a low dimension factorial space in such a way that the

distance between cases in this space resembles as much as possible the original dissimilarity

between them” (Piccarreta and Lior 2010). Here, the matrix M (respectively F) of distances

between  the  mothers’ careers  (respectively  their  daughters’)  is  converted  into  a  spatial

representation  by  MDS,  i.e.  represented  as  a  scatterplot  of  points  in  a  multidimensional

“mothers' space” (resp. “daughters' space”) with respect to a system of principle components

Cm
1, Cm

2, etc. (resp. Cf
1, Cf

2, etc.). For a brief mathematical presentation of the metric MDS we
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use, see Appendix 19. The sequence of components Cm
1, Cm

2, etc. (resp. Cf
1, Cf

2, etc.) provides

a hierarchical breakdown of the heterogeneity of the mothers’ (resp. the daughters’) histories,

in the sense that each component complements the preceding ones in an optimal manner. At

the end of this stage, each mother-daughter pair is described both by the coordinates of the

mother’s history in the mothers' space and those of the daughter’s history in the daughters'

space.

The choice of the numbers of components10 to be kept for the next stage may follow several

criteria.  The  quality  of  MDS  results  against  their  dimensionality  can  be  assessed  with

indicators  such  as  eigenvalues or  with  a  stress  function.  One  may  also  opt  for  a  close

examination of whether  a given dimension reveals a  clear  structure in sequence data,  i.e.

whether  the  order  of  sequence  dyads  in  this  dimension  can  be  easily  interpreted  in  a

sociologically  relevant  way.  More  generally,  the  selection  of  the  relevant  number  of

components is a trade-off between two extremes: on the one hand, it may be desirable to keep

a maximum amount of sequence data information (i.e. to keep many components);  on the

other, noise reduction is important to prevent overinterpretation. Here again, Piccarreta and

Lior (2010) provide a helpful guideline for this step of GIMSA.

FIGURE 3. Third Step Of GIMSA

We next look for structural links between the mothers' and daughters' histories (Figure 3).

While standard factor analysis techniques deal with a single set of variables, we need to study
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simultaneously several sets of variables, i.e. to take into account the relationship between two

groups of variables. A few methods have been specifically designed to suit this partitioning of

the  data.  Among  them,  we  use  the  symmetric  (or  canonical)  PLS method  (Partial  Least

Square) (Bry 1996; de Jong et al. 2001), which seeks structures common to the variability of

the mothers’ histories  and that  of  the daughters'  histories11.  These structures  are  extracted

under the form of components denoted Sm
k (respectively Sf

k) for the mothers (resp. daughters).

In  short,  symmetric  PLS seeks,  amongst  the  mothers'  and daughters'  MDS data,  pairs  of

components  having  maximum  covariance.  Indeed,  the  covariance  between  a  mother's

component and a daughter’s component takes into account both their correlation,  i.e. their

linear  link,  and  their  variances,  interpreted  as  their  principal-component-type  structural

strength. For a quick mathematical presentation of symmetric PLS, see Appendix 2.

Since a noise reduction step has been performed at the previous stage of GIMSA, here we

keep all the components produced by PLS computation.

FIGURE 4. Fourth Step Of GIMSA

Finally, the Euclidean coding of the mothers’ and daughters’ histories, restricted to “common”

components Sm
k and Sf

k, provides a base for clustering the mother-daughter pairs (Figure 4). A

Euclidean distance matrix between these pairs is calculated from the PLS components and

will be used as an input for clustering.
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As one dimension of the dyads - e.g. mothers’ sequences - may be more diverse than the

other,  the  results  may  become  excessively  driven  by  this  dimension,  thus  masking  the

daughters’ heterogeneity. That is why the weighting issue should be considered at this stage.

Indeed, it is essential to give the same importance to the encodings of mothers’ and daughters’

careers in the calculation of the distance. Two options may be considered. In the first option,

PLS components are merely standardized,  which is equivalent to weighting each with the

inverse of its variance. Doing so makes them all equally important, whatever their original

variance. By contrast, the second option consists in giving an equivalent weighting to all the

original  PLS-components  of  mothers  (respectively  daughters),  chosen  so  as  to  make  the

variances of mothers' components comparable to those of daughters. In this way, the PLS-

components of mothers (resp. daughters) keep their relative importance. For such weights, the

inverse of the first eigenvalue of mothers' (resp. daughters') MDS may be used, or the inverse

of  the  number  of  distinct  sequences  among  the  whole  set  of  mothers’ (resp.  daughters’)

sequences.

The distance matrix is submitted to a Hierarchical Clustering Analysis with Ward criterion12

(although other clustering techniques can potentially be used). This gives a typology of pairs

based on structures common to the discrepancies of the mothers' histories and to those of their

daughters.

Once again, it should be noted that at each step of GIMSA, several technical alternatives may

be  considered,  e.g.  k-means  instead  of  hierarchical  clustering.  We  are  focusing  on  the

combination of sequence analysis, data reduction (MDS and PLS) and clustering, and it is

assumed that at each step, each of them is applied coherently and in a substantive way (or in

the way that the researcher considers as ‘satisfactory’ when not optimal).
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4. AN EMPIRICAL ILLUSTRATION OF GIMSA: 

EMPLOYMENT HISTORIES OF MOTHERS AND DAUGHTERS

4.1. Data

To  analyze  sequences  related  to  linked  individuals,  appropriate  data  must  be  available.

INED’s Biographies et entourage survey is a retrospective life-event history survey of 2,830

residents  of  the  Île-de-France13 area  aged  between 50 and  70,  and those  of  their  contact

circles. The sample interviewed was representative of the Île-de-France region population in

2000, the year the survey data were collected. The 'contact circle’ (entourage) includes family

members (lineal kin and relations by marriage) across four generations, plus all those with

whom the respondents have cohabited and any others, related or not, who have played a major

role  in  their  life  (Lelièvre  and Vivier  2001;  GRAB 2009).  The  Biographies  et  entourage

questionnaire recorded all stages in the residential, occupational and family trajectories of the

respondents and the members of their contact circle,  year by year, using an extended Life

History Calendar.  It  is  thus  possible  to  reconstitute  detailed  individual  trajectories  and to

consider  the  employment  histories  of  more  than  one  generation,  notably  the  female

respondents and their mothers14. 

We  thus  have  a  respondent’s  entire  occupational  history,  including  periods  of  economic

inactivity (all periods of more than a year were included). Each stage is characterized by the

occupation declared by the respondent, their employment status, a description of the employer

(public or private sector,  economic branch, location,  firm size) and the proportion of time

spent at  work. The employment histories of the female respondents in the  Biographies et

entourage  survey can be summarized as sequences of employment statuses,  year by year,

between the ages of 14 (end of mandatory schooling for the cohorts studied) and 50 (the age

of youngest respondents at the time of the survey). In order to demonstrate GIMSA's capacity

to handle different types of paired sequences, in the application presented here we will restrict
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our  attention  to  the  way  in  which  the  transition  from  school  to  work  unfolds  and  how

employment histories begin. We therefore gather the successive employment statuses of each

female respondent from the completion of education to 15 years later.  This gives a set of

1,413 sequences, all lasting 15 years, and each state has four categories representing the four

employment statuses, i.e. education, inactivity, part-time employment, full-time employment.

The time window is defined from an initial event15, and not in terms of age or calendar year as

is usually the case.

Less precision was required for the employment histories of the respondent's parents, but it is

possible  to  reconstruct  their  employment  statuses  and  job  types,  as  well  as  any  career

interruptions  and their  nature.  Again,  for the purpose of our application,  we here use the

successive occupational statuses of the respondents’ mothers from ages 14 to 60. So we have

a set of 1,413 sequences, all lasting 47 years, and an alphabet comprising the five following

states:  education,  inactivity,  self-employment,  lower-level  occupation,  higher-level  or

intermediate occupation.  We therefore choose a 15-year life span for the respondents with

four different statuses and a 47-year occupational career for their mothers with five distinct

statuses.

4.2. Applying standard sequence analysis and GIMSA

As a preliminary exploration, we used standard sequence analysis (and not GIMSA yet) to

build  separate  typologies  of  employment  histories  for  the  female  respondents  and  their

mothers. We wanted to distinguish female respondents finely according to the timing of the

transitions in their early employment histories, when family formation competes strongly with

their working career, and distinguish between women who leave school for the job market but

shift to inactivity after a very short time, and those who establish a career before they stop

working.  As  a  result,  we  used  the  Hamming  distance  for  dissimilarity  measure  as  it

emphasizes  timing.  The  choice  of  costs  is  an  important  aspect  for  sequence  analysis
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techniques related to OM (Lesnard 2010), as is the case for Hamming distance. For our study,

substitution costs were set at the same value regardless of the elements replaced. Using data-

driven costs based on transition likelihoods was considered but this leads to almost identical

results  (see  Robette  and  Bry  2012  for  a  systematic  comparison).  Deriving  costs  from a

theoretical hierarchy of statuses would be possible as well, e.g. replacing education with part-

time employment would cost 1 while replacing education with full-time employment would

cost 2. But we believe that these situations are more different in nature than in intensity and

that there is no perfectly satisfying way of quantifying the difference between them16. Besides,

for mothers the focus is on the shapes their occupational careers have taken (always working

vs inactive, etc.), on the transitions that compose them, on whether they are characterized by

stability  or  mobility  between labor  force  and inactivity,  etc.  For  this  reason,  we chose  a

dissimilarity measure which favors order over timing, i.e. the Longest Common Subsequence

metric (LCS, Elzinga 2008). 

Distance  matrices  were  computed17 and  used  as  input  for  clustering  (here  Hierarchical

Clustering Analysis with Ward criterion). In order to choose appropriate numbers of clusters,

we computed  several  validation  indicators  (Milligan  and Cooper  1985):  Hubert’s  Gamma

(Hubert and Arabie 1985) and Hubert’s C18. Both indicated 6 clusters for female respondents

and 4 for mothers (see state distribution plots in Appendices 3 and 419). The clusters of female

respondents employment histories can be summarized as follows: mostly in full-time jobs;

mostly  in  part-time  jobs;  full-time  jobs  and  then  shift  to  inactivity  about  ten  years  after

completing education; shift from part-time to full-time jobs between three and eight years

after completing education; mostly inactive; full-time jobs interrupted by an inactivity spell

around five to ten years after completing education. The four patterns of mothers occupational

histories which are clustered can be crudely defined by the status held during most of the
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career20:  inactivity;  lower-level  occupations;  self-employment;  higher-level  or  intermediate

occupations.

The aim now is not to identify the influence of the mother’s employment history on that of her

daughter,  but  to  see  whether  we  can  identify  preferential  dyads  among  the  lineages,  i.e.

recurrent  sequences  conditioned by the  social  cohesion between mother  and daughter:  an

internal structure of transmission in the lineage concerning employment patterns.

We could stop here and simply cross-tabulate the typology of daughters’ sequences with that

of their mothers as determined above, producing a contingency table of 6x4=24 cells. Still a

24-cluster distribution is hard to describe21 and some groupings would be needed: this result

clearly lacks parsimony. While some cells have low numbers, not one is empty (Table 2), and

there is no straightforward rule to allocate less frequent combinations of mother and daughter

clusters  to  fuller  cells.  This  is  particularly  problematic  the  aim  is  to  give  an  exhaustive

description of the population under study. Moreover, such a grouping would be based on the

specific characteristics of the daughter’s (respectively the mother’s) individual employment

histories, whose correlations would then be identified  ex-post: the characteristics underlying

mother-and-daughter dyads would be hidden. At least, this strategy shows that mothers and

daughters’ sequences  are  significantly  associated22.  But  we  need  to  use  a  method  that

specifically and parsimoniously focuses on the linked characteristics of the two histories.
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TABLE 2

Cross-tabulation Of Mothers’ Typology And Daughters’ Typology

Number of dyads
Mothers

TotalMostly
inactive

Mostly
low

Mostly self
Mostly

high/interm

Daughters

Mostly FT 437 223 162 76 898

Mostly PT 24 8 10 8 50

From FT to
inactivity 93 38 33 11 175

From PT to
FT 20 10 13 3 46

Mostly
inactive 129 24 23 10 186

Interruption 30 15 10 3 58

Total 733 318 251 111 1413
Source: Biographies et entourage (2000)
Reference population: the 1413 female respondents and their mothers
Reading: low = lower-level occupations; high/interm. = higher-level or intermediate occupations; FT = full-time 
employment; PT = part-time employment

In our approach, we are not interested in synchronizing mothers and daughters, i.e. locally

aligning mothers’ and daughters’ sequences within dyads, and the interdependence between

mothers and daughters’ histories is not focused on employment statuses at a given point in

time. Indeed the daughter’s situation at a given age is unlikely to be linked to her mother’s

situation at the same age, but rather it is the mother’s whole employment history which is

considered as part of the daughter’s social background. The question of interest is more to

identify  underlying  intergenerational  transmission  at  work  at  individual  lineage  level:  the

individual translation of the global trend (the massive entry into the labor force) concomitant

to the baby-boom. Besides, given the very different time windows (one is defined according

to an initial event and lasts 15 years while the other is defined according to age and lasts 47

years), synchronizing mothers and daughters’ sequences would be technically impractical23.

For  these  reasons,  the  second  strategy  identified  earlier,  i.e.  “Multi-channel  sequence

analysis” (Gauthier et al. 2010), would not be well-suited to handle this application. Rather,

our  objective  is  better  approached  by  building  a  typology  of  pairs  of  mother-daughter

employment histories that captures in detail the correspondence between some patterns of the

20



daughter's  history  and  some  of  her  mother's  taken  as  wholes,  i.e.  emphasizing  global

interdependence and  illustrating  intergenerational  transmission.  Thus,  we  now  apply

“Globally  Interdependent  Multiple  Sequence  Analysis”  (GIMSA)  to  the  mothers'  and

daughters' employment histories from the Biographies and entourage survey24. 

For the first step of GIMSA, we use the dissimilarity matrices that were computed earlier for

the  separate  typologies.  We  recall  that  two  different  dissimilarity  measures  are  at  work:

Hamming distance for daughters and the Longest Common Subsequence metric for mothers25.

Then mothers’ and daughters’ dissimilarity matrices are both submitted to MDS. In order to

choose the number of MDS components to retain for the next stage of GIMSA, we have a

look at eigenvalues and a stress function (Table 3).

TABLE 3

Eigenvalues And Stress Functions For Mothers And Daughters MDS Dimensions

Dimension
Results for mothers Results for daughters

Eigenvalue Stress Eigenvalue Stress
1 1,000 0,467 1,000 0,373
2 0,600 0,253 0,282 0,203
3 0,322 0,119 0,199 0,136
4 0,127 0,094 0,132 0,134
5 0,087 0,080 0,076 0,151
6 0,068 0,081 0,057 0,166
7 0,055 0,087 0,042 0,177
8 0,051 0,095 0,033 0,187
9 0,039 0,103 0,030 0,197
10 0,030 0,109 0,025 0,204

Source: Biographies et entourage (2000)
Reference population: the 1,413 female respondents and their mothers

The stress function indicates that the first five dimensions are the most important for mothers,

and the first four dimensions for daughters. The situation is less clear-cut for eigenvalues, but

they seem to point to four or five dimensions for mothers and four or five for daughters.

Using MDS sequence plots (Piccarreta and Lior 2010), the first four mothers’ dimensions are

easily  to  interpret  as  follows26:  the  first  dimension  contrasts  inactivity  with  full-time

employment; the second one contrasts low level occupations with other occupations; the third
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one contrasts high and intermediate occupations with self-employment; the fourth one ranks

mothers  according to  the  length  of  their  studies.  Interpretation  is  less  straightforward  for

daughters: while the first dimension clearly contrasts full-time jobs with inactivity and the

second and third ones contrasts  part-time jobs with the other statuses, the meaning of the

following dimensions remains unclear.

Then comes the third stage of GIMSA: canonical PLS is computed on the MDS components

(five for mothers and four for daughters), which leads to two sets of four components27. For

the last  stage of GIMSA, all  these components are weighted according to the first option

mentioned above – i.e. PLS components are weighted with the inverse of their variance (see

section 3, step 4) - , a Euclidean distance matrix is computed and used as input for clustering

(here Hierarchical Clustering Analysis with Ward criterion). Hubert’s Gamma and Hubert’s C

both reach a local optimum for 10 clusters. Furthermore, these criteria are only guidelines, as

the creation  of  a  taxonomy in social  sciences  should be guided above all  by background

theories,  heuristic  views  and  a  balance  between  parsimony  and  cluster  homogeneity:

“Classifications so produced can never be true or false, or even probable or improbable; they

can only be profitable or unprofitable” (Williams and Lance 1965). Eventually, we opt for a

10-clusters solution. 

4.3. Results

The typology of mother-daughter dyads resulting from this approach comprises 10 clusters, as

shown in Table 4. This typology reveals a large diversity of employment and occupational

histories, for mothers as well as for daughters. This diversity seems well-balanced between

the two.

As compared to the fourth strategy, the GIMSA-typology leads to a lower number of clusters

(10  vs 24  clusters).  Still,  as  the  fourth  strategy builds  clusters  of  mothers  and daughters

independently, its final typology comprises more homogeneous clusters. Indeed, this typology
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explains 59.6% of the discrepancy in daughters’ sequences (respectively 50.3% of mothers’),

while  the GIMSA-typology explains  45.6% (resp.  39.5%). However,  the difference  is  not

massive. Besides, the 6 patterns of “unidimensional” daughters’ sequences can be found in the

GIMSA-typology (see Table 2 for the pattern labels of “unidimensional” sequence analysis,

i.e. the fourth strategy), as well as the 4 patterns of “unidimensional” mothers’ sequences, and

some new patterns appear with GIMSA (e.g. “from inactivity to low” among mothers). 

In addition, GIMSA seems more efficient than the fourth strategy to describe the matrix of

distances  between  mother-daughter  dyads.  Indeed,  the  GIMSA typology  in  10  clusters

explains a slightly smaller share of the discrepancy of this distance matrix than the typology

in 24 clusters of the fourth strategy (37.0%  vs 41.5%), but with a much lower number of

clusters. Moreover, a GIMSA typology in 24 clusters would explain 50.9% of the discrepancy,

i.e.  significantly more than the fourth strategy. This is explained by the fact that with the

fourth  strategy,  the  linking  of  mothers  and  daughters  is  made  from  severely  reduced

information, i.e. in our example a typology in 4 (resp. 6) clusters, which explains only 50.3%

(resp. 59.6%) of the discrepancy of mothers’ (resp. daughters’) sequences, as we have just

seen. On the other side, with GIMSA, the linking of mothers and daughters is made from the

MDS  components,  which  retain  a  larger  share  of  information:  the  5  (resp.  4)  MDS

components of mothers (resp. daughters) explain 69.5% (resp. 73.4%) of the discrepancy of

mothers’ (resp. daughters’) sequences. And this share could be further increased keeping more

MDS components without a loss of parsimony in the final typology.

Finally, the balance between the number of clusters and the homogeneity of these clusters (i.e.

the parsimony issue) seems favorable to GIMSA28, as can be shown by close examination of

the 10 clusters29 (see state distribution plots in Appendix 630; a cross-tabulation of the GIMSA

typology and fourth strategy’s typology are given in Appendix 7). 

TABLE 4
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Typology Of Mother-Daughter Employment Histories

Cluster
Main features of the dyads

N %
Mothers daughters

1
inactivity (or early shift from

low to inactivity)
FT 276 19.5

2 self-employment FT 224 15.9

3 Inactivity
from FT to inactivity (shift

after 5 to 10 years)
211 14.9

4 Low FT 173 12.2
5 from inactivity to low FT 157 11.1
6 Inactivity inactivity 100 7.1
7 high/interm. mostly FT 95 6.7

8 Inactivity
interruption (back to work

about 10 years after
completing education)

81 5.7

9 Diverse mostly PT employment 55 3.9

10 Diverse
shift from PT to FT (after

around 5 to 10 years)
41 2.9

Total 1413
100.

0
Source: Biographies et entourage (2000)
Reference population: the 1,413 female respondents and their mothers
Reading: low = lower-level occupations; high/interm. = higher-level or intermediate occupations; FT = full-time 
employment; PT = part-time employment

Continuous inactivity is the most common pattern among mothers (it characterizes 4 out of 10

clusters,  which  together  represent  47% of  the  sample),  while  a  transition  from school  to

continuous full-time employment is the most common among daughters (also 4 clusters, 59%

of  the  sample).  These  clusters  of  female  respondents’ transition  to  continuous  full-time

employment account for 4 of the 5 largest clusters. In these, mothers are continuously inactive

or shift to inactivity early in their life course (cluster 1), they are self-employed (cluster 2),

they hold lower-level occupations (cluster 3) or they stay inactive for a while and then shift to

lower-level occupations (cluster 4). Clusters 2 and 4 on one side, and cluster 5 on the other,

contrast  sharply  in  terms  of  the  daughters’ socio-demographic  profiles  (see  Appendix  8).

Indeed, while female respondents in clusters 2 and 4 tend to belong to older cohorts, have few

qualifications and lower-level occupations at the time of the survey, and are often an only

child, daughters in cluster 5 belong to younger cohorts, are often the eldest child and have the
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highest level occupations. They have a relatively low level of qualification, however, which

suggests upwards career mobility career31.

The  transmission  of  continuous  inactivity  is  unusual,  as  it  is  found  in  cluster  6  which

represents only 7% of the sample. Continuous inactivity is here associated with high fertility,

as these respondents have the highest number of children at  the time of the survey. Still,

inactivity appears in other forms among daughters’ early careers: in cluster 3, they shift from

full-time  employment  to  inactivity  five  to  ten  years  after  completing  education,  while  in

cluster 8 they interrupt their career for a given period, which may vary in duration but almost

never  ends  later  than  10  years  after  completing  education.  Like  cluster  6,  cluster  3  is

characterized by the high fertility rates of the female respondents; these women also often

belong to older cohorts and have low levels of qualification.

There  is  one  cluster  of  upper-class  mothers:  they  hold  higher-level  or  intermediate

occupations, and their daughters - whose transition is to continuous full-time - work during

most of their first 15 years after completing education (cluster 7). Here, female respondents

are relatively young, often hold higher-level or intermediate occupations at the time of the

survey and have a high level of qualification, which emphasizes the fact that intergenerational

transmission of high social status is observed on the side of female lineages as well.

Lastly, the two smallest clusters contrast female respondents whose early career comprises

part-time employment: in cluster 9, they work part-time almost continuously, but shift from

part-time to full-time after five to ten years in cluster 10. Their mothers have heterogeneous

occupational careers. Female respondents in cluster 9 are the youngest of the sample, and they

are relatively young in cluster 10 as well, which reflects the historically late appearance of

part-time employment in France in the 1980s (Maruani 2000). These women are also highly

qualified,  which  reflects  the  fact  that  part-time  employment  for  these  cohorts  initially

developed among well-educated women, whatever their mothers’ careers.
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To highlight an interesting point in these results, we can see that, while mothers’ inactivity is

often  linked  to  daughters’  inactivity  (and  mothers’  activity  to  daughters’  full-time

employment), there are also significant patterns where the daughters of inactive mothers have

full-time early employment careers: transmission does not automatically mean that mother

and daughter follow identical paths.

4.4. Robustness checks

Applying GIMSA implies of series of methodological choices and it is important to assess the

influence  of  these  choices  on  the  results.  At  the  first  step  of  the  process,  dissimilarity

measures must be chosen. As stated in section 3 step 1, these are numerous and they have

already  been  widely  discussed  in  the  social  science  literature:  it  is  beyond  our  scope  to

investigate the characteristics and impact of one metric or another. More importantly, one of

the  advantages  of  GIMSA is  that  it  allows  a  choice  of  metrics  that  specifically  fit  the

theoretical questions and data limitations under study, in a separate way for each dimension.

The second step of GIMSA is an operation to reduce noise by retaining only a small number

of MDS components.  To assess the impact  of this  noise reduction step,  we replicated the

previous analysis retaining 20 MDS components for mothers and daughters (instead of five

and four, respectively): noise reduction should be much weaker in this case. So we built a new

ten-cluster typology, which we then compared to the previous one. The Rand index (Saporta

and Youness 2002) is relatively high (0.649), which means the typologies are rather similar.

However, looking more closely at the new typology, we can observe some differences. First, a

very large group emerges,  made of daughters with transition to full-time employment and

heterogeneous mothers (they are inactive and/or in lower-level occupations).  On the other

hand, several very small clusters emerge, highlighting very marginal patterns: mothers who

studied for many years, mothers who shift from inactivity to higher-level occupations, and

two  groups  with  daughters  who  return  to  education  a  few years  after  completing  initial
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education. These rare patterns are of limited interest compared to more regular profiles: the

noise reduction step – via the selection of a smaller number of MDS components - seems to

improve significantly the substantive quality of the results.

The third step of GIMSA does not imply any choices, as all PLS components are retained.

The fourth step includes  an important  operation:  the weighting  of the two dimensions  of

dyads, so that their influence may be balanced in the building of the typology. As explained in

section 3, several weighting schemes are possible. In our empirical application, we chose to

weight PLS components by the inverse of their  variance (w1). We replicated the analysis

applying  three  alternative  weighting  schemes:  no  weighting  at  all  (w0);  mothers’ (resp.

daughters’) PLS components weighted by the inverse of the number of distinct mothers’ (resp.

daughters’)  sequences  in  the  sample  (w2);  or  by  the  inverse  of  the  first  mothers’ (resp.

daughters’)  MDS  eigenvalue (w3). The 10-cluster typologies are compared with the Rand

index:

TABLE 5

Rand Indices For Various Weighting Schemes

 w0 w1 w2 w3
w0 0.000
w1 0.850 0.000
w2 0.869 0.860 0.000
w3 0.775 0.804 0.821 0.000

All  the  Rand  indices  are  high,  ranging  from  0.775  to  0.869,  suggesting  rather  similar

typologies: the results are robust to different schemes of weighting. When we examine more

carefully the various typologies, a few comments may be added. First, the typology with no

weighting  comprises  many clusters  where  daughters  have  comparable  patterns:  variety  is

significantly higher on the mother's side. Thus the balance between mothers’ and daughters’

dimensions is not satisfying, which emphasizes the added-value of using a weighting strategy.

Moreover,  every  major  pattern  comes  to  light  whether  w1,  w2  or  w3  is  employed.  The
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differences concern small clusters and minority patterns, which are more or less aggregated

according  to  the  weighting  scheme.  While  w1  distinguishes  two  clusters  with  part-time

employed daughters, w2 only gives one but contrasts three patterns with daughters who shift

from full-time jobs to inactivity according to the age of the shift. w3 identifies three groups

with  daughters  in  part-time  work:  one  where  women  shifts  from  full-time  to  part-time,

another with the opposite shift, and the last one with continuous part-time employment.

5. CONCLUSION

In this paper, we examined the intergenerational pattern of women’s careers within lineages,

pairing the employment  histories  of mothers and daughters.  Using the rich data  from the

Biographies  et  entourage survey  (INED,  2000),  from  which  we  can  track  respondents’

employment and occupational careers and also those of their mothers, we applied an approach

we  called  “Globally  Interdependent  Multiple  Sequence  Analysis”  (GIMSA)  to  make  a

typological analysis of mother-daughter employment histories: this method combines standard

sequence  analysis  (e.g.  OMA),  Multidimensional  Scaling,  Canonical  PLS  and  clustering

techniques.

Intentionally  we  devised  an  application  example  more  suited  for  discussion  of  the

methodology than its substantive sociological output. Nevertheless the first results presented

here are promising. They open perspectives for studying long term trends and understanding

specific intra-family features and continuities that contribute to the overall macro changes in

women’s involvement in paid activity. The typologies obtained shed light on intergenerational

transmission, leaving aside a mechanical determinism and showing the relative multiplicity of

career pathways open to children starting from similar parental background in terms of their

mother's  labor  market  participation:  some  never  employed  mothers  have  daughters  with

incomplete careers, but others’ daughters always work full-time, and so on. The differences
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depend  on  characteristics  such  as  educational  background,  cohort  or  birth  order  among

siblings.

From a methodological point of view, GIMSA provides a flexible way to uncover patterns of

dyads of sequences. It is parsimonious and takes multidimensionality into account, i.e. each

dimension’s contribution remains explicit and can be specifically parameterized. Moreover,

GIMSA  emphasizes  global  interdependence between  sequences  within  dyads,  i.e.  the

relationship between  sequences taken as wholes. It presents very few constraints about the

data: sequences within the dyads do not have to be synchronized or to have the same nature:

they may have completely  different  alphabets,  time windows and time units,  and distinct

aspects of temporality (e.g. order vs timing) can be emphasized separately for each dimension.

Besides  the  theoretical  advantages  that  this  flexibility  provides,  this  also  means  that  the

quality  of  the  data  does  not  have  to  be  comparable  between  the  dimensions:  detailed

information about respondents’ histories and cruder material about their parents can be used

together.  Combining  OMA with  Euclidean  tools,  GIMSA offers  a  straightforward  and

computationally  efficient  multidimensional  approach  to  sequence  pattern  mining,

complementary to existing strategies like “Multi-channel sequence analysis” (Gauthier et al.

2010): the choice of one method or the other will depend on theoretical and data issues. While

MCSA is best suited to analyze the interdependence between various dimensions at each point

in time (i.e. local interdependence), GIMSA favors global interdependence. 

GIMSA may be used for distinct purposes, as may clustering approaches in general. Indeed,

when performing an in-depth exploration of the data, one tends to split the data into a large

number  of  clusters  in  order  to  identify  homogeneous  patterns  and  reflect  the  diversity

embedded  in  the  sequences.  On  the  other  hand,  to  summarize  the  heterogeneity  of  the

sequences, it is preferable to use a smaller number of clusters, which renders further analysis
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manageable, as we did in this paper. This simplification of the data is not specific to GIMSA;

it is a procedure the users undertake in relevance with their research question.

Still, GIMSA focuses on a specific kind of data, e.g. linked life courses. This method allows

to identify patterns of sequences, but does not provide the degree of association between the

various  dimensions  of  the  sequence  data.  It  will  find  clusters  whatever  the  degree  of

association  between  dimensions.  To  avoid  drawing  conclusions  from  weakly  associated

dimensions, it may be useful to use strategy 4 and an association index (see note xx) prior to

GIMSA, to assess whether pattern searching is relevant or not. Moreover, once GIMSA has

been  performed,  one  may  complement  it  with  intra-cluster  homogeneity  measures  (e.g.

average intra-cluster sequence dissimilarity). Indeed, in a given typology, a cluster may result

from a strong association between dimensions, and then sequences will then be homogeneous

within each dimension, while another cluster may present only a weak association, and then

sequences will probably be considerably more homogeneous in a dimension than in the other.

In this view, sequence homogeneity measures, as well as sequence plots, are useful guidelines

to identify variations in the strength of the link between dimensions.

One could argue that sequence analysis has not produced any blockbuster applications yet, as

Abbott  (2000) stated some years ago. Still,  blockbuster applications are rare whatever  the

methodological approach, and the relevant issue is whether sequence analysis helps to better

understand some parts of the social world. For more than 25 years, sequence analysis has

played a very positive role in helping to understand the complexity of life courses and careers.

From  this  angle,  GIMSA provides  an  additional  element  in  the  inherited  toolbox.  As

illustrated by our application,  GIMSA may offer a different  viewpoint on social  mobility.

Indeed, mobility is often analyzed by comparing social positions at a given point in time. But

this gives only a partial view of an individual’s position, which could be better captured by

examining his or her trajectory (or a part of it). That is why comparing multiple sequences
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instead of single states or events may be a fruitful avenue for research on social mobility and

intergenerational  transmission.  For  instance,  it  is  conceivable  to  explore  the  global

interdependence between siblings’ and parents’ life courses or careers all together, whether

trajectories  have  different  time  windows  or  not  (for  instance  with  children’s  sequences

focusing on school-to-work transition and parents’ on the whole career). 

The range of potential applications for GIMSA thus extends well beyond intergenerational

social mobility studies and intergenerational transmission in general. They can be classified

on the basis of several dichotomies. First, the entities associated with the sequences under

study can be human (individuals) or non-human (e.g. nations, firms, etc.). Second, the various

dimensions that make up the multi-dimensional  sequences can characterize a single entity

(e.g. an individual) or more entities, as in this article where one dimension characterizes the

mother and another dimension characterizes her daughter. The latter case can be extended to

the relationship between parents and children in general, but also to siblings or peer groups

(friends, colleagues, etc.), for instance. In addition, the various dimensions of the sequences

may correspond to trajectories whose nature is either similar (as is the case here, where the

careers  of  mothers  and  their  daughters  are  analyzed)  or  different  (for  example,  when

comparing family and employment histories). From the perspective of temporality, the various

dimensions of the sequences can describe contemporaneous trajectories, in terms of age or

historical period, or asynchronous ones. In our example, the dimensions are asynchronous,

insofar as they describe the school-to-work transition for daughters and the entire career for

mothers. Again, the dimensions may or may not have the same time unit (year, month, etc.)

and/or  the  same length.  Note that  in  the case of  contemporaneous  dimensions,  MCSA is

probably more appropriate than GIMSA. Finally, the sequences may have two dimensions, as

in this paper, or a larger number. In the latter case, canonical PLS should be replaced by an
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alternative factor analysis technique, such as Multiple Factor Analysis (Escofier and Pagès

1994).
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APPENDIX 1. Multidimensional Scaling (MDS)

Given the matrix of distances ji ξξ   between n points  n=i;ξ i 1,  in a euclidean space, 

MDS provides a means to rebuild the image of the unit scatterplot in the basis of its principal 

components: 

■ Finding the scalar product matrix of vectors centered on their centroid:

Centering vectors on their centroid: let ξ̄=
1
n ∑

i=1

n

ξ i   and  x i =
def.

ξi−ξ̄ ∀i=1,n .

Then: 

jijijiji x|xx+x=xx=ξξn=ji, 2 : 1,
2222
  

 222

2

1
  jijiji xxx+x=x|x  (1)

Besides, in view of the Koenig equality applied to  n=i;xi 1, with centroid 0=x :
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0
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 : 1,   j

n

=j
iji

n

=j

x
n

+x=xx
n

n=i (2i)

Let 
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1
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1
j
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n

=D  and 
2

1

1
ji

n

=j
i xx

n
=D  . From (2i), we have:

0

2
 : 1, DD=xn=i ii  (3)

Summing up equations (2i) over i and dividing by n, we get:
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ji xx
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So, from (4) and (3), draw every 
2

ix , and then, from (1), every ji x|x .

■ Finding the principal components:

Let S be the matrix  
n=ji,ji x|x

1, . Let kλ denote the kth eigenvalue in decreasing order and vk

be the associated unit norm eigenvector. Then, the principal components fk of  n=i;xi 1, are:

kk
k vnλ=f
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APPENDIX 2. Symmetric PLS

Given two data matrices X(n,p) and Y(n,q) containing respectively p and q numeric variables

describing  the  same  n statistical  units,  the  purpose  of  symmetric  PLS  is  to  extract  two

sequences of uncorrelated components  K=k,f k 1, and  K=k,g k 1, , such that, k :

 fk (respectively gk) belongs to the space spanned by X's (resp. Y's) columns;

 fk (respectively gk) captures as much as possible of X's (resp. Y's) variance unaccounted

for by previous components;

 fk and gk are as correlated as possible.

Such components are extracted through the following algorithm.

Rank 1 components:

Let 1  with ; 1  with 11
1

11
1 =vYv=g=uXu=f

Vectors u1 and v1 are the solutions of the following program :

Q(X,Y):   I
n

=PYv|Xumax

=vv',v
=uu',

gf,covmax

=vv',v
=uu', P

q

pu
q

pu

1
    where

1
1

1
1

�



�
��

   11  vv'μuu'λPXuY'v'=L

   'μv=PXuY'=Lλu=PYvX'=L
vu

1  20  ;  1  20    

u' (1) and v' (1') give:

μ=vμv'=PXuY'v'λ=uλu'=PYvX'u' 22  ;  22

  ημ=λ=gf,cov =
def.22  

which implies that η be maximum.

Besides:

     'ηv=PYvPXX'Y'ηu=PXuPYY'X'' 2    ;  2  1,1 

So, the solution vector u (resp. v) is the eigenvector characterized by (2) (resp. (2')) associated

with the largest eigenvalue.

Rank k>1 components:
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Rank k component fk (resp. gk) must be uncorrelated to the former rank ones f1, … fk-1 (resp. g1,

… gk-1). To ensure that, we define:

1100  ,   : 1  and   kkg
kkkf

k YΠ=YXΠ=X>kY=YX;=X

To put it more statistically, Xk (resp. Yk) is made of the residuals of Xk-1 (resp. Yk-1) regressed on

fk (resp. gk). Then, we look for:

   11 of sol.  kkkk Y,X=v,u Q
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APPENDIX 3. State Distribution Plots For Mothers’ Clustering
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APPENDIX 4. State Distribution Plots For Daughters’ Clustering 
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APPENDIX 5. R Program For The GIMSA Application

## ============
## Data import, etc
## ============

library(TraMineR)
library(cluster)

seqmother <- read.table("mydata_mother.txt")
seqdaughter <- read.table("mydata_daughter.txt")

## ===============
## Sequence definition
## ===============

mother.lab <- c("indep","high/mid lev","low lev","inact","stud")
mother.seq <- seqdef(seqmother,lab=mother.lab)

daughter.lab <- c("education","inactivity","pt job","ft job")
daughter.seq <- seqdef(seqdaughter,lab=daughter.lab)

## ===========================
## 1st GIMSA step: dissimilarity measures
## ===========================

mother.om <- seqdist(mother.seq,method="LCS")

daughter.cost <- seqsubm(daughter.seq,method="CONSTANT",cval=2)
daughter.om <- seqdist(daughter.seq,method="HAM",sm=daughter.cost)

## =============================
## 2nd GIMSA step: Multidimensional Scaling
## =============================

mother.mds <- cmdscale(mother.om,k=20,eig=TRUE)
daughter.mds <- cmdscale(daughter.om,k=20,eig=TRUE)

# To choose the number of MDS components to retain
stress <- function(omres,mdsres) {
  datadist <- as.dist(omres)
  res <- numeric(length=ncol(mdsres$points))
  for(i in 1:ncol(mdsres$points)) {
    fitteddist <- dist(mdsres$points[,1:i],diag=TRUE,upper=TRUE)
    res[i] <- sqrt(sum((datadist-fitteddist)^2)/sum(datadist^2))
    }
  res
}
stress(mother.om,mother.mds)
mother.mds$eig[1:10]/mother.mds$eig[1]
seqIplot(mother.seq,sort=mother.mds$points[,1])
stress(daughter.om,daughter.mds)
daughter.mds$eig[1:10]/daughter.mds$eig[1]
seqIplot(daughter.seq,sort=daughter.mds$points[,1])

nbmds.mother <- 5
nbmds.daughter <- 4

## ================================
## 3rd GIMSA step: symetrical (ie canonical) PLS
## ================================

a <- mother.mds$points[,1:nbmds.mother]
b <- daughter.mds$points[,1:nbmds.daughter]

symPLS <- function(a,b) {
  k <- min(ncol(a),ncol(b),nrow(a),nrow(b))
  X <- vector("list", k)
  Y <- vector("list", k)
  X[[1]] <- scale(a,scale=FALSE)
  Y[[1]] <- scale(b,scale=FALSE)
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  F <- matrix(nrow=nrow(X[[1]]), ncol=k)
  G <- matrix(nrow=nrow(X[[1]]), ncol=k)
  f <- matrix(nrow=nrow(X[[1]]), ncol=k)
  g <- matrix(nrow=nrow(X[[1]]), ncol=k)
  vF <- vector(mode="numeric", length=k)
  vG <- vector(mode="numeric", length=k)
  corr <- vector(mode="numeric", length=k)
  for(i in 1: k) {
  u <- eigen(t(X[[i]])%*%Y[[i]]%*%t(Y[[i]])%*%X[[i]])$vectors[,1]
  F[,i] <- X[[i]]%*%u
  v <- t(Y[[i]])%*%X[[i]]%*%u
  v <- v*as.vector(1/((t(v)%*%v)^0.5))
  G[,i] <- Y[[i]]%*%v
  f[,i] <- F[,i]*as.vector(1/((t(F[,i])%*%F[,i])^0.5))
  g[,i] <- G[,i]*as.vector(1/((t(G[,i])%*%G[,i])^0.5))
  X[[i+1]] <- X[[i]] - f[,i]%*%t(f[,i])%*%X[[i]]
  Y[[i+1]] <- Y[[i]] - g[,i]%*%t(g[,i])%*%Y[[i]]
  vF[i] <- var(F[,i])
  vG[i] <- var(G[,i])
  corr[i] <- cor(x=F[,i], y=G[,i], method="pearson")
  }
  res <- list(F=F,G=G,vF=vF,vG=vG,corr=corr)
  rm(k,X,Y,f,g,u,v)
  return(res)
  }

pls <- symPLS(a,b)

## ================================
## 4th GIMSA step: distance matrix and clustering
## ================================

# no weighting (w0)
F <- pls$F
G <- pls$G

# weighting by variance of PLS components (w1)
F <- apply(pls$F,2,scale,center=FALSE)
G <- apply(pls$G,2,scale,center=FALSE)

# weighting by number of distinct sequences (w2)
F <- pls$F/nrow(seqtab(mother.seq,tlim=0))
G <- pls$G/nrow(seqtab(daughter.seq,tlim=0))

# weighting by MDS 1st eigenvalue (w3)
F <- pls$F/mother.mds$eig[1]
G <- pls$G/mother.mds$eig[1]

# distance computation
diff2 <- function(X) return(as.matrix(dist(X,upper=T,diag=T)^2,nrow=nrow(X)))
D <- (diff2(F)+diff2(G))^0.5

# clustering
seq.dist <- as.dist(D)
seq.agnes <- agnes(seq.dist, method="ward", keep.diss=FALSE)
seq.part <- cutree(seq.agnes, nbcl<-10)
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APPENDIX 6. State Distribution Plots Of The Clusters
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APPENDIX 7. Cross-tabulation Of GIMSA Typology And Fourth Strategy’s Typology

Fourth Strategy’s Typology
(daughters || mothers)

GIMSA Typology
Total

1 2 3 4 5 6 7 8 9 10

Mostly FT || Mostly inactive 248 22 48 3 74 0 0 35 0 7 437

Mostly PT || Mostly inactive 0 0 1 0 0 0 0 1 22 0 24

From FT to inactivity || Mostly inactive 0 2 78 1 0 6 5 0 0 1 93

From PT to FT || Mostly inactive 13 0 0 0 1 0 0 0 0 6 20

Mostly inactive || Mostly inactive 0 1 45 0 0 78 2 3 0 0 129

Interruption || Mostly inactive 0 1 0 0 0 1 0 26 1 1 30

Mostly FT || Mostly low 6 4 3 136 72 0 0 2 0 0 223

Mostly PT || Mostly low 0 0 2 0 0 0 0 0 5 1 8

From FT to inactivity || Mostly low 0 1 14 23 0 0 0 0 0 0 38

From PT to FT || Mostly low 0 0 0 2 1 0 0 0 0 7 10

Mostly inactive || Mostly low 0 0 14 0 0 10 0 0 0 0 24

Interruption || Mostly low 0 0 0 0 0 0 0 13 2 0 15

Mostly FT || Mostly self 3 140 1 7 7 0 0 1 2 1 162

Mostly PT || Mostly self 0 0 0 0 0 0 0 0 10 0 10

From FT to inactivity || Mostly self 0 26 4 0 0 1 1 0 0 1 33

From PT to FT || Mostly self 0 0 0 1 0 0 0 0 0 12 13

Mostly inactive || Mostly self 0 21 0 0 0 2 0 0 0 0 23

Interruption || Mostly self 0 6 0 0 0 0 0 0 0 4 10

Mostly FT || Mostly high/interm 6 0 0 0 2 0 64 0 4 0 76

Mostly PT || Mostly high/interm 0 0 1 0 0 0 0 0 7 0 8

From FT to inactivity || Mostly high/interm 0 0 0 0 0 2 9 0 0 0 11

From PT to FT || Mostly high/interm 0 0 0 0 0 0 3 0 0 0 3

Mostly inactive || Mostly high/interm 0 0 0 0 0 0 10 0 0 0 10

Interruption || Mostly high/interm 0 0 0 0 0 0 1 0 2 0 3

Total 276 224 211 173 157 100 95 81 55 41 1413

Source: Biographies et entourage (2000)
Reference population: the 1413 female respondents and their mothers
Reading: low = lower-level occupations; high/interm. = higher-level or intermediate occupations; FT = full-time 
employment; PT = part-time employment

Note that GIMSA is more parsimonious than strategy 4 (which is one of its advantages), but it cannot
be seen as a means to simplify the combinations of the contingency table produced with strategy 4:
this  is  a  completely  different  method,  which  leads  to  a  different  clustering.  Looking  at  the  two
typologies, one notices that some of their clusters are very similar, while some patterns are only visible
in one method or the other. For instance, GIMSA distinguishes, among daughters whose mothers are
mostly inactive, between those who are mostly inactive (cluster 6) and those who shift from full-time
employment to inactivity (cluster 3), while strategy 4 lumps them together (row 5). On the contrary,
GIMSA groups daughters whose mothers have lower-level occupations (cluster 4), whether they are
mostly employed full-time (row 7) or they shift from full-time to inactivity (row 9).
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APPENDIX 8. Descriptive Variables Distribution By Cluster

Characteristic
Cluster

total
1 2 3 4 5 6 7 8 9 10

Daughter's
year of birth

1930-1939 32.6 40.6 37.9 37 29.3 37 25.3 29.6 16.4 31.7 33.8

1940-1945 28.3 23.2 28 24.9 26.1 34 28.4 37 30.9 24.4 27.7

1946-1950 39.1 36.2 34.1 38.2 44.6 29 46.3 33.3 52.7 43.9 38.5

Daughter's
occupation at
the time of the

survey

inactive 12 16.5 42.7 20.2 10.8 61 18.9 13.6 10.9 19.5 22.4

self-employed 0.7 2.2 1.4 1.2 2.5 1 3.2 3.7 1.8 2.4 1.8

intermediate oc-
cupation

27.9 12.1 9 8.1 14 4 31.6 25.9 25.5 22 16.8

higher-level oc-
cupation

28.3 24.1 13.7 23.1 36.3 11 28.4 24.7 30.9 17.1 24.1

clerical and sales 29.3 41.5 31.3 43.4 33.8 21 17.9 27.2 23.6 34.1 32.2

manual worker 1.8 3.6 1.9 4 2.5 2 0 4.9 7.3 4.9 2.8

Daughter's
qualification

None 8 9.4 11.8 7.5 5.1 31 0 4.9 14.5 14.6 9.8

< baccalauréat 38 56.7 54 66.5 57.3 27 26.3 43.2 18.2 41.5 47.1

baccalauréat 21.4 16.5 20.9 15.6 19.7 19 28.4 23.5 16.4 9.8 19.5

> baccalauréat 32.6 17.4 13.3 10.4 17.8 23 45.3 28.4 50.9 34.1 23.6

Daughter's
number of
children

0 23.6 10.7 1.4 12.7 20.4 1 10.5 4.9 14.5 22 12.6

1 26.1 14.3 11.4 20.2 30.6 6 23.2 21 14.5 19.5 19.2

2 31.9 42 42.2 42.8 29.3 20 38.9 50.6 40 29.3 37

3 or more 18.5 33 45 24.3 19.7 73 27.4 23.5 30.9 29.3 31.1

Daughter's
birth order

only child 5.4 12.1 7.6 27.7 8.9 2 9.5 6.2 10.9 17.1 10.5

eldest 29 26.3 35.1 34.1 35 25 26.3 30.9 30.9 22 30.3

in between 38.4 36.2 38.4 18.5 28.7 50 37.9 45.7 34.5 39 35.6

youngest 27.2 25.4 19 19.7 27.4 23 26.3 17.3 23.6 22 23.6

Daughter's fa-
ther's occupa-

tion

farmer 8 12.5 10 9.2 8.9 9 9.5 6.2 9.1 4.9 9.3

self-employed 14.1 12.9 18.5 16.8 17.8 11 17.9 18.5 9.1 12.2 15.4

intermediate oc-
cupation

20.3 17.4 17.5 24.3 21.7 22 11.6 13.6 21.8 29.3 19.5

higher-level oc-
cupation

12 11.6 12.8 13.3 7 15 13.7 12.3 10.9 7.3 11.8

clerical and sales 15.2 9.8 12.3 11.6 10.8 12 12.6 13.6 14.5 14.6 12.5

manual worker 26.1 29.5 21.8 19.7 27.4 23 27.4 27.2 30.9 29.3 25.5

inactive 4.3 6.2 7.1 5.2 6.4 8 7.4 8.6 3.6 2.4 6

Source: Biographies et entourage (2000)
Reference population: the 1,413 female respondents and their mothers
Reading guideline: For example, 32.4% of daughters belonging to cluster 1 are born between 1930 and 1939.
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1 For an extensive review of these two sets of methods, see Robette and Bry 2012.
2 For a detailed presentation of the different stages of a sequence analysis by Optimal Matching see for example 
MacIndoe and Abbott 2004.
3 The same kind of problems have been considered for more atypical sequences, e.g. activity patterns from diary data 
(Wilson 1998) or activism careers (Blanchard 2005).
4 i.e. the frequency of transition between the states (or a function of it).
5 It should be noted that some authors have compared several of these approaches using the same data set (Blanchard 
2010). Furthermore, Piccarreta and Lior (2009) use Multidimensional Scaling to sort one-dimensional index plots 
according to a second dimension; the scope of our review focuses on the dominant view, however, i.e. typological 
approaches.
6 These criteria are inspired by Gauthier et al. 2010.
7 More precisely, a typology may be considered as more parsimonious than another if it keeps the same amount of 
information with fewer clusters, or if it keeps more information with the same number of clusters. Practically, 
parsimony is a balance between the amount of information and the number of clusters and the decisions it implies are 
not always straightforward.
8 Another example could the dyad of sequences formed by the current workday or workweek, as gathered in time-use 
surveys (Lesnard and Kan 2011), and past occupational career.
9 Other MDS techniques exist, such as nonmetric MDS (Shepard 1962) or Bayesian MDS (Oh and Raftery 2001). We 
follow Piccarreta and Lior's (2010) approach by applying metric MDS to sequence dissimilarity measures. Another 
application of MDS to sequence analysis may be found in Halpin and Chan 1998.
10 The number of retained components may be different for mothers and daughters.
11 Symmetric (or canonical) PLS can only deal with two sets of variables, still in this case it is probably the most 
powerful method (Bry 1996). In cases of three sets of variables or more, alternative factor analysis techniques may be 
used, such as Multiple Factor Analysis or STATIS (Escofier and Pagès 1994).
12 Ward's criterion is known to produce homogeneous and compact clusters (Nakache and Confais 2004). It has been 
widely and successfully applied with sequence analysis.
13 The Île-de-France region comprises the Paris metropolitan area plus the outer suburbs, and was home to 19% of the 
French population in 2000.
14 In our survey, the interviewees are the children generation and no siblings were interviewed, so each mother is present
only once in our sample.
15 Completing education, at ages which range from 14 to 28 years.
16 Added to that, in our survey, part-time employment covers jobs at 80% of full-time hours , as well as jobs at 50% or 
even less.
17 These analyses were done using R software (R Development Core Team 2013) and the TraMineR package 
(Gabadinho et al. 2011).
18 These computations were done using the WeightedCluster package (Studer 2012) in R.
19 Colored index plots are available at http://nicolas.robette.free.fr/publis_eng.html
20 Despite the choice of a dissimilarity measure emphasizing order.
21 The 24 state distribution plots are available from the authors.
22 To test the association between the typologies, we first perform a Pearson’s Chi-squared test: p-value = 0.0008624. 
However, as some cell counts are lower than 5, Fisher’s exact test is best-suited: p-value = 0.0004998. Both tests show 
that the typologies are significantly associated.
23 From a strictly practical view, using MCSA here would imply adding 32 ‘non-response’ states within every daughter’s
sequence. And it is not clear where these states should be added (at the beginning, at the end or somewhere in the 
middle), due to the difference in the definition of the time windows. While it is not technically impossible, the 
interpretation of the results would be blurred: to what extent would these results be driven by the reshaping of 
daughters’ sequences? But our major argument for using GIMSA to analyze the data remains the difference between 
local and global interdependence.
24 The R program of the GIMSA application process in given in Appendix 5.
25 As mentioned before, this characteristic of GIMSA emphasizes global interdependence.
26 The figures are available from the authors.
27 i.e. Min(5,4,1413).
28 It would be all the more so in the case of more than two dimensions.
29 Automatic clustering procedures for empirical data are hierarchical: this means that each cluster could be further 
divided into several sub-clusters, which are distinct and more homogeneous than the main cluster. Thus a typology is 
based on a delicate choice between the aggregated profile of the whole sample and the idiosyncrasy of individual cases.
30 Colored index plots are available at http://nicolas.robette.free.fr/publis_eng.html
31 Social origin as measured by daughters’ father occupation is not significantly associated with the clusters. This may 
be explained by the fact that daughters’ mother occupation is taken into account in the dyads which lead to the clusters, 
combined with the importance of homogamy in France (Vanderschelden 2006).


