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Francesca Poggiolesi

On defining the notion of complete and
immediate formal grounding

Abstract

The aim of this paper is to provide a definition of the the notion of
complete and immediate formal grounding through the concepts of deriv-
ability and complexity. It will be shown that this definition yields a subtle
and precise analysis of the concept of grounding in several paradigmatic
cases.

1 Introduction

Consider the following sentences:

1. In Europe well-functioning thermometers are higher in summer than in
winter because in Europe it is warmer in summer than in winter.

2. The action is wrong because it was performed with the sole intention of
causing harm.

3. The ball is red and round because the ball is red and the ball is round.

Each of these sentences contains the expression because and each of them
can be divided into an antecedent, i.e. what comes after the because (“in Europe
it is warmer in summer than in winter”, “the action was performed with the
sole intention of causing harm” and “the ball is red and the ball is round”), and
a consequent, i.e. what comes before the because (“in Europe well-functioning
thermometers are higher in summer than in winter”, “the action is wrong”, “the
ball is red and round”, respectively). In each case not only can we say that the
consequent is entailed by the antecedent, but also, and more importantly, that
the consequent is determined or explained or accounted for the antecedent. In
other terms, in each of the sentences listed above, the antecedent constitutes a
reason for or a ground of the consequent.

Sentences 1–3 are sentences standardly used to exemplify the concept of
grounding, a concept that has been the subject of increasing interest in the
contemporary philosophical and logical literature (e.g. [8, 13, 14, 18, 21, 22]).
Grounding is often described as an objective relation that is explanatory in
nature. The relata of this relation are, for some authors, truths, for others, facts
(e.g. see [11]); in this paper we take grounding to be a relation amongst truths.1

1For the sake of clarity, let us note that grounding might also be seen as a sentential
operator, rather than a relation. For a detailed discussion of these issues see [11].
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The linguistic expression because represents one way of conveying the grounding
concept; another common way of conveying it is given by the expression in virtue
of.

Several scholars have stressed the importance of the grounding concept for
philosophical inquiry. Correia and Schnieder [11] clearly state that “it is a phe-
nomenon of the highest philosophical importance”; Fine [15] goes even further
and claims, “Once the notion of ground is acknowledged, then I believe that it
will be seen to be of general application throughout the whole of philosophy.”
This paper aims to contribute to the debate concerning this notion.

Our starting point will be a distinction, first introduced by a pioneer in the
study of grounding – the Bohemian thinker Bernard Bolzano – between material
and formal grounding. In [3, §162, p. 257] Bolzano defines the distinction
between formal and material grounding by exploiting his famous concept of
variable-ideas. In this paper, following the tradition in contemporary logic,
we rather take formal grounding to be grounding in a logical sense, material
grounding being the complement of formal grounding. Thus, according to our
distinction, sentences 1 and 2 are examples of material grounding, while sentence
3 is an example of formal grounding.

In this paper we do not aim to analyze both material and formal grounding;
rather, we will restrict our attention to the concept of formal grounding. Our
goal is to give a definition of this notion. This goal, we claim, is both original
and important. On the one hand, the recent literature on grounding contains
discussions of the properties that grounding satisfies (e.g. see [13, 18]) or of
the very existence of the notion of grounding (e.g. see [12]), but, as far as
we know, little has been said on how to define such a concept (Bolzano [3]
represents a notable exception to this trend and we will actually rely on some
of his intuitions). On the other hand, not only does it seem crucial per se to
have a definition of formal grounding, but also, such a definition could offer new
perspectives on how to develop a logic of formal grounding.

The paper will be organized as follows. In Section 2 we will introduce classi-
cal logic as the background framework of our research and then investigate the
relationship between the classical notion of derivability and formal grounding.
Section 3 will serve to present the concept of complete and immediate formal
grounding that will be the specific object of our study; in Section 4 we will
examine the relationship between grounding and complexity and introduce a
precise definition of complexity. Section 5 will be used to analyze the case of
disjunction and argue for the need for another element, other than derivability
and complexity, in the definition of formal grounding. In Section 6 we will
finally state our definition of complete and immediate formal grounding. In
Section 7 we will outline some differences between our approach to the concept
of grounding and the most prominent approaches (see [10, 16, 23]) in the con-
temporary literature. Finally, in Section 8, we will draw some conclusions and
sketch some directions for future research.
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2 Classical logic, derivability and formal ground-
ing

In what follows classical logic will be the framework in which we will study the
notion of formal grounding.

Definition 2.1. The language Lc is composed of a denumerable stock of propo-
sitional atoms (p, q, r, . . . ), the logical operators ¬, ∧ and ∨ and the parentheses
(, ). Formulas are constructed as usual and the set of well-formed formulas of
Lc is denoted by F .

Semantically, classical logic is defined by means of the standard truth-tables
containing the two truth values, truth and falsity. Syntactically, by relying on
the means of a formal system (e.g. see [26]), the notion of classical derivability
can be easily introduced and, following the common usage, be denoted by the
symbol `. More precisely, we will write M ` A for: there exists a derivation
from the multiset2 of formulas M to the formula A. The notion of classical
derivability will be central throughout the paper.

Here we are interested in understanding the link between classical derivabil-
ity and formal grounding. At the first glance, these concepts seem to be closely
connected. But what is the exact nature of their relationship? Certainly, if A is
derivable from the multiset of formulas M , it does not follow that M formally
grounds A. To see this, consider the case of conjunction. While A is derivable
from A∧B, nobody would ever say that A∧B is the formal ground of A. What
about the inverse then? If M formally grounds A, does this imply that A is
derivable from M? Intuitively, the answer seems to be affirmative: it is difficult
to imagine a case of formal grounding where the conclusion is not derivable from
its premises. Note, moreover, that there exists a significant volume of literature
(e.g. see [1, 6, 7, 21]) dedicated to the assimilation of normal derivations of clas-
sical logic with formal grounding proofs and that, by doing so, assume, directly
or indirectly, that formal grounding is nothing but a particular sort of classi-
cal derivability. Finally, an explicit association between derivability and formal
grounding can also be found in Bolzano [3, §162, p. 257], even if Bolzano used
the terms formal and derivable in a different, though related and compatible,
way from ours. In the light of these observations, we can reasonably claim that
formal grounding is indeed a special type of derivability; in other words, formal
grounding is grounding amongst truths that are also derivable.

This claim is extremely important for our project. Indeed, if we seriously
think that formal grounding is a special sort of classical derivability, then the
task of defining formal grounding amounts to that of finding those criteria dis-
tinguishing, among the relations of classical derivability, those which constitute
relations of formal grounding from those which do not. The following sections
will be dedicated to this task.

2We work with multisets rather than with sets because, as will become evident later on,
we need to take into account the number of occurrences of each formula of M .
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We can summarize this section with the following general picture: the back-
ground framework of our research is constituted by classical logic, its two truth
values and a notion of derivability which typically formalizes proofs by means
of which we demonstrate that something is true. On this basis, by imposing
certain specific and adequate criteria, we aim to draw out a notion of formal
grounding that deals only with truths and that is supposed to represent proofs
by means of which we demonstrate why something is true.

3 Complete and immediate grounding

According to what we have said in the previous section, in the search for a
definition for the notion of formal grounding, our starting point should be the
classical notion of derivability. Now a derivation is usually seen as a tree in which
every edge corresponds to an inferential step. Likewise, even a formal grounding
proof can be seen as a (special) tree (see [2, 20, 21, 25]) in which every edge
corresponds to a single grounding step. We are going to call the single grounding
step of a grounding tree immediate grounding. Mediate grounding is usually
taken to be the transitive closure of the relation of immediate grounding. Thus,
every truth occurring in a grounding tree, looking at the tree from the bottom
upwards, is a mediate ground of the tree root. This terminology has been firstly
introduced by Bolzano [5] and then taken up (with slight modification) by Fine
[15].

The immediate–mediate distinction is not the only one that we can make
concerning the concept of (formal) grounding. There is another central distinc-
tion to be drawn which appears to correspond to what Bolzano called complete
and partial grounding and which is related to what is referred to nowadays as
the difference between full and partial grounding.

According to Fine [15] A is a partial ground of C if A on its own or together
with some other truths is a ground of C. Thus, given that A and B are the full
ground of A∧B, each of A and B will be a partial ground of A∧B. The notion
of full ground is never explicitly defined but it is suggested that A is a full
ground of C if the truth of A is sufficient to guarantee the truth of C. Bolzano’s
distinction between complete and partial ground is slightly different. Following
the analysis of Sebestik [24] and Tatzel [25, p.13], for Bolzano the (multi)set of
all, and only, those truths each of which contributes to ground the truth C is a
complete ground of C. On the other hand, each of the truths that compose the
complete ground of C is said to be a partial ground of C.

It seems that Bolzano and Fine are both aiming at the same - or at the
least very similar - distinction, although the way they draw the line between
the two concepts is different. For Fine a partial ground of a truth C can also be
a full ground of C, while for Bolzano this can never be the case, since partial
and complete grounds are two disjoint concepts [3, §198, p. 268]. Moreover,
while for Fine, the full ground of a truth C does not need to correspond to
the (multi)set that gathers together all and only the truths that ground C –
for Fine full ground is just a sufficient condition – for Bolzano this is precisely
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what characterizes the complete ground of a truth C. Note moreover that this
difference between complete and partial ground and full and partial ground
is directly linked to different viewings on the uniqueness of grounding. While
Bolzano aimed to investigate the complete grounds of a truth, Fine concentrates
on the concept of a full ground of a truth.

In what follows we will focus on the notion of complete and immediate formal
grounding in the Bolzanian sense; the precise goal of this paper will be to give
a definition of it. This restriction to what might seem a narrow object of study
is actually a common strategy in the literature. Indeed, this is very close to
Bolzano’s own approach: he took the concept of complete and immediate formal
grounding as central and thought this was the concept to be characterized first.
The definitions of the other concepts would have followed as consequences (see
[25]).

Fine expresses a similar attitude. On the one hand he claims that

The notion of immediate ground would appear to give us something
genuinely new ; and I find it remarkable how strong our intuitions
are about when it does and does not hold. [...] It is the notion
of immediate ground that provides us with our sense of a ground
theoretic hierarchy. [15, p. 51, italics ours]

And then he continues with

It is for this reason that pride of place should be given to the full
notion in developing an account of ground. [15, p. 50, italics ours]

The agreement of these two illustrious philosophers on the centrality of the
concept of complete and immediate grounding is a very good reason for focussing
on this notion.

4 Complexity and complete and immediate for-
mal grounding

Let us now get at the heart of the matter and consider what conditions are
needed to pass from classical derivability to the concept of formal grounding.
In particular, since we focus on the notion of complete and immediate formal
grounding, we will have to find those conditions that allow us to pass from
a singular inferential step to the concept of complete and immediate formal
grounding.

In the past as well as in the recent literature on grounding, one of the oft
noted characteristics of this notion is complexity (e.g. see [2, 7, 10] ). Bolzano
was the first to explicitly claim that in a formal (in his sense of formal, see
Section 2) grounding relation the grounds cannot be more complex than their
conclusion (e.g. [3, §221.2, p. 288])3. In none of [10, 15, 23] is it ever the

3For a detailed analysis of Bolzano’s complexity constraint see [21].
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case that a truth B is grounded by a truth A which is more complex than B.
Thus, seemingly, we can assume that in a formal grounding chain, complexity
decreases as one goes from the conclusion to its grounds. In particular, in the
case of complete and immediate grounding, the grounds must be completely
and immediately less complex than their conclusion. But what exactly does
being completely and immediately less complex mean? Can we have a precise
definition of this notion? While intuitively it might seem easy to decide when
a truth is (completely and immediately) less complex than another, to draw
the formal counterpart of such a notion is not straightforward. The rest of the
section will be dedicated to this task. The result will play a crucial role in our
definition of complete and immediate formal grounding.

Anyone who is acquainted with classical logic will certainly know that in this
framework there already exists a way of associating to a formula A a number
representing its complexity, and a notion, that of subformula, that might be seen
as describing the relation of being less complex. So one might think that we
actually already have the tools needed for a definition of being completely and
immediately less complex. In order to avoid any confusion, let us present these
two notions and then explain why, in fact, they do not work in the grounding
framework. This will also shed light on the features required from a notion of
being completely and immediately less complex that is appropriate for grounding.

Definition 4.1. The complexity of a formula A, cm(A), is inductively defined
in the following way:

- cm(p) = 0

- cm(¬A) = cm(A) + 1

- cm(A ◦B) = cm(A) + cm(B) + 14

Thus the complexity of a formula is measured by counting the occurrences
of its logical connectives.

Definition 4.2. A is a subformula of B if, and only if, one of the following
holds:

- A = B

- B = ¬C and A is a subformula of C

- B = (C ◦D) and A is a subformula of C or a subformula of D

Given these two definitions it seems straightforward to define the notion of
being completely and immediately less complex in the following way.

Definition 4.3. In the classical logical framework, a multiset M is completely
and immediately less complex than a formula C if, and only if:

4From now on ◦ = ∧,∨.
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Figure 1: Three grounding principles which are generally accepted in the liter-
ature, (e.g. (see [10, 15, 23])).

– {A} is the full (or complete) and immediate grounds of ¬¬A

– {A, B} is the full (or complete) and immediate grounds of A ∧B

– {¬A,¬B} is the full (or complete) and immediate grounds of ¬(A ∨B)

- C = ¬B and M = {B}, or

- C = B ◦D and M = {B, D}

This seems to be a very natural way to define the novel notion of completely
and immediately less complex, in the light of the well-known notions of com-
plexity and subformula that have been introduced above, see Definitions 4.1
and 4.2 respectively. The multiset M is less complex than the formula C since
cm(M) < cm(C) (where cm(M) is the sum of the complexities of its members).
The multiset M is immediately less complex than the formula C since it con-
tains only subformulas that can be immediately obtained from the formula C
by removing its main connective. The multiset M is completely less complex
than the formula C since it contains all subformulas that are precisely at one
level below the formula C.

The question now is: does Definition 4.3 work in the grounding framework?
In order to answer this question, let us point out the virtues of this Definition
before turning to its problems. As for the virtues, in the case of (certain)
conjunctions and disjunctions, it seems to work fine. (Let us call this virtue V.)
Consider for example the formula p ∧ q (the case of a disjunctive truth can be
treated anagously). According to Definition 4.3 the multiset {p, q} is completely
and immediately less complex than p∧q; since p, q are standardly (see Figure 1)
taken to be the complete and immediate formal grounds of p∧q, this is precisely
what we would like to have.

As for the problems, they are three. The first (we will call it P1) concerns
conjunction and disjunction. We will illustrate this problem with a formula in
conjunctive form. Analogous examples can provided with formulas in disjunctive
form. Consider a formula of the form (p∧q)∧r. Then it seems that we would like
to claim that, not only the multiset {p∧q, r} is completely and immediately less
complex than (p∧ q)∧ r, but that also each of the multisets {q∧p, r}, {r∧p, q},
{p∧ r, q}, {q ∧ r, p}, {r ∧ q, p} is completely and immediately less complex than
(p∧q)∧r. Of course Definition 4.3 does not allow us to draw such a conclusion.

The other two problems linked with Definition 4.3 concern negation. Con-
sider for example the formulas A and ¬¬A: A is taken to be (see Figure 1)
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the complete and immediate formal ground of ¬¬A, thus it also needs to be
completely and immediately less complex than ¬¬A; however, according to
Definition 4.3, it is ¬A, and not A, that is completely and immediately less
complex than ¬¬A. (We will call this problem P2.) A similar situation arises
with ¬(A ∨ B): ¬A, ¬B are considered (see Figure 1) the complete and im-
mediate formal grounds of ¬(A ∨B), thus they also need to be completely and
immediately less complex than ¬(A ∨B); however, according to our definition,
it is A∨B that is completely and immediately less complex than ¬(A∨B). (We
will call this problem P3.)

Given this situation, we can conclude that Definition 4.3, which draws nat-
urally upon Definitions 4.1 and 4.2, does not work in the grounding framework.
Thus we need an alternative notion that has the same virtue V as Definition
4.3, but that overcomes problems P1 - P3. In order to achieve the desired result,
we will proceed in three steps (that are analogous to those that we have just
seen in the classical framework): we will introduce a new way of measuring the
complexity of a formula A that is adequate for the grounding framework; then,
we will explain what counts as a subformula A of a formula B in the grounding
framework. Finally, by exploiting the first two notions in a way analogous to
that seen above, we will define the notion of being completely and immediately
less complex in the grounding framework.

We start by defining a notion of complexity appropriate for the grounding
framework.

Definition 4.4. The g-complexity of a formula A, gcm(A), is defined in the
following way:

- gcm(p) = gcm(¬p) = 0

- gcm(A ◦B) = gcm(¬(A ◦B)) = gcm(A) + gcm(B) + 1

- gcm(¬¬A) = gcm(A) + 1

So now we have two different ways of counting the complexity of a syntac-
tic object A ∈ F of the language Lc: the first way, introduced in Definition
4.1, is simply called complexity, the second way, introduced in the definition
above, is called g-complexity, for grounding complexity. These two notions are
two different technical devices, two different mechanical ways of counting the
complexity of a syntactical object A ∈ F and, as such, they could be just taken
for granted without any further explanation. Nevertheless we are led to think
that each of these notions is in its respective context (i.e. a classical context
on the one hand, and a grounding context on the other hand) very natural and
therefore should be preferred over the other imaginable measures of complexity
of the object A ∈ F . We will now clarify the reasons behind this claim; this will
shed light on both notions of complexity.

Let us start by analyzing the standard notion of complexity of a formula.
According to Definition 4.1, the complexity of a formula is calculated by system-
atically counting the occurrences of its logical connectives. Thus the complexity
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of the formula ¬A corresponds to the complexity of A plus one; the complexity
of A∧B corresponds to the complexity of A plus the complexity of B plus one,
and so on. A prominent reason why this is the natural definition of complex-
ity for classical logic is that this logic is concerned with propositions, and the
relations between formulas which are “counted” in this definition track those
between propositions. The formula ¬p is constructed from the formula p by the
addition of a connective, just as the proposition expressed by the formula ¬p
can be obtained from that expressed by p by the application of the operation of
negation. Counting the former formula as of a complexity one greater than the
complexity of the latter formula thus seems to correctly capture the appropriate
aspect of the relationship between the propositions. Analogously, the construc-
tion of the formula A ∧B from the formulas A and B mimics the operation on
propositions that would yield the proposition expressed by A ∧ B from those
expressed by A and B, and Definition 4.1 reflects this.

Things are different when we move to the grounding framework, for ground-
ing, as we noted above, is concerned entirely with truths. Accordingly, the
appropriate notion of complexity should track relationships among the truths
expressed by the formulas if they were true. We suggest that the notion of g-
complexity does just this. As concerns conjunction and disjunction, it coincides
with the classical notion of complexity. If A and B express truths, then the
truth expressed by A ∧ B is obtained from the previous truths using a single
operation, just as the formula A∧B is constructed from the formulas A and B
using a single connective. Counting the connective in this case (as in Definition
4.4) is faithful to the relationships of interest among truths. However, this is not
so for the case of negation. Since (at most) one of p and ¬p will express a truth,
the relationship between the pair of formulas p and ¬p cannot correspond to
any relationship between a pair of truths. From the point of view of grounding,
which deals solely in truths, this relationship between formulas is irrelevant:
only one of the formulas will ever be an object of the grounding framework. In
this framework, there thus seems to be no reason to count ¬p as more complex
than p. Indeed, since only one of them will express a truth, and the other the
corresponding falsehood, it would seem most sensible to count them on the same
level, when formulating a notion of complexity that tracks relationships between
truths. This is precisely what Definition 4.4 does, by setting the complexity of
both p and ¬p at 0.

Analogous reasoning can be applied to the g-complexity of more complex
formulas like ¬(A∧B) or ¬(A∨B). Even in these cases, since only truths have
a role, we can no longer claim, as in the classical case, that their complexity is
equivalent to cm(A ∧ B) +1 and cm(A ∨ B) + 1, respectively; instead, their
complexity will be the same as the complexity of A∧B and A∨B, respectively.

Let us then move to the case of double negation. In this case, the negation
counts since gcm(¬¬A) = gcm(A)+1. A similar argument supports this way of
counting double negation. Let us consider the truths expressed by ¬¬A and A.
Not only are we concerned with a relationship between truths - if one of these
formulas expresses a truth, then so does the other - but, more importantly,
this relationship is direct: there is no ”intermediate” truth that one passes
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through to obtain the former from the latter. Thus, it makes sense to count the
g-complexity of ¬¬A as equal to that of A plus one.

We now have a measure of complexity which seems natural and adequate
for the grounding framework. In order to formulate an appropriate notion of
subformula - from now on we will call this type of subformula g-subformula, to
distinguish it from the classical one - we need two further notions: the notion
of the converse of a formula D, denoted by D∗, and the relation ∼=.

Let us start by introducing the notion of the converse of a formula.

Definition 4.5. The converse of a formula D, written D∗, is defined as follows:

D∗ =
{
¬n−1E, if D = ¬nE and n is odd
¬n+1E, if D = ¬nE and n is even

where the main connective in E is not a negation, n > 0 and 0 is taken to be
an even number.

The notion of converse of a formula is quite simple; the basic motivation is
that a formula A and its converse A∗ are two objects that only differ by one
occurrence of a negation symbol but have the same g-complexity. The converse
of a formula is calculated differently depending on whether it starts with an
odd or an even number of negations. Suppose that the formula D is of the form
¬¬E where the main connective of E is not a negation, i.e. D is a formula
with an even number of outer negations. Both ¬E and ¬¬¬E differ from D by
one negation; however, while ¬¬¬E has the same g-complexity as D, ¬E has a
lower g-complexity. Thus ¬D (i.e. ¬¬¬E) is the converse of D. On the other
hand, by similar reasoning, if D is of the form ¬E where the main connective of
E is not a negation, i.e. D is a formula with an odd number of outer negations,
then its converse is not ¬D (i.e. ¬¬E) but rather E.

The second notion required to formulate the definition of subformula in the
grounding framework, i.e. the notion of g-subformula, is the relation ∼=. We
firstly introduce the formal definition of ∼= and then we explain the intuitive
idea behind it.

Consider a formula A. We will say that A is a-c equiv (for associatively and
commutatively equivalent) to B, if, and only if, A can be obtained from B by
applications of associativity and commutativity of conjunction and disjunction.5

For example, if A is of the form E ∧ F , then the formula F ∧ E is a-c equiv
to it. To take another example, if A is of the form ¬((B ∨ C) ∧ (D ∨ F )) the
formulas ¬((C ∨ B) ∧ (D ∨ F )), ¬((B ∨ C) ∧ (F ∨D)), ¬((C ∨ B) ∧ (F ∨D))
are a-c equiv to it. Finally, if A is of the form ((B ∨ C) ∨ (D ∨ F )), then the
formulas ((B ∨D)∨ (C ∨ F )), ((D ∨B)∨ (F ∨C)), ((B ∨ F )∨ (D ∨C)) are all
a-c equiv to it.

Definition 4.6. A ∼= B if, and only if:

A is a-c equiv to B or A is a-c equiv to B∗

5We omit the formal definition of this notion for the sake of brevity.
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Let us explain the relation ∼= in intuitive terms. First of all note that each
formula is a-c equiv to itself, so we have that not only each formula enters into
the relation ∼= with itself, but also that each formula and its converse enter
into the relation ∼=. But what relation does a formula entertain with itself but
also with its converse? The answer we propose is: the relation of being about,
or pertaining to, or concerning the same issue. Of course given two formulas
A and A, since they are identical, it is trivial to say that they also are about
the same thing. The same holds for the more interesting case of a formula and
its converse. Consider for example the formula p ∧ q for “it is cold and it is
raining” and the formula ¬(p ∧ q) for “it is not the case that it is cold and it
is raining”. In this case one can either focus on the fact that these formulas
express contradictory propositions since either “it is cold and it is raining” is
true or “it is not the case that it is cold and it is raining” is true; or one can
focus on the fact that these two formulas share some essential features: they
have the same g-complexity, the same atomic formulas and the same connective
used in the same way and a same number of times (as explained in the previous
paragraph, the presence of negation in this case does not make any difference).
In sum, these two formulas concern the same issue: they both are about the
cold and the rain irrespectively of any truth value. This is accurately reflected
by the relation ∼=.

Let us now consider two different formulas A and B which are a-c equiv ;
then we have that even these two formulas are related by ∼=. This captures the
following intuitive idea. Consider the formulas p ∧ q for “it is raining and it
is cold” and q ∧ p for “it is cold and it is raining”; these formulas share some
essential features: the same g-complexity, the same atomic formulas and the
same connectives used in the same way and a same number of times. Thus,
even of “it is raining and it is cold” and “it is cold and it is raining” we would
like to say that they are about the same thing, i.e. namely the conjunction of it
is raining and it is cold irrespectively of the order in which they are considered.
Therefore even “it is cold and it is raining” and “it is raining and it is cold” are
in the relation ∼=.

Finally we have the case of two different formulas A and B such that A
is a-c equiv to B∗. In order to understand this case, we can easily adapt the
explanation proposed for the other ones.

We have thus finished introducing the relation ∼=.6 We now have all the
elements to define our notion of g-subformula, which is the analogue of the
notion of subformula in the grounding framework.

6The relation ∼= as defined only captures some aspects of the informal notion of ”being
about the same thing”. A more thorough attempt at capturing this notion would perhaps
add an item stating that formulas of the form A, A ∧ A, A ∧ A ∧ A, ... , as well as formulas
of the form A, A ∨A, A ∨A ∨A, ..., fall under the relation ∼=, since they clearly concern the
same issue. Doing so would not be difficult, and involve minimal changes in the discussion
and points made below. However, we prefer not to do it for the following reason: formulas of
the form A∧A, A∧A∧A . . . , as well as formulas of the form A∨A, A∨A∨A, . . . , are rather
peculiar formulas, not very significant in the framework of a theory of grounding. Therefore,
adding to Definition 4.6 an item concerning them would just burden the definition without
providing any new significant insight.
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Definition 4.7. A is a g-subformula of B if, and only if, one of the following
holds:

- A ∼= B

- B ∼= ¬¬C and A is a subtruth of C,

- B ∼= (C ◦D) and A is a subtruth of C or a subtruth of D.

This definition is analogous to the definition of the notion of subformula with
each of the concepts specific to the notion of subformula and to classical logic
being adapted to the grounding framework. The first item of the definition of
subformula, namely Definition 4.2, states that, if A = B, then A is a subformula
of B. The first item of the definition of g-subformula is built analogously but
with the substitution of the notion of identity with the notion of ∼=, that can be
thought of as the grounding counterpart of the identity. This yields: if A ∼= B,
then A is a g-subformula of B. This implies that not only A is a g-subformula
of itself, but also A∗ is a g-subformula of A, as is any formula C, together with
its converse, such that C is associatively and commutatively equivalent to A.

Let us pass to the second item. The second item of the definition of subfor-
mula states that if A is a subformula of B, then B = ¬C and A is a subformula
of C. The second item of the notion of g-subformula is built analogously with
identity substituted by the relation ∼=, the formula ¬C substituted by the for-
mula ¬¬C because, as we have explained previously, in the grounding framework
only a double negation counts as a relationship between truths, and the notion
of subformula substituted by the notion of g-subformula. We thus have: if B ∼=
¬¬C and A is a g-subformula of C, then A is a g-subformula of B. This implies
that given a formula ¬¬C, not only C is a g-subformula of ¬¬C, but also C∗

is a g-subformula of ¬¬C, and so is any formula D, together with its converse,
such that D is associatively and commutatively equivalent to C.

The parallel between the third items of the definition of subformula and
the definition of g-subformula is easily drawn in the light of what we have said
for the previous two. Therefore, we have a notion of g-subformula that seems
adequate for the grounding framework; we can use it to define the notion of
being completely and immediately less complex in the grounding framework, in
a way analogous to the Definition 4.3 for the case of classical logic.

Definition 4.8. In the grounding framework, a multiset M is completely and
immediately less g-complex than a formula C, if, and only if:

- C ∼= ¬¬B and, M = {B} or M = {B∗}, or

- C ∼= (B ◦D) and, M = {B, D} or M = {B∗, D} or M = {B, D∗} or M
= {B∗, D∗}.

Analogously to the classical case, this seems to be a very natural way to
define the notion of completely and immediately less g-complex, in the light of
the notions of g-complexity and g-subformula introduced above, see Definitions
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4.4 and 4.7, respectively. The multiset M is less g-complex than the formula C
since gcm(M) < gcm(C) (where gcm(M) is the sum of the g-complexity of its
members). The multiset M is immediately less g-complex than the formula C
since it contains only g-subformulas that can be immediately obtained from C
by appropriately removing its main connective(s). The multiset M is completely
less g-complex than the formula C since it contains all g-subformulas that are
precisely at one level below C.

We finally have the notion of being completely and immediately less g-complex
in the grounding framework. This notion has been built in several steps, each
of which has been motivated. So we hope that Definition 4.8 does not come as
a surprise but, instead, looks like the straightforward conclusion of all we have
said in the last paragraphs.

Let us end the section by (i) giving some examples of formulas that are com-
pletely and immediately less g-complex than another formula, and (ii) checking
whether the notion introduced in Definition 4.8 meets all the desiderata that
we have enumerated in Section 3.

Let us start with task (i). We will give examples that are also useful to
understand the role of the notion of converse of a formula and the relation
∼= in the definition of the notion of being completely and immediately less g-
complex. Let us start with the formula ¬p ∧ ¬q; the multisets of formulas
that are completely and immediately less g-complex than ¬p∧¬q are {¬p,¬q},
{p,¬q}, {¬p, q}, {p, q}. Consider now the formula ¬¬p ∧ ¬¬q; the multisets of
formulas that are completely and immediately less g-complex than ¬¬p ∧ ¬¬q
are {¬¬p,¬¬q}, {¬¬¬p,¬¬q}, {¬¬p,¬¬¬q}, {¬¬¬p,¬¬¬q}. Note that it is
thanks to the notion of the converse of a formula that we can indicate in a
uniform way the formulas that are immediately and completely less g-complex
than ¬p ∧ ¬q and ¬¬p ∧ ¬¬q. In order to obtain such formulas, we should in
one case erase a negation, and in the other case add a negation: the operator ∗

takes both these cases into account.
Consider now the formula ¬¬((p∧q)∧r). Amongst the multisets of formulas

that are completely and immediately less g-complex than ¬¬((p∧ q)∧ r), there
are: {(p ∧ q) ∧ r}, {¬((p ∧ q) ∧ r)}, but also {(q ∧ p) ∧ r}, {¬((q ∧ p) ∧ r)},
{(q ∧ r) ∧ p}, {¬((q ∧ r) ∧ p)}, {(q ∧ p) ∧ r}, {¬((q ∧ p) ∧ r)}. The role of the
relation ∼= is to allow all these different multisets.

Let us now turn to task (ii): we should check whether the notion of being
completely and immediately less g-complex introduced in Definition 4.8 has
the virtue V and overcomes the problems P1 - P3 discussed in Section 3 with
Definition 4.3. As for the virtue V, this is satisfied; to see this, consider a
truth like p ∧ q. According to Definition 4.8, amongst the multisets which are
completely and immediately less g-complex than p∧ q there is {p, q} (the others
are {¬p, q}, { p,¬q} and {¬p,¬q}) and this is precisely what we wanted.

Let us now pass to problems P1 - P3 and let us start by analyzing problem
P1. This problem has been overcome by Definition 4.8: indeed, amongst the
multisets that are completely and immediately less g-complex than a formula
like (p ∧ q) ∧ r, there are the following ones {p ∧ q, r}, {q ∧ p, r}, {p ∧ r, q},
{r ∧ p, q}, {q ∧ r, p}, {r ∧ q, p} and this is precisely what we wanted. Let us
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now move to problems P2 and P3, which both concerned the negation. On the
one hand, we have that, according to our Definition 4.8, amongst the multisets
that are completely and immediately less g-complex than a formula like ¬¬p,
there are both {p} and {¬p}. Thus problem P2 has been overcome. On the
other hand, we have that, according to our Definition 4.8, amongst the multisets
that are completely and immediately less g-complex than a formula like ¬(p∧q)
there is {¬p,¬q} (the others are {p, q}, {¬p, q} and { p,¬q}). Thus problem
P3 has also been solved. So all our desiderata have been satisfied; this could be
taken as an additional sign of the adequateness of the proposed notion of being
completely and immediately less g-complex for the grounding framework.

5 The paradigmatic case of disjunction (or why
we need another ingredient to define formal
grounding)

We have seen some salient features of the notion of formal grounding that partly
come from the literature and partly have been developed in this paper. More
precisely, in the previous sections, we have argued that the notion of classical
derivability and the notion of being completely and immediately less g-complex
are two necessary conditions for complete and immediate formal grounding. The
question now is whether they also are sufficient. In this section we will show that
they are not. In the next section we will introduce the final missing ingredient
in the definition of formal grounding.

In order to show why the notions of classical derivability and being less g-
complex are necessary but not sufficient for the definition of formal grounding,
we will use the paradigmatic case of disjunctive truths. Let us then consider a
disjunctive truth like A∨B and suppose that A is true. A is then a ground for
A ∨ B. But is A the complete ground for A ∨ B? The answer would seem to
depend on the truth value of B. If B is true, then A and B together are the
complete grounds of A ∨ B. And if B is false? In this case, A would seem to
constitute the complete ground of A ∨ B: but this is only because B is false.
Indeed, as just noted, if B were true, A would no longer constitute the complete
ground of A∨B (it would merely be a partial ground). Hence, in the case where
B is false, it still has a role to play in determining the grounds of A ∨ B: its
falsity ensures that, or is a condition for A to be, the complete ground for A∨B.
To capture this role, we shall say that A is the complete ground for A∨B under
the robust condition that B is false, or equivalently, we will say that A is the
complete ground for A ∨ B under the robust condition that the converse of B
is true. Thus, according to this analysis of disjunctive truths, in order to give
the complete and immediate grounds of A ∨ B, a distinction between grounds
and robust conditions is required: indeed either both disjuncts are the complete
grounds of the disjunctive truth, or if only one of them is, this can only happen
under the condition that the converse of the other one is true.7

7In Bolzano a similar idea of condition can be found, see [4, §222, p. 389].
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This treatment of disjunctive truths seems reasonable and adequate. To
illustrate the complete and immediate grounds of a disjunctive truth, let us
consider the sentence “I take the umbrella or the coffee is good”. According
what we have said up to now, the complete and immediate grounds of “I take
the umbrella or the coffee is good” are the following:

- either “I take the umbrella” and “the coffee is good”;

- or “I take the umbrella” under the robust condition that “the coffee is not
good”;

- or “the coffee is good” under the robust condition that “I do not take the
umbrella”.

Each of the two disjuncts “I take the umbrella” and “the coffee is good”
always has a role to play in determining the complete grounds of “I take the
umbrella or the coffee is good”. If it is true, it belongs to the complete grounds
of “I take the umbrella or the coffee is good”. If it is false, then its falsity in
itself is a condition for the other disjunct to be a complete ground for “I take
the umbrella or the coffee is good”: after all, if “the coffee is good” were true,
“I take the umbrella” would no longer be the complete grounds for “I take the
umbrella or the coffee is good”.

Let us now consider whether a definition of grounding in terms of derivability
and the notion of being completely and immediately less complex – let us call
this definition D–C def – can properly deal with the disjunction case discussed
above. More precisely, let us try to understand whether D–C def is powerful
enough to render the distinction between grounds and robust conditions that
we have just introduced and that is specific to the disjunctive case. To answer
these questions, let us consider the disjunctive truth “I take the umbrella or
the coffee is good” and let us suppose that “I take the umbrella” and “the
coffee is not good” are both true. Then, according to D–C def, we have that
both “I take the umbrella” and “the coffee is not good” are the complete and
immediate grounds of “I take the umbrella or the coffee is good”. Indeed from
“I take the umbrella” and “the coffee is not good” “I take the umbrella or the
coffee is good” is derivable, and “I take the umbrella” and “the coffee is not
good” are completely and immediately less g-complex than “I take the umbrella
or the coffee is good” according to our Definition 4.8. Thus, if we define formal
grounding just in terms of derivability and complexity, we cannot make any
distinction between grounds and robust conditions. Moreover, we obtain the
mistaken conclusion that “the coffee is not good” is a ground of “I take the
umbrella or the coffee is good”. This means that D–C def is not powerful
enough to render the subtle distinctions specific to the grounding framework;
we are lacking an ingredient in our definition of complete and immediate formal
grounding.
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6 A definition of the notion of complete and im-
mediate formal grounding

In this section we will introduce and discuss the third and final ingredient in
our definition of complete and immediate formal grounding. Our intuitive idea
can be explained as follows. Let us begin with the claim that in a grounding
relation the consequent is strictly connected to its grounds: this claim sounds
rather unproblematic (the reader can find similar claims in [11, 16]), but is
also quite vague. The question is then that of making it more precise, i.e. of
clarifying this idea of strict connection. In order to clarify the idea of strict
connection, we will use the concept of variation; we will say that in a grounding
relation the consequent varies together with each variation of its grounds. This
new claim seems to present the same characteristics as the previous one: on
the one hand, it sounds acceptable (the idea of explaining a connection within
a variation is certainly not new, see [17, 19]), but is still in need of further
clarification. Indeed, if we really want to understand what grounding is about,
we need to specify what kind of variations are relevant and what exactly it
means for the consequent to vary with its grounds. Recall firstly an important
point that has already been emphasized several times: in a grounding framework
we only deal with truths and grounding is a relation amongst truths. We then
might want to say that there is only one way a ground could vary: its negation,
rather than itself, could be true. Though on the right lines, this claim still
needs to be refined for our case. For we are interested in complete grounds,
that is a bunch of truths that only together constitute the ground of another
truth. The analogous variation to that just described for such a collection of
truths would involve the negation of the collection en bloc: that is, the negation
of each of its members, rather than the members themselves, being true. How
should the consequence vary with such a variation of a collection of truths for
it to constitute its complete (and immediate) grounds? We suggest that for a
consequent to vary with its complete grounds is the same as for the consequent
to track the truth of its complete grounds: if each of its grounds is true, then
the consequent is true too; but also, if the negation of each of its grounds were
true, the negation of the consequent would be true too. Adapting Nozick’s [19]
famous statement about knowledge to the case of grounding:

To ground a sentence is to have that sentence track the truth of its
reasons. Grounds and their consequence are connected in a partic-
ular way, the latter tracks the truth of the former.

We have thus clarified the idea of a consequent varying together with its
grounds by means of the idea of a consequent tracking the truth of its grounds.
To transform this into a formal definition, we will use the concept of classical
derivability. Therefore, not only, as we have already seen, we will say that in a
grounding relation the consequent is derivable from its grounds, but also, and
this is the third and final ingredient in the definition of formal grounding, that
the negation of the consequent is derivable from the negation of each of its
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grounds. By specifying both these types of derivability, we finally have a proper
account of the notion of formal grounding. Indeed, it is only by specifying both
these types of derivability that we have the full formal counterpart of the idea
of strict connection that lies at the heart of the notion of (formal) grounding.

Let us denote robust conditions with the notation [C], where C is a formula
of the language Lc; moreover we will adopt the following convention ¬(M) :=
{¬B|B ∈M}. The preceding discussion motivates the following definition.

Definition 6.1. For any consistent multiset of formulas C∪M , we say that, un-
der the robust condition C (which could be empty), the multiset M completely
and immediately formally grounds A, [C] M |∼ A, if and only if:

- M ` A

- C,¬(M) ` ¬A

- C ∪M is completely and immediately less g-complex than A, in the sense
of being completely and immediately less g-complex given in Definition
4.8.

Under the robust condition C, the multiset M completely and immediately
formally grounds A if, and only if, (i) A is derivable from M – we call this item
positive derivability; (ii) ¬A is derivable from ¬(M) and C – we call this item
negative derivability; (iii) C ∪M is completely and immediately less g-complex
than A – we call this item g-complexity. The notion of g-complexity describes
the grounding hierarchy in which formulas are organized; in particular, the
notion of being completely and immediately less g-complex gives an exhaustive
description of each step of this hierarchy. The notions of positive and negative
derivability tell us which formulas in each step of this hierarchy enter into a
grounding relation.

Let us make two remarks concerning robust conditions. On the one hand,
although in a complete and immediate grounding relation, there might be more
than one ground, there never is more than one robust condition. This is the
reason why in Definition 6.1 there is no need to use multisets to denote robust
conditions, while multisets are useful to denote grounds. On the other hand,
in certain complete and immediate grounding relations, there is no occurrence
of robust condition. This is the case for the grounding relation between {A}
and ¬¬A, {A, B} and A ∧ B, {A, B} and A ∨ B. Thus, in Definition 6.1, it is
specified that the robust condition C may be empty.

We finally have the definition of complete and immediate formal grounding.
Let us test this definition on the problematic case of disjunction. The capacity
to deal with this case could be taken as a sign of the adequacy of the definition
itself.

Consider again the truth “I take the umbrella or the coffee is good” and, for
the sake of brevity, let us formalize it with p ∨ q. According to what we have
said in the previous section, the complete and immediate formal grounds of p∨q
are:
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• either p and q,

• or [¬q] p,

• or [¬p] q.

Let us check whether this is the case according to Definition 6.1. As for
the case of p and q, these are indeed the complete and immediate grounds of
p ∨ q according to Definition 6.1: from p and q, p ∨ q is derivable; from ¬p
and ¬q, ¬(p ∨ q) is derivable; and finally p, q are completely and immediately
less g-complex than p ∨ q. Let us now consider the case of [¬q] p; from p,
p ∨ q is derivable; from ¬p and ¬q, ¬(p ∨ q) is derivable and, finally, p and
¬q are completely and immediately less g-complex than p ∧ q. So, according to
Definition 6.1, p is the complete and immediate ground of p∨q under the robust
condition ¬q. A similar conclusion holds for the case [¬p] q. Thus Definition 6.1
correctly captures the case of disjunction. In particular, thanks to the notion
of negative derivability, the missing ingredient introduced in this section, we
are finally able to take into account the distinction between grounds and robust
conditions: while grounds cover a role in both positive and negative derivability,
robust conditions only appear in negative derivability. This can be taken as an
indication that robust conditions and negative derivability are the two sides of
the same coin, the latter being the formal counterpart of the former.

7 Comparisons between our approach and other
approaches to the notion of grounding

In this section we analyse the differences between our account of the notion of
complete and immediate formal grounding and those proposed in three articles
recently published by Correia [10], Fine[15], Schnieder [23]. This will shed light
not only on the originality of our approach, but also, and more importantly, on
its most noteworthy features.

The main points of comparison will concern aspects that are common to the
three aforementioned theories. In fact they concern three kinds of cases: the
case of disjunction and negation of conjunction; the case of formulas that are
equivalent by associativity and commutativity of conjunction and disjunction,
and the case of negation. We will analyze them one by one.

Let us start by the case of disjunction and negation of conjunction. In order
to analyze this case, we will mainly focus on disjunctive truths, leaving aside
truths that have the form of the negation of a conjunction. We will do this for
the sake of brevity, since everything that can be said about disjunction can also
be said about the negation of a conjunction.

Let us then come back to the disjunctive truth “I take the umbrella or the
coffee is good”. Consider three distinct situations: (i) in the first both “I take
the umbrella” and “the coffee is good” are true; (ii) in the second only “I take
the umbrella” is true; (iii) in the last situation only “the coffee is good” is true.
Let us compare our approach to that adopted by Correia, Fine and Schnieder
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with respect to each of these situations. In situations (ii) and (iii), while they
claim that “I take the umbrella” on the one hand and “the coffee is good” on
the other hand are, respectively, the full and immediate grounds of “I take the
umbrella or the coffee is good”, according to our analysis, robust conditions
should also be taken into account in order to get the complete and immediate
grounds of such a truth. Thus, in situations (ii) and (iii) the two approaches
diverge and one might want to say that our approach is actually a refinement
of that of Correia, Fine and Schnieder, since we put forward an element that
they neglect. Let us then move to situation (i). In this situation, Correia, Fine
and Schnieder consider there to be three sets of full and immediate grounds:
“I take the umbrella” by itself, “the coffee is good” by itself, but also “I take
the umbrella” and “the coffee is good” together. By contrast, according to our
approach, only “I take the umbrella” and “the coffee is good” together can
be considered as the complete and immediate grounds of “I take the umbrella
or the coffee is good”. Thus, in this case, the two types of analysis are quite
distant one from the other. This difference is due to the different notions of
grounding that are at stake. Indeed, while our approach focuses on the notion of
complete and immediate grounding, the aforementioned authors concentrate on
the notion of full and immediate grounding. The two concepts, though similar,
are not the same (see Section 3); in particular, a little reflection suffices to realize
that it is precisely in the case of disjunction (and negation of conjunction) in
circumstances like situation (i) that they diverge.

Let us now turn to the second difference between our account and those of
Correia, Fine and Schnieder: this difference concerns formulas that are equiva-
lent by associativity and commutativity of conjunction and disjunction. In order
to explain this difference, we will focus and use formulas that have a conjunctive
form. However, we note that this is not limitative in any way: everything that
will be said about these formulas can easily be adapted to any other type of
propositional formula. Let us then start our analysis. It is generally accepted
in the contemporary literature on grounding [10, 15, 23] that, given a formula
of the form A ∧ B, {A, B} is the only full and immediate ground of A ∧ B.
In this paper we claim something different, namely that not only {A, B} is a
complete and immediate ground of A ∧ B, but so is any multiset {C, D} such
that C ∧D is associatively and commutatively equivalent to A∧B. Given that
this difference is quite significant, further justification and explanation of our
position are in order.

For this let us focus on the specific example (that is closely related to problem
P1 of Section 4) of the truth (p∧q)∧r. According to the way we have defined our
notion of complete and immediate formal grounding (Definition 6.1), not only
the multiset {p∧q, r} is a complete and immediate formal ground of (p∧q)∧r, but
so are each of the multisets {q∧p, r}, {p∧r, q}, {r∧p, q}, {r∧q, p} and {q∧r, p}.8
As already explained in the paragraph above, this is a quite big departure from
the current literature, since, according to Correia, Fine and Schnieder, only the
multiset {p ∧ q, r} is the full and immediate ground of (p ∧ q) ∧ r. So why

8Let us note that in [9] we can find a similar idea for the logic of conceptual grounding.
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should each of the following multisets {q ∧ p, r}, {p ∧ r, q}, {r ∧ p, q}, {r ∧ q, p}
and {q ∧ r, p} be considered as a complete and immediate ground of the truth
(p ∧ q) ∧ r? In order to answer this question, we will only concentrate on the
multiset {q ∧ p, r}; what is said about this multiset holds for the others.

When taken together {q∧p, r} and (p∧q)∧r undoubtedly stand in a ground-
ing relation; in particular, it seems natural to claim that the multiset {q∧p, r} is
a ground of (p∧ q)∧ r. This grounding relation appears so straightforward that
it would be up to the one who denies it to argue against it; the issue is therefore
to understand what type of grounding relation is involved. We recall that there
are only four possibilities: either it is a relation of complete (or full) and imme-
diate grounding, or a relation of complete (or full) and mediate grounding, or of
partial and immediate grounding or of partial and mediate grounding. Let us
consider the two distinctions complete–partial and immediate–mediate in turn.

Let us start by the distinction complete–partial, which is the easiest one.
Whatever version of this distinction one uses – be it the full-partial distinction
used by Fine or the complete-partial one used by Bolzano and adopted in this
paper (see Section 3) – the conclusion is the same: {q ∧ p, r} cannot but be a
complete or full ground of (p ∧ q) ∧ r. Indeed in {q ∧ p, r} each of the atomic
formulas that compose (p ∧ q) ∧ r appear and nothing is missing. Thus we
have ruled out the option of partial grounding. Let us now then move to the
distinction immediate–mediate. Even in this case the situation does not seem
too complicated. In a formal grounding framework, the introduction of a new
conjunction corresponds to a new grounding step; but {q ∧ p, r} and the truth
(p ∧ q) ∧ r precisely differs by one conjunction. Thus only one grounding step
separates them and they stand in an immediate grounding relation.

Given what we have just seen, we can draw the conclusion that, whatever
approach to grounding one adopts, one is committed to accept that the multiset
{q∧p, r} is a complete (or full) and immediate ground of (p∧q)∧r; actually we
are committed to accept that each of the multisets {q∧p, r}, {p∧r, q}, {r∧p, q},
{r∧q, p} and {q∧r, p} is a complete (or full) and immediate ground of (p∧q)∧r.
The situation is so because of two things; on the one hand, it cannot be denied
that between the multisets {q∧p, r}, {p∧r, q}, {r∧p, q}, {r∧q, p} and {q∧r, p}
and (p ∧ q) ∧ r there is a grounding relation. But, once this is acknowledged,
the only possibility as type for this grounding relation this grounding relation is
as complete (or full) and immediate grounding. Therefore this is an important
feature of the concept of grounding that has not been emphasized before. Our
account, by contrast, properly takes it into account and adequately treats it.

Let us now move to the analysis of the third and final difference between
our approach and that presented in the papers [10, 15, 23]. This difference
is quite easy to explain. Consider a formula of the form ¬(A ∨ B): while in
our account a complete and immediate ground of this truth is the multiset
{A∗, B∗}, according to [10, 15, 23] the full and immediate ground of this truth
is the multiset {¬A,¬B}. Thus, once again, the two accounts differ and it seems
necessary to explain this difference.

Let us consider the case where ¬(A ∨ B) has the form ¬(¬p ∨ ¬q): it is
important to consider this case, i.e. a case where the two members of the
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disjunction has as principal connective a negation, since it is precisely in this
type of situation that the difference between our approach and Correia, Fine and
Schnieder’s comes to the fore. Suppose for example that the formula ¬(¬p∨¬q)
stands for the truth “it is not the case that it is not raining or it is not cold” and
consider the question of which of the following are its complete and immediate
grounds: “it is raining” and “it is cold” or “it is not the case that it is not
raining” and “it is not the case that it is not cold” on the other hand. Any
intuitive idea of what grounding is would suggest that they are “it is raining”
and “it is cold”. Unlike the other truths, these are less g-complex than the
grounded truth and thus constitute the best candidate for the role of complete
and immediate grounds.

Let us now show how our approach takes these intuitions into account. For
the sake of brevity, let us formalize “it is not the case that it is not raining or it is
not cold” by ¬(¬p∨¬q). According to our account, the complete and immediate
grounds of ¬(¬p ∨ ¬q) are (¬p)∗ and (¬q)∗, i.e. p and q. Indeed from p and q,
¬(¬p ∨ ¬q) is derivable, from ¬p and ¬q, ¬¬(¬p ∨ ¬q) is derivable, and p and
q are completely and immediately less g-complex than ¬(¬p ∨ ¬q). According
to our approach, and contrary to [10, 15, 23]’s approach, ¬¬p and ¬¬q are not
the grounds of ¬(¬p ∨ ¬q): indeed, despite the fact that from ¬¬p and ¬¬q,
¬(¬p∨¬q) is derivable, and from ¬¬¬p and ¬¬¬q, ¬¬(¬p∨¬q) is derivable (and
thus positive and negative derivability are satisfied), ¬¬p and ¬¬q are not less
g-complex than ¬(¬p∨¬q); actually, according to our measure of g-complexity,
they are more g-complex. Thus, our approach, and in particular our measure
of g-complexity which has been carefully introduced and motivated in Section
4, reflect more accurately some very natural intuitions concerning the use of
negation in the grounding framework. We consider this to be an important
contribution of our notion of grounding.

8 Conclusions

In this paper we have focused on the notion of complete and immediate formal
grounding, providing a definition for this notion. The two key ingredients of
the definition are: the classical notion of derivability and a notion of complexity
that has been built specifically for the grounding framework. Thanks to this
definition, we have developed an original and accurate analysis of several typical
grounding cases.

We think that the results of this paper could serve as a starting point for
several different directions of future research. Here we outline three of the most
significant ones. First of all, it would be important to adapt our definition
of complete and immediate grounding to the cases of complete and mediate,
partial and immediate and partial and mediate grounding. Secondly, it would
be interesting to extend our analysis of grounding from the propositional case
to the first-order predicate case. Finally and most crucially, the results of this
paper could guide the development of a logic of grounding, which may differ
from those that already exist in the literature.
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