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Abstract

By filtering wavelet coefficients, it is possible to construct a good estimate of a pure signal
from noisy data. Especially, for a simple linear noise influence, Donoho and Johnstone (1994)
have already defined an optimal filter design in the sense of a good reconstruction of the pure
signal. We set here a different framework where the influence of the noise is non-linear. In
particular, we propose an optimal method to filter the wavelet coefficients of a discrete dynam-
ical system disrupted by a weak noise, in order to construct good estimates of the pure signal,
including Bayes’ estimate, minimax estimate, oracular estimate or thresholding estimate. We
present the example of a simple chaotic dynamical system as well as an adaptation of our tech-
nique in order to show empirically the robustness of the thresholding method in presence of
leptokurtic noise. Moreover, we test both the hard and the soft thresholding and also another
kind of smoother thresholding which seems to have almost the same reconstruction power as
the hard thresholding.

Keywords: wavelets, dynamical systems, chaos, Gaussian noise, Cauchy noise, threshold-
ing, nonequispaced design, non-linear noise impact.

1 Introduction

Donoho and Johnstone (1994) have developed a theory of signal denoising using wavelets [14].
Their optimal filtering method has been used for many applications. However, for some sig-
nals, the noise has a non-linear influence and therefore, the classical theory of wavelet-based
denoising has to be adapted. This is the aim of the present paper in the particular framework
of dynamical systems.

Dynamical systems are used to depict non-linearity by a deterministic way [19, 1]. They dif-
fer from other kinds of non-linear models relying on a stochastic description, like heteroskedas-
tic processes [21, 6, 10], jump processes [51] or also long-memory processes [29, 38, 53, 30, 4, 5].
Dynamical systems are particularly relevant in some applications, like in video processing [24],
in natural sciences [37] as well as in finance [22, 23, 31].

We consider a dynamical system, defined in discrete time, xt. Two successive states of that
dynamical system are linked by an evolution function z [31]:

∀t ∈ {1, ..., T}, xt+1 = z(xt). (1)
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However, some measurement noise may perturb the observation of that dynamical system [25,
31]. In that case, we do not observe directly the state of the system xt, but rather a noisy
observation ut, which consists in an alteration of the state xt by an additive random variable
εt:

∀t ∈ {1, ..., T}, ut = xt + εt,

where ε1, ..., εT are independent identically distributed random variables. Therefore, the ob-
served evolution function is not z but the function zε that links two successive noisy observa-
tions:

∀t ∈ {1, ..., T}, ut+1 = zε(ut) = z(ut − εt) + εt+1. (2)

If we observe N states of the noisy system, we can sort all the observations and therefore we
get a discretization of the state space of the dynamical system: u1:N ≤ ... ≤ uN :N , respectively
noted for simplicity u1 ≤ ... ≤ uN . Hence, we have N discrete observations, zε(u1), ..., zε(uN ),
of the noisy dynamical system:

∀n ∈ {1, ..., N}, zε(un) = z(un − ε?n) + εn, (3)

where ε1, ..., εN , ε?1, ..., ε
?
N are 2N independent identically distributed random variables [28]1.

That noisy evolution function, zε, is a non-linear function of the noise.
To sum up the problem, we have sparse observations of a noisy evolution function, whereas

we are mostly interested in the knowledge of the pure dynamical system. The aim of the
present paper is then to present a method to denoise such a noisy signal (the function zε) and
therefore to estimate the true or pure evolution function z introduced in equation (1).

Trajectories of dynamical systems are often very erratic, like, for instance, in Figure 1,
where we represent a logistic chaos. That erratic nature of the pure trajectory makes the
denoising of many noisy trajectories very challenging, even though a few methods have already
been tested to denoise noisy trajectories of dynamical systems using linear wavelet filtering [46]
or other smoothing techniques [26]. Instead, evolution functions are often smoother than time
trajectories and their denoising is therefore more feasible. Figure 1 attests the smoothness of
the same logistic chaos if we consider its evolution function in the phase space rather than its
time trajectory. Therefore, we do not intend to denoise directly the trajectory of a dynamical
system in the time domain but in the phase space. Both problems are linked and if we estimate
accurately z then we get an estimate of the pure time trajectory.

Figure 1: Time trajectory (on the left) and evolution function (on the right) of the logistic map of parameter 4:
z : x 7→ 4x(1− x).

We can use several methods to denoise zε: local methods and singular value decomposi-
tion [41, 47, 48], maximum-likelihood-based techniques [25, 36], methods based on correlation
observation [54], kernel-based non-parametric estimates [7] or methods using radial basis func-
tions [9, 34]. For a review, we refer to [1, 42].

We are mostly interested in the wavelet shrinkage, because this technique of analysis of
a signal into localised elements, which is very popular for spatially inhomogeneous signals

1 We note ε1, ..., εN , ε?1, ..., ε
?
N the noise in equation (3). These variables are not identically related to the

ε1, ..., εT appearing in equation (2). As well as un+1 is not zε(un), z(un − ε?n) is not disrupted in equation (3) by
a variable εn+1 but by another variable noted εn.
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in which the noise influence is linear, allows a good accuracy and a parsimonious represen-
tation [43]. Some empirical papers have already studied that method applied to dynamical
systems [26, 32, 33]. The big challenge – that we investigate in this paper – in such a method is
the non-linear influence of the noise on the signal. Indeed, the literature mainly deals with the
denoising based on wavelets for signals with linear noise influence, and in the present article
we adapt those classical methods to the specific case of signals with non-linear noise influence.

The irregular observation grid is another specificity of our framework. Indeed, as we are
interested in the evolution function, the step size between two consecutive observations in the
phase space is non-constant, whereas the time trajectory is discretized by a regular observation
grid. We can then make some remarks about that specificity:

. The observation grid is not only irregular, it is also stochastic, and then all the following
developments are conditional to a set of observations.

. Irregular grids make the use of classical empirical wavelets time-consuming because fast
empirical wavelet transform algorithms are designed for regular observation grids. How-
ever, second-generation wavelets allow fast empirical wavelet transform using what is
known as lifting [11, 50, 39, 40]: the main difference with classical wavelets is that
wavelets are not built anymore by dilatations and translations of a unique mother wavelet.
Second-generation wavelets are particularly pertinent in multiresolution analysis and in
the definition of the nested subspaces representing the different scales. Nevertheless in
our framework we prefer to use first-generation wavelets because multiresolution is not
our goal. Antoniadis and Fan (2001) proposed another method in which the empirical
wavelet coefficients defined on a regular dyadic grid are approximated by a solution of an
optimization problem involving observations on an irregular grid [3]. Another approach
consists in composing first zε with H : n 7→ un [8]: then we can easily compute the
wavelet coefficients of zε ◦ H on an equispaced design and thereafter adapt the inverse
wavelet transform using H−1. This last method works well in dimension one but it is not
relevant on a multidimensional grid, where there is no order statistics and therefore no
known function H. In the present paper, using a simple approximation of the integral,
we define the empirical wavelet coefficient 〈zε, ψj,kV 〉 of resolution level j and translation
parameter k by2:

〈zε, ψj,kV 〉 =

N∑
n=1

zε(un)ψj,k(un)Vn, (4)

where ψj,k is obtained by dilatation and translation of a mother wavelet Ψ:

ψj,k : t ∈ R 7→ 2j/2Ψ
(

2jt− k
)
,

and Vn is the Voronoi cell size or step size corresponding to the observation un [28]3.

. There is a difference between an empirical wavelet coefficient and the corresponding
theoretical wavelet coefficient. The empirical one is introduced in equation (4), whereas
the theoretical one is defined for any wavelet function ψl by:

ẑεl =

∫
R
zε(x)ψl(x)dx.

The empirical wavelet transform does not systematically share with the theoretical
wavelet transform some properties such as orthogonality or normality4. Therefore, the
transition from theoretical results to empirical applications may lead to some adaptations.
Donoho (1992) proposed a solution, the hybrid transform, which removes the difference

2 In the rest of the paper, we use a single index l instead of the resolution level and the translation parameter.
Contrarily to both j and k that index l is not interpretable.

3 If the evolution function is not multidimensional, we can define the steps size in an easier way than using
Voronoi cells size. For example, we can define it as (un − un−1). We also note that the maximal step size can be
explicitly bounded if the dynamical system is ergodic when the number of observations grows [27].

4 Neither are they exactly equal. But, under certain assumptions, such as ergodicity and Hölder conditions, their
difference can be bounded [28].
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between both theoretical and empirical wavelet coefficients, based on the choice of the
mother wavelet [12]. Such hybrid transform works if the observation grid is regular.

As a consequence, our theoretical results are developed for an appropriate mother wavelet
conditioned by our grid5, whereas we simply use Daubechies wavelets in our examples and we
assume that, thanks to the big amount of data, any empirical wavelet coefficient calculated on
our oversampling grid is similar to the corresponding theoretical wavelet coefficient. Therefore,
we will indifferently write 〈z, ψlV 〉, ẑ or even 〈z(u.), ψl(u.)V.〉. Moreover, the mother wavelet
is supposed to generate an orthonormal family.

The objective of the present article is to determine the optimal filter in the denoising
techniques using wavelet coefficients in the case of a dynamical system signal6 perturbed by
a measurement noise in order to reconstruct its true evolution function. The method consists
in adapting classical results of signal processing7 to dynamical systems, in which the noise
influence is non-linear. In the example we provide, the emphasis is put on estimators based on
the thresholding of the wavelet coefficients, namely the hard thresholding, the soft thresholding
and a smoother thresholding which is a compromise between the characteristics of both hard
and soft thresholding. Empirically, for small samples, the hard thresholding seems to behave
more accurately than the soft one, since in our example8 it eliminates up to 69.7% of the
Gaussian noise, versus 65.9% for the soft thresholding and 68.3% for the smoother one. This
is consistent with what is observed in the case of a linear influence of the noise in [44]: the exact
error differs from the asymptotic one for a soft thresholding, which is only efficient for large
samples, whereas hard thresholding seems powerful for all sample sizes. Besides, thresholding
of wavelet coefficients does not work well with strongly non-Gaussian noise in both a linear
and a non-linear noise influence environment. Alternative methods using wavelets have been
proposed for such frameworks, like the pyramid transform in [18]. In this last method, an
interpolation of the median of the observations on a time interval is used to determine an
estimate of the median of the observations at a finer scale. We can thereafter filter thanks
to a hard thresholding function the difference with the true median. In the case of a non-
linear influence of the noise, we derive another method which simply consists in a preliminary
smoothing of the outliers of the observed data before the use of the thresholding method
previously proposed for a Gaussian noise. In our example9, that method allows to eliminate
up to 97.0% of a Cauchy noise.

The article is divided into three parts, describing successively the method of wavelet shrink-
age of signals in which the noise influence is linear (Section 2), the theory of wavelet shrinkage
of signals in which the noise influence is non-linear (Section 3), more particularly Bayes’ esti-
mate, minimax estimate, oracular estimate and thresholding estimate. Some applications, as
well as a study of the robustness of the estimators to leptokurtic noise, are provided in Section
4.

2 Standard wavelet shrinkage

In that section, we briefly recall the classical results about the denoising of a signal linearly
disrupted by some noise that we intend to adapt to signals in which the noise has a non-linear
influence.

For a signal (s(n))1≤n≤N defined on a regular discrete grid and linearly disrupted by a white
noise (εn)1≤n≤N , of mean 0 and variance σ2, the theory of wavelet denoising has already been
developed [14, 43]. Assuming a noisy signal (sε(n))1≤n≤N defined by the linear relation

sε(n) = s(n) + εn for 1 ≤ n ≤ N,
5 But we do not give an explicit expression for such a wavelet.
6 In the framework of dynamical systems, we now call signal the evolution function, z.
7 Interesting details about classical signal processing may be found in [43].
8 Our example consists in a logistic map of parameter 4 disrupted by a Gaussian noise of standard deviation 5%.
9 This second example consists in a logistic map of parameter 4 disrupted by a Cauchy noise of scale parameter

2%.
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we carry out a discrete wavelet analysis using an orthonormal wavelet basis {ψl}1≤l≤N . Each
wavelet coefficient of the noisy signal is written ŝεl , for 1 ≤ l ≤ N10. To reduce the noise, we
apply a filter operator F to each wavelet coefficient, and we get an estimator, s̃, of the pure
signal, s, using a reconstruction based on the filtered wavelet coefficients, F ŝεl :

s̃(n) =

N∑
l=1

F ŝεlψl(n).

The idea of wavelet shrinkage is to compare the wavelet coefficients (ŝl)1≤l≤N of the pure
signal with the wavelet coefficients (ŝεl )1≤l≤N of the noisy signal, instead of comparing both
signals, (s(n))1≤n≤N and (sε(n))1≤n≤N . For a smooth signal, ŝl = 0 for many l, whereas the
noise slightly pushes many ŝεl away from zero. The denoising consists in shrinking to zero the
ŝεl induced by the noise. The filter F is chosen in a set of operators noted F11, to minimize the
gap between the pure signal (s(n))1≤n≤N and its estimator (s̃(n))1≤n≤N . Several techniques
exist to make an adequate choice and to estimate the error made using a wavelet denoising,
according to the a priori knowledge we have of the pure signal:

. If we know the a priori probability function π of the pure signal, we get the following
error using Bayes’ estimate12:

rb(F , π) = inf
F∈F

Ep
[
E

[
N∑
l=1

(ŝl − F ŝεl )2

∣∣∣∣∣ s
]]

,

where Ep is the expectation corresponding to the a priori distribution of s13 and where
the optimal linear operator F is explicitly known [43].

. If, instead of an accurate probability function, we only know a set Ξ which contains the
pure signal, we choose the optimal linear filter F in the set of operators F and we get a
minimax estimate [43], whose error is:

rm(F ,Ξ) = inf
F∈F

sup
s∈Ξ

E

[
N∑
l=1

(ŝl − F ŝεl )2

]
.

The minimax estimator is simply the Bayes’ estimator with the less a priori favourable
probability function.

. If we know s, we use an oracle14 to choose the optimal linear filter such that the error
is [43]:

ra(s) = inf
F∈F

E

[
N∑
l=1

(ŝl − F ŝεl )2

]
.

. We can also define the non-linearly projected oracle by imposing fl = 1 if |ŝεl | ≥ σ and
fl = 0 else [43]. The purpose of such a filter consists in selecting only the coefficients
reflecting more the signal than the noise and to shrink the others to zero. The corre-
sponding error is then noted rp(s). The errors ra(s) and rp(s) have roughly the same
magnitude since they are linked by the equation

1

2
rp(s) ≤ ra(s) ≤ rp(s).

10 In this standard framework, the observation points are equispaced and equal to n, for n ∈ {1, ..., N}. Therefore

each Voronoi cell size Vn is equal to 1 and ŝεl is simply
∑N
n=1 s

ε(n)ψj,k(n).
11 That set may be, for instance, the set of all the linear filters or the set of all the soft-threshold filters.
12 The error which interests us consists in the difference of the original signal and the approximated one. Therefore,

it should be written inf
F∈F

Ep
[
E
[∥∥∥s−∑N

l=1 F ŝ
ε
lψl

∥∥∥2

L2(R)

∣∣∣∣ s]]. But Parseval’s identity asserts that such an error is

also equal to the quadratic difference of the wavelet coefficients. In the following theoretical developments, we use
directly Parseval’s identity and we limit our analysis to the error on wavelet coefficients.

13 In the other sections of this paper, we will simply write E instead of Ep and therefore E [.] instead of Ep [E [ .| s]].
14 The word oracle means that we apply the best possible technique using wavelet coefficient attenuation according

to a specific signal.
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Both oracles estimates are analytical models: in practice the pure signal is not known,
but oracular estimate allows to define theoretically a minimal bound for other estimates.

. We can use a particular non-linear filter, known as threshold filter [14, 52, 43]. It may
be a hard-threshold filter, defined by:

F ŝεl = ŝεl 1{|ŝεl |≥λ}, (5)

for a threshold λ ≥ 0, or a soft-threshold filter, defined by:

F ŝεl = (ŝεl − λ) 1{ŝεl≥λ} + (ŝεl + λ) 1{ŝεl≤−λ}. (6)

Those filters are easy to implement and no a priori knowledge about the signal is nec-
essary. Moreover, using a hard-thresholding or a soft-thresholding estimator is almost
like using an oracle if the threshold is λ? = σ

√
2 logN [14]15, because the corresponding

error rt(s) is such that:

rt(s) ≤ (2 log(N) + 1)
(
σ2 + rp(s)

)
.

That threshold value λ? eliminates a lot of noise. Besides, when N grows, that threshold
value also grows and may eliminate all the wavelet coefficients, even those reflecting more
the signal than the noise. As a consequence, that threshold λ? has a high theoretical
interest promoting the use of threshold filters, but many other thresholds may be used,
like λ?/

√
N [13, 17], that do not present such a drawback: in particular λ?/

√
N is lower

than λ? and it does not shrink to zero as many coefficients as the threshold λ? does.

3 Main results

In this paragraph, we present some new results about wavelet-based denoising methods. We
generalize the classical theorems concerning Bayes’ estimate, minimax estimate, linear and
non-linear oracular estimate and threshold estimate when the true signal is the evolution
function of a dynamical system given in equation (1). In this framework, we are confronted
to non-linear noise influence and irregular observation grids.

We introduce some assumptions for all the following theorems:

(A1) z is a real differentiable function and its derivative is noted z′.

(A1’) z′ is a Lipschitz continuous function, with Lipschitz constant K′ > 0.

(A2) We observe IN = {u1, ..., uN}, where u1 ≤ ... ≤ uN , and zε, which follows equation (3),
whose a linear approximation noted zL is:

∀n ∈ {1, ..., N}, zL(un) = z(un)− z′(un)ε?n + εn. (7)

(A3) Vn is the Voronoi cell size corresponding to the observation un and we use the notation
Vl for 〈V 2, ψ2

l 〉.
(A4) ε1, ..., εN , ε

?
1, ..., ε

?
N are independent identically distributed random variables with at least

the four first moments finite. Their mean is zero and their variance is σ2. Moreover,
the covariance matrix of the vector (〈ε., ψl(u.)V.〉)1≤l≤N , conditionally to the observation
grid IN , is diagonal.

Assumptions (A1) and (A1’) are standard conditions defining the smoothness of the evo-
lution function z. This smoothness is necessary because of the linear approximation made in
assumption (A2). The quantity Vl defined in assumption (A3) is a factor scaling the noise
volatility defined in assumption (A4) to the volatility of a noisy wavelet coefficient. In the
standard case of a wavelet analysis of a time series, where un = n for each n, we would simply
have Vl = 1 for each l because of the normality16 of the wavelet. On the contrary, in the case

15 The noise is assumed to be Gaussian.
16 Normality in the sense that

∫
R ψ

2
l (x)dx = 1.
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of a dynamical system for which there exists an invariant measure, then when N grows Vl
decreases towards 0 at the same rate than 1/N .

In the following, for any filter F , from the wavelet coefficients ẑLl of the linear approximation
of the noisy signal zL introduced in equation (7), we define an estimate z̃ of the pure signal z
by the relation:

z̃ =

N∑
l=1

F ẑLl ψl, (8)

and the error of the estimate z̃ will always be defined as the expected value of the quadratic
difference of the wavelet coefficients, conditionally to the observation grid:

rL = E

[
N∑
l=1

(
ẑl − F ẑLl

)2

∣∣∣∣∣ IN
]
.

We also define, for the same filter F , another estimate ˜̃z of the pure signal z, from the wavelet
coefficients ẑεl of the noisy signal zε:

˜̃z =

N∑
l=1

F ẑεl ψl, (9)

and its corresponding error:

r = E

[
N∑
l=1

(ẑl − F ẑεl )2

∣∣∣∣∣ IN
]
.

3.1 From Bayes’ estimate to minimax estimate

We propose in Theorem 1 a Wiener filter which minimizes the difference between the pure
evolution function z and its estimate z̃ obtained by applying a filter to the wavelet coefficients
of zL17: we do not obtain the closest estimate yielding from the dynamical system but from the
linear approximation of the dynamical system. Such a method allows us to get the exact value
of the Wiener filter in this simpler framework. However, when the noise is small enough18,
both models (the dynamical system signal and its linear approximation) are very close, so that
the wavelet filter minimizing the error for the linear approximation of zε is also a good wavelet
filter for zε itself. More precisely, we can obtain an upper bound of the error of the estimate
in the initial problem, when the signal is the dynamical system.

Theorem 1. Let assume (A1), (A2), (A3), (A4). We suppose that {ψl}1≤l<N is a Karhunen-
Loève orthonormal basis for the linear approximation of the noisy signal: the covariance matrix
of Z = (ẑl)1≤l<N conditioned by IN is diagonal. Moreover, we suppose that the random vector
Z has a conditional expected value equal to zero and we denote its finite conditional variance
by β2

l = E[Z2
l |IN ]. We also note Γl = 〈E

[
z′2|IN

]
, ψ2

l V
2〉.

(i) Conditionally to IN , the optimal filter involved in the estimate z̃ of z from zL, as in-

troduced in equation (8), is FL = (fLl )l, where fLl =
β2
l

β2
l
+σ2(Vl+Γl)

, and the resulting

conditional error between z̃ and z is:

rLb (π) =

N∑
l=1

β2
l σ

2(Vl + Γl)

β2
l + σ2(Vl + Γl)

.

17 We call optimal the filter which minimizes the error function, r or rL, between the pure evolution function z
and its estimate.

18 Garcin and Guégan (2014) used a Kolmogorov-Smirnov test to determine when there is no significant difference
between the distribution of ẑL and the distribution of ẑε, with respect to the magnitude of the noise [28]. For
example, the noise is considered small enough when its standard deviation is lower than 10% for a Gaussian noise
and if the signal is a logistic chaotic map, and then no major difference appears between both the distributions.
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In particular, if z is a Lipschitz continuous function, with Lipschitz constant K > 0,
then, we have an upper bound of the error:

rLb (π) ≤
N∑
l=1

β2
l σ

2Vl(1 +K2)

β2
l + σ2Vl(1 +K2)

.

(ii) Assuming (A1’), if we apply the same conditional filter, FL, to ẑε in order to estimate
z, leading to the estimator ˜̃z introduced in equation (9), then the resulting conditional
error rb(π) between ˜̃z and z is bounded by:∣∣∣rb(π)− rLb (π)

∣∣∣ ≤ κ4

4

N∑
l=1

Vl
(
fLl K

′σ2
)2

,

where we denote by κ4 the kurtosis of the noise (εn)19.

In Theorem 1, we determined the error of the approximation made using a filter which is
not optimal as it does not allow to strictly minimize the error between z and ˜̃z. Indeed, the
filter we used is only optimal in the case of the linear approximation of the noisy evolution
function. Therefore, a different filter than FL, close to FL20, giving a lower error than rb(π),
may exist. But the information disclosed by the observations do not allow to determine easily
such a filter and we consider that giving the following close upper bound for the optimal error
is sufficient:

rLb (π) +
κ4

4

N∑
l=1

Vl
(
fLl K

′σ2
)2

.

Indeed, we have a practical interest in the proposition we made, since the value of the quasi-
optimal filter is accurately determined. That consideration can also be applied to all the
following theorems, where the idea remains the same: first, we study the optimal linear ap-
proximation and then we use that filter in the non-linear case, for which it is a quasi-optimal
filter, in order to closely bound the error.

In the case where, despite knowing the probability distribution of the pure signal, we only
know a set Ξ to which the pure signal belongs, we can work in the minimax estimator frame-
work. Such estimator is simply the Bayes’ estimator for the a priori probability distribution
of signals in Ξ leading to the worst error possible. More precisely, such worst case is reached
for the biggest βl and Γl possible.

3.2 Oracle for diagonal attenuation

The oracle builds an estimate knowing the function to estimate and using a specific method.
Therefore, the estimate is not the function z itself, as we impose the use of wavelet filtering.
Oracular estimator allows to test the accuracy of a method in the most favourable circum-
stances and thus to give a benchmark for such a method in another framework, less favourable
but more realistic, where the pure signal is not known beforehand. In our specific case, the
method to which we apply an oracle is a diagonal attenuation: the noise is supposed to pol-
lute the wavelet coefficients of the signal and the denoising method consists in multiplying
each noisy wavelet coefficient by a number, the corresponding filter coordinate fLl , in order to
eliminate a big part of the noise without distorting too much the shape of the pure signal.

Theorem 2. Let assume (A1), (A2), (A3), (A4). We also note Γl = 〈z′2, ψ2
l V

2〉.

(i) Conditionally to IN , the optimal filter involved in the estimate z̃ of z from zL, as in-

troduced in equation (8), is FL = (fLl )l, where fLl =
ẑ2l

ẑ2
l
+σ2(Vl+Γl)

, and the resulting

conditional error between z̃ and z is:

rLa (z) =

N∑
l=1

ẑ2
l σ

2(Vl + Γl)

ẑ2
l + σ2(Vl + Γl)

.

19 We precisely define it here as E[ε41]/σ4. If the noise is Gaussian, κ4 = 3.
20 We can then assert that FL is a quasi-optimal filter.
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(ii) Assuming (A1’), if we apply the same conditional filter, FL, to ẑε in order to estimate
z, leading to the estimator ˜̃z introduced in equation (9), then the resulting conditional
error ra(z) between ˜̃z and z is bounded by:

∣∣∣ra(z)− rLa (z)
∣∣∣ ≤ κ4

4

N∑
l=1

Vl
(
fLl K

′σ2
)2

,

where we denote by κ4 the kurtosis of the noise (εn).

Like in all the other theorems, we check that if the signal has a noise with a linear influence,
then K′ = 0 and ra(z) = rLa (z) thanks to the assertion (ii) of Theorem 2.

3.3 Oracle for diagonal projection

Another oracle can be defined when each noisy wavelet coefficient is projected in a kind of set
of significant wavelet coefficients. This means that we only consider the wavelet coefficients
which sound to reflect anything else than the noise.

More precisely, conditionally to the observation grid, each coordinate of the optimal filter
FL, defining the estimate z̃ introduced in equation (8), now belongs to the set {0, 1}. It is
thus defined by:

fLl =

{
1 if ẑ2

l ≥ σ2 (Vl + Γl)
0 if ẑ2

l < σ2 (Vl + Γl) ,
(10)

where Γl = 〈z′2, ψ2
l V

2〉. As before, we define the estimate ˜̃z introduced in equation (8) using
the same conditional filter FL.

Theorem 3 provides a link between the estimate error obtained by the oracle using diagonal
attenuation and the oracle using diagonal projection.

Theorem 3. Let assume (A1), (A2), (A3), (A4). We note rp and ra the conditional errors
between ˜̃z and z respectively in the projection and the attenuation case of oracles. rLp and rLa
are the conditional error between z̃ and z respectively in the projection and the attenuation
case of oracles. We also note Γl = 〈z′2, ψ2

l V
2〉. Then:

(i) rLp and rLa are linked by:
1

2
rLp (z) ≤ rLa (z) ≤ rLp (z).

(ii) If we assume (A1’), then:

∣∣∣rp(z)− rLp (z)
∣∣∣ ≤ κ4

4

N∑
l=1

Vl
(
fLl K

′σ2
)2

,

where κ4 is the kurtosis of the noise and fLl is defined in equation (10).

(iii) rp and ra are linked by:

1

2
rp(z)− 2Ra ≤ ra(z) ≤ rp(z) + 3Ra,

where Ra = κ4

4

∑N
l=1 Vl

[
ẑ2l

ẑ2
l
+σ2(Vl+Γl)

]2 (
K′σ2

)2
.

In the last inequality of Theorem 3, we note that Ra is simply the upper bound of the
difference between ra and rLa that we introduced in Theorem 2:∣∣∣ra(z)− rLa (z)

∣∣∣ ≤ Ra.

9
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3.4 Threshold estimator

Threshold estimators are non-linear estimators which aim to shrink to zero the wavelet coef-
ficients supposed to reflect only the noise. Thus, that estimator does not take into account
the coefficients below a predetermined threshold, λ. The underlying idea is that many of the
wavelet coefficients of a relatively smooth signal are equal to zero: for example, if k ∈ N and
if the mother wavelet has k vanishing moments, then any theoretical wavelet coefficient of a
polynomial of degree k or lower is equal to zero.

The wavelet coefficients that are not below the threshold λ are supposed to reflect partly
the pure signal. They remain unchanged if we use a hard-thresholding filter, defined by
equation (5). On the contrary, those coefficients may be shrunk towards zero by the quantity
λ, in order to have a continuous thresholding function, as defined in equation (6) relative
to the soft-thresholding filter. The continuity of the soft-thresholding function is important
for example when we have to estimate the error function without any a priori knowledge of
the pure function to estimate but directly from the observation panel. Stein’s unbiased risk
estimator (SURE) can indeed directly be applied to soft-thresholding in the classical framework
thanks to the continuity of the thresholding function, whereas no unbiased error estimator can
be obtained for hard-thresholding [49, 16, 43].

Before to present how to adapt SURE to our framework, we extend in Theorem 4 the
classical results about thresholding to the specific case of a dynamical system signal.

Theorem 4. Let assume (A1), (A2), (A3), (A4). Let the noise ε1, ..., εN , ε
?
1, ..., ε

?
N be Gaus-

sian.

(i) Let Γl = 〈z′2, ψ2
l V

2〉. Conditionally to IN , if the threshold λ?l , for a hard or a soft
thresholding filter, is such that:

λ?l = σ
√

(Vl + Γl) 2 logN,

then, the error between z̃ introduced in equation (8) and z is near the error obtained by
a projection oracle:

rLt (z, (λ?l )l) ≤ (1 + 2 logN)
(
σ2 (V̄ + Γ̄

)
+ rLp (z)

)
,

where Γ̄ = N−1∑N
l=1 Γl and V̄ = N−1∑N

l=1 Vl. In particular, if z is a Lipschitz contin-
uous function, with Lipschitz constant K > 0, then Γl ≤ K2Vl and σ

√
2Vl logN ≤ λ?l ≤

σ
√

2Vl(1 +K2) logN .

(ii) We assume that z is a Lipschitz continuous function, with Lipschitz constant K > 0. If
the threshold λ◦, for a hard or a soft thresholding filter, is such that:

λ◦l = σ
√

2Vl (1 +K2) logN,

then, the error between z̃ and z is near the error for a projection oracle:

rLt (z, (λ◦l )l) ≤
(
1 + 2

(
1 +K2) logN

) (
σ2 (V̄ + Γ̄

)
+ rLp (z)

)
,

where Γ̄ = N−1∑N
l=1 Γl and V̄ = N−1∑N

l=1 Vl.
(iii) Moreover, assuming (A1’), then, for any threshold λl, the error rt(z, (λl)l) between ˜̃z

introduced in equation (9) and z is such that:∣∣∣rt(z, (λl)l)− rLt (z, (λl)l)
∣∣∣ ≤ 3

4
N V̄

(
K′σ2)2 .

In the assertion (i) of Theorem 4, the threshold depends on the value of z′ at the observation
points. However, these values are not necessarily known, except if we make the assumption of
using an oracle. This is a big challenge in our non-linear framework. Indeed, for a classical time
series signal in which the noise influence is linear, the benefit of the threshold estimator is that,
contrarily to the other estimators presented here (Bayes, minimax, oracle), it is universal, in the
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sense that it does not depend on the pure signal: such classical result is interesting because it
shows that the method of threshold estimator, for a certain threshold σ

√
2 logN , is in the same

magnitude than the best linear estimator, the oracular one. In fact, practitioners sometimes
prefer other thresholds than that classical theoretical universal threshold, σ

√
2 logN , in order

to denoise the signal, because when N grows the whole signal is eliminated by the filter as the
threshold grows without any bound [2, 17, 35]. Therefore, even in the classical framework of
a linear influence of the noise, one may use threshold values depending on the signal in order
to get the best estimator.

Moreover, building an estimate for σ from the noisy signal is challenging, at least more
than in the linear case21. In addition, building an estimate for Γl, or for z′, is also stimulating.
One can imagine an iterative algorithm, building from an arbitrary well-chosen threshold an
estimate for the pure signal and therefore of its derivative. Then, using that new estimate for
Γl, one gets a new threshold thanks to Theorem 4 and a new estimate for the pure signal and
of its derivative, and so forth. The main challenge of such an algorithm is to get an estimate
for z′ from z: it is a well-known ill-posed inverse problem [20].

The assertion (ii) of Theorem 4 specifies a more universal threshold than the assertion (i).
More precisely, we no longer have to know the value of z′ at the observation points. Instead,
the belonging of z to a specific set of functions is enough. This is much less restrictive: the
knowledge of z′ was a kind of oracle whereas the belonging of z to a specific set of functions
is close to Bayes or minimax frameworks.

Whereas assertions (i) and (ii) of Theorem 4 relate to the estimate of z from the linear
approximation of the noisy evolution function, the assertion (iii) allows to link both the esti-
mates of z from zL and from zε whatever the threshold. The difference between both error
functions is bounded by (3/4)N V̄

(
K′σ2

)2
. If, instead of the error, we consider the mean error

relatively to the size of the sample, then the difference between the errors is simply bounded
by (3/4)V̄

(
K′σ2

)2
.

A non-parametric choice of the threshold is also possible: besides all these theoretical
threshold values, the choice of the threshold may be based on the optimisation problem con-
sisting in reducing the error function, that is the expected value of the quadratic difference
between the pure signal and the filtered noisy one. The challenge is then to have an idea
of such an error function when the pure signal is unknown. For signals with a linear noise
impact, several methods are possible in order to estimate the error function from the noisy
observations only.

For example, one may split the sample in two subsets and compare the interpolations
obtained from one of both denoised subsets with the noisy realization contained in the other
subset and reciprocally. That difference depends on the value of the threshold in the denoising
filter. One can then minimize the resulting objective function and therefore choose the optimal
filter [45].

The same idea leads to SureShrink, which is a soft-threshold minimizing an unbiased esti-
mate of the error, in the case of a signal with a linear noise influence [49, 16, 43]. It is based
on Stein’s unbiased risk estimator (SURE).

For a signal with a non-linear noise influence, we would be able to determine an unbiased
error estimate if we could observe the linear approximation zL of the noisy signal zε. But we
just observe zε and we are unable to build an unbiased estimator of the error. We can however
bound the bias of the estimator we propose in Theorem 5

Theorem 5. Let assume (A1), (A2), (A3), (A4) and (A1’). Let the noise ε1, ..., εN , ε
?
1, ..., ε

?
N

be Gaussian. Let λ ≥ 0 and Γl = 〈z′2, ψ2
l V

2〉. Let r̃t(z, λ) be an estimator of rt(z, λ), for a
soft-thresholding filter, defined by:

r̃t(z, λ) =

N∑
l=1

Sl(ẑεl ),

21 Typically, for time series signals with a linear impact of the noise, one can calibrate σ using the median M of
all the wavelet coefficients at the finest scale. It is indeed shown in [14] that E[M ] = 0.6745σ. In our framework,
we would rather have E[M̃ ] = 0.6745σ, where M̃ is the median of all the ratios of each wavelet coefficient by the
corresponding

√
Vl + Γl at the finest scale.
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where

Sl : x 7→
{
λ2 + σ2(Vl + Γl) if |x| ≥ λ
x2 − σ2(Vl + Γl) else.

Then, the bias of that estimator, conditionally to IN , is bounded by:

|E [r̃t(z, λ)− rt(z, λ)|IN ]| ≤
N∑
l=1

K′σ2

[
2λUl + 2σ

√
3Vl(Vl + Γl) +

3

4
VlK′σ2

]
,

where Ul = 〈V, |ψl|〉.
In the following example, we will compare that estimator of the error with the true error

function for a soft-thresholding filter. But before the examples, we give a formula of the
expected error for a threshold filter. That formula will be useful to compute the mean of the
reconstruction errors for different values of threshold.

3.5 Expected error for the threshold filters

The knowledge of the probability density function of the linear approximation of all the wavelet
coefficients allows to write the expected error for the threshold filter applied to the linear
approximation of the wavelet coefficients as a simple expression. If we assume that the noise
is Gaussian with mean 0 and variance σ2 then ẑLl conditioned by IN is a Gaussian random
variable of mean ẑl and variance σ2(Vl + Γl), where Γl = 〈z′2, ψ2

l V
2〉. Let δ = δẑl,σ2(Vl+Γl)

and ∆ = ∆ẑl,σ
2(Vl+Γl)

be the corresponding probability density and cumulative distribution
function.

Three cases arise, depending on the nature of the filter we use in this paper: a hard-
threshold filter, a soft-threshold filter or a smoother filter defined for a particular parameter
λ > 0 by the function

Fλ : x 7→ x

(
1− exp

(
−x2

λ
√
Vl + Γl

))
. (11)

The first two cases are already known and the corresponding expected error appears in [15]:
rLt,hard(z, λ) =

∑N
l=1 σ2(Vl + Γl) + (ẑ2

l − σ2(Vl + Γl))[∆(λ)−∆(−λ)]
+σ2(Vl + Γl)(λ− ẑl)δ(λ) + σ2(Vl + Γl)(λ+ ẑl)δ(−λ)

rLt,soft(z, λ) =
∑N
l=1 σ2(Vl + Γl) + λ2 + (ẑ2

l − σ2(Vl + Γl)− λ2)[∆(λ)−∆(−λ)]
−σ2(Vl + Γl)(λ+ ẑl)δ(λ)− σ2(Vl + Γl)(λ− ẑl)δ(−λ).

We now derive the last case. For the filter Fλ defined for a given λ > 0, we have the
following expression for the error of reconstruction:

rLt,Fλ(z, λ) =
∑N
l=1

(
σ2(Vl + Γl) + 2 exp

(
−ẑ2l (1−ω)

2σ2(Vl+Γl)

)
ω3/2

[
(1− ω)ẑ2

l − σ2(Vl + Γl)
]

+exp

(
−ẑ2l (1−ω′)
2σ2(Vl+Γl)

)
(ω′)3/2

[
ẑ2
l + σ2(Vl + Γl)

])
,

where  ω = λ

λ+2σ2
√
Vl+Γl

ω′ = λ

λ+4σ2
√
Vl+Γl

.

We give some details about how we get this formula, in Appendix G.

4 Example

We consider that the signal is a logistic map of coefficient α, with 0 ≤ α ≤ 4. Such a signal is
defined by the function:

zα : x ∈ [0, 1] 7→ αg(x),

where g(x) = x(1 − x). If α = 4, then the signal is chaotic [31]. Moreover, z′α is a Lipschitz
continuous function, with Lipschitz constant α.
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In this section, we want to compare the filters previously introduced, when the signal is
disrupted by a measurement noise. On the one hand, we will consider a Gaussian noise of
standard deviation σ = 5% and, on the other hand, we will introduce a leptokurtic noise.
Moreover, except in the Bayes and minimax framework, we will always assume that α = 4.
We also note that in this example IN is a small sample of N = 130 observations. Indeed,
our theoretical results are not asymptotic and work well insofar as the number of observa-
tions is sufficient to overcome discretization problems when calculating the empirical wavelet
coefficients.

4.1 Gaussian noise

We assume that the noise is a Gaussian noise of mean 0 and of standard deviation σ = 5%.

4.1.1 Bayes’ estimator

We consider, for the purpose of our example, that the signal is random and that the probability
distribution of α is uniform in [0, 4]. Then, we can apply Theorem 1, with:{

β2
l = (E[α]〈g, ψl〉)2 = 4ĝ2

l

Γl = E[α2]〈g′2, ψ2
l V

2〉 = 16
3
〈g′2, ψ2

l V
2〉

and the error is 0.00042. This corresponds to 95.4% of the noise eliminated.

4.1.2 Minimax estimator

Instead of knowing the probability distribution of the pure signal, we now consider that we
only know that the pure signal is a logistic function of coefficient α, with 0 ≤ α ≤ 4. The
minimax estimator is the one with the a priori distribution giving the worst error in the Bayes
framework. Such worst distribution gives the biggest β2

l and Γl possible. Therefore, we have
to find the distribution of α, in [0, 4], leading to the maximum β2

l and Γl, or, more precisely,
leading to the maximum (E[α])2 and E[α2]. There is only one solution: the discrete probability
distribution for which the value of the probability of α = 4 is 1. The worst signal is then the
chaotic one, and the minimax estimator is defined by the optimal filter given in Theorem 1,
where: {

β2
l = 16ĝ2

l

Γl = 16〈g′2, ψ2
l V

2〉.
and the error is 0.0011. This corresponds to 87.8% of the noise eliminated.

4.1.3 Oracular estimator

We now consider that the pure signal is a logistic of parameter 4, which is the chaotic case of
the logistic function. Since the minimax estimator corresponds to that case, we have already
detailed the optimal oracular filter by attenuation. In particular, we note that 87.8% of the
noise is eliminated using this linear oracle. Besides, the oracle for diagonal projection uses the
following filter.

fLl =

 1 if ĝ2
l ≥ σ2

(
Vl
16

+ 〈g′2, ψ2
l V

2〉
)

0 if ĝ2
l < σ2

(
Vl
16

+ 〈g′2, ψ2
l V

2〉
)
.

We can then apply Theorem 3 in order to get the error of such an estimator, which is 0.0048
and corresponds to the elimination of 48.0% of the noise.

4.1.4 Threshold estimator

We filter the wavelet coefficients thanks to non-linear filters, in particular threshold filters.
First, hard thresholding filter has the drawback to produce an error function which is not very
smooth in the value of the threshold as one can see in Figure 2. Therefore, one can be tempted
to use soft thresholding which is much smoother. Moreover, the error of soft thresholding can
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be estimated from the noisy wavelet coefficients thanks to the function S of Theorem 5. We
see in Figure 2 that this estimate is not perfect but its shape is similar to the curve of the
error calculated with the a priori knowledge of the pure evolution function. In particular,
their minimum almost coincides. However, the performance for soft thresholding is not better
than for hard thresholding, as one can see in Figure 2 and in Table 1. One of the reasons
for that is that the continuity of the soft thresholding filter is obtained at the expense of
the modification of the value of coefficients bigger than the threshold whereas those wavelet
coefficients are considered to be relevant. This disadvantage is particularly marked for small
datasets as noticed in [44]. One can then use other non-linear filters. For example, the filter
introduced in equation (11) cumulates the advantages of being continuous and not modifying
a lot big wavelet coefficients, even though it has some drawbacks such as the absence of an
estimator for the reconstruction error.

Figure 2: Mean of the reconstruction error for the evolution function of a logistic map of parameter 4 and with a
Gaussian noise of standard deviation σ = 5%, for different values of a threshold λ and for N = 130. The figure on the
right is a focus on small values of λ. In green is the error for the soft thresholding, in blue for the hard thresholding.
The solid line stands for a thresholding with the same λ for all wavelet coefficients, whereas the dotted line stands
for a level-dependant threshold. In that level-dependent case the threshold applied to each wavelet coefficient is
simply λ

√
Vl + Γl/max

l

√
Vl + Γl. In red is the estimate of the error thanks to the function S of Theorem 5: the solid

line stands for the mean obtained for 100 simulations whereas the dotted line corresponds to only one simulation.
In purple is the error function calculated for the smooth non-linear filter Fλ defined in equation (11). In the hard,
soft and smooth thresholding cases, the mean error is calculated from the approximation of the probability density
of the wavelet coefficients.

Let us now focus on Table 1, in which we have reported the errors obtained for different
threshold values. In particular, a naive interpretation of the literature about the denoising of
classical signals may lead to use the universal threshold σ

√
2 lnN without any adjustment.

This choice is worse than not filtering the noisy signal. Indeed, as one can see in Figure 2,
whatever the thresholding function the error first decreases when the threshold grows and
then the error grows rapidly when the threshold is above a certain value. The convergence of
that error function towards a constant value corresponds to the situation where all the wavelet
coefficients are shrunk to zero. Therefore, the threshold σ

√
2 lnN is much bigger than the

admissible values which are closer to zero.
Next, if one amends the classical universal threshold to take into account the particular

irregular grid, then the threshold becomes σ
√

2Vl lnN and the accuracy of the estimate is
improved, even though only less than 5% of the noise is eliminated for the hard threshold,
whereas up to almost 40% of the noise is eliminated for the soft threshold. In addition to that
grid adjustment, if the non-linearity of the noise influence appears in the threshold, which is
now σ

√
2(Vl + Γl) lnN , then the hard threshold leads to almost 70% of the noise eliminated,

whereas the soft threshold eliminates only 12.9% of the noise. The good performance of the
hard thresholding filter for such a threshold in comparison to previously tested thresholds
underlines the importance of using both adjustments when filtering the wavelet coefficients of
a noisy dynamical system.
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Threshold Hard threshold error Noise eliminated Soft threshold error Noise eliminated

σ
√

2 lnN 0.1484 - 0.2699 -
σ
√

2Vl lnN 0.0088 4.1% 0.0055 39.8%

σ
√

2(Vl + Γl) lnN 0.0028 69.6% 0.0080 12.9%
best constant threshold 0.0070 22.9% 0.0063 31.1%

best threshold in
√
Vl + Γl 0.0028 69.7% 0.0031 65.9%

Table 1: Mean of the reconstruction errors obtained for different thresholds for the evolution
function of a logistic map of parameter 4 and with a Gaussian noise of standard deviation σ = 5%
and for N = 130.

In a theoretical point of view or if one uses a good estimator of the error, what sounds pos-
sible for a soft threshold, on can choose a threshold minimizing the error function. If one uses
the same threshold for all the wavelet coefficients, then the proportion of the noise eliminated
is 22.9% for a hard threshold and 31.1% for a soft threshold. The performance is greater if
we use level-dependent thresholds. Several types of level-dependence are possible but we have
chosen a dependence in

√
Vl + Γl which is consistent with the dependence of the thresholds

λ?l in Theorem 4. In our example, using such a threshold eliminates almost 70% of the noise
for a hard threshold: this is almost the same performance than using σ

√
2(Vl + Γl) lnN as

a threshold value. For the soft threshold, the best threshold dependent in
√
Vl + Γl leads to

the elimination of 65.9% of the noise. This is quite a good result comparing to all the other
soft thresholds we have tested. That result makes the use of the error estimate of Theorem 5
relevant, since it allows a good estimation of this best soft threshold. On the contrary, we did
not present any error estimate for the hard thresholding and we are thus unable to reach the
optimal hard threshold without a priori knowledge of the pure signal, whereas in this example
the hard threshold σ

√
2(Vl + Γl) lnN seems very efficient.

In comparison to the best hard and soft thresholds, the smooth non-linear filter we have
tested, Fλ, leads to results in the same range than with a hard threshold and slightly better
than with a soft threshold: at best the error is 0.0029, which corresponds to 68.3% of the noise
eliminated.

4.2 Robustness of the threshold filters to leptokurtic noise

Theorems 4 and 5 relate to a Gaussian noise. One may wonder if the method of thresholding is
robust to other kinds of noise, particularly leptokurtic noise. In absence of theoretical response
to that matter, we will focus on an empirical analysis of the robustness.

We first consider the impulse response if the observed evolution function if sharply disrupted
at one point. None of the aforementioned methods allow to eliminate such an outlier. Indeed,
the wavelet coefficients at the finest scale are strongly impacted by such a noise: therefore,
their value is far from zero and cannot be eliminated by any filter. In particular, thresholding
methods are not robust to extreme noise as we can see in the impulse response graphs in
Figure 3. This drawback is also noticed by [18] in the traditional framework of a linear noise
influence.

Let us now consider another kind of extreme noise which would be different from a Gaussian
noise with an impulse. We specifically study the Cauchy noise, which has a high probability to
draw variables in the tail of its distribution. The probability density of the empirical wavelet
coefficients of a dynamical system disrupted by a Cauchy noise has been studied in [28]. For
a Cauchy distribution of small scale parameter, we then know a good approximation of that
probability density of wavelet coefficients and we could therefore calculate expected quadratic
errors as well as for a Gaussian noise. However, such expected error is not defined for the
Cauchy noise, especially because of its leptokurtic feature. Therefore, we will limit our analysis
to an example with only one simulation and not an average of several simulations. The error
will therefore be the exact quadratic error for the wavelet coefficients of that simulation. In
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Figure 3: We consider the evolution function of a logistic map of parameter 4 with a Gaussian noise of standard
deviation σ = 5% for N = 130. We have disrupted that signal with an impulse point: we have subtracted 1 to
the evolution function at the abscissa 0.5. On the left figure, we see the empirical reconstruction error depending
on the threshold parameter λ for such a simulation, with (solid line) and without (dotted line) the impulse for a
level-dependent hard thresholding (blue), a level-dependent soft thresholding (green) and a smooth thresholding Fλ
(purple). The impulse seems to translate the error curves upwards; it keeps quite unchanged the optimal λ for each
thresholding kind. On the right figure, we see the resulting difference between the reconstructed evolution function
with and without the negative impulse for an arbitrary level-dependent threshold, σ

√
2(Vl + Γl) lnN . The impulse

noise is spread over a large range of abscissas. Such impulse response highlights the lack of robustness of the method
to leptokurtic noise.

Figure 4, we present two kinds of curves. In the first kind, we present the error when we apply
a thresholding filter to the raw data disrupted by a Cauchy noise. In the second kind of curves,
we first smooth the data in a proper way in order to get rid of the extreme noise. In order to
smooth the data, we could truncate the series of wavelet coefficients. But we propose a better
method in which the wavelet coefficients at the finest scale are not removed. More precisely,
for each observation point of the noisy evolution function, we calculate a local median on a
small number of close observations.22 If that median is far from the observation, we consider
that the observation is an outlier and we replace it by the median. Since the median is robust,
such a method allows to get rid of most of the observations disrupted by an extreme noise
without changing the other observations.

As we can see in Figure 4, the estimate S of the error for soft-thresholding fails. If we do not
smooth the data, the benefit of thresholding is narrow. However, if we smooth the observations
as we previously detailed, the thresholding is efficient for a large range of thresholds. This
offsets the fact that we are not able to estimate accurately the optimal threshold using S. The
errors reported in Table 2 emphasize the effectiveness of our method. We also note that only
smoothing the noisy observations of the evolution function eliminates 91.4% of the noise. Of
course, the weight of extreme noise, which is eliminated while smoothing the observations, is
preponderant in the reconstruction error. Besides, the filtering of the wavelet coefficients of
the smoothed data improves a lot the denoising: up to 65.5% of the noise remaining after the
smoothing of the dataset is eliminated next when we use a hard thresholding.

5 Conclusion

We have presented several methods to filter the wavelet coefficients of the evolution function
of a noisy dynamical system. Bayes’s estimate, as well as minimax estimate and oracular
estimates are studied in Theorems 1, 2 and 3. Non-linear filters are also introduced for the
particular signals we consider. Threshold estimate is indeed presented in Theorem 4. Theo-
rem 5 gives a way to optimise the threshold used for such estimates when we only have an
estimate of the error. That estimate of the error has a small bias that we are able to bound.

22 Increasing the number of considered neighbours worsens the accuracy.
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Figure 4: Reconstruction error for one simulation of the evolution function of a logistic map of parameter 4 and with
a Cauchy noise of scale parameter γ = 2%, for different parameters of a level-dependent threshold λ and for N = 130.
In that level-dependent case the threshold applied to each wavelet coefficient is still λ

√
Vl + Γl/max

l

√
Vl + Γl. The

figure on the right is a focus on small values of λ. In green is the error for the soft thresholding, in blue for the hard
thresholding, in purple for the smooth thresholding Fλ. The dotted line stands for the thresholding of the wavelet
coefficients calculated on the raw noisy observations of the evolution function, whereas the solid line stands for the
thresholding of the wavelet coefficients calculated on the smoothed noisy observations of the evolution function. In
red is the estimate of the error thanks to the function S of Theorem 5 if one makes the error of considering the
Cauchy noise as a Gaussian noise: the scale parameter of the Gaussian noise is robustly approximated by σ̂, which
is equal to 0.6745 times the median of the wavelet coefficients at the finest scale, whereas such a median is equal to
γ. Therefore, σ̂ = 2.965% and the red line is not a particularly relevant estimate of the green one.

Thresholding type Raw observations Smoothed observations
Best soft threshold 32.7% 95.5%
Best hard threshold 61.3% 97.0%

Best smooth threshold Fλ 25.8% 96.5%

Table 2: Proportion of the noise eliminated for different thresholds, with a dependence in
√
Vl + Γl,

for the evolution function of a logistic map of parameter 4 and with a Cauchy noise of scale
parameter γ = 2% and for N = 130.
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To sum up, the classical results on wavelet filtering of signals with linear noise influence are
transformed in different ways:

. The noisy wavelet coefficients standard deviation, which appears when calibrating the
different filters, is different from the one faced when denoising a standard time series
with linear noise influence:

– it is first scaled by a factor Vl to the phase space;

– it is then enhanced by a factor (Vl + Γl)/Vl taking into account the non-linearity of
the noise influence.

. Biases appear as we are only able to work with linear approximations of the noisy evo-
lution function. However, those biases are all explicitly bounded, permitting the use of
these theoretical results in practice, what is a very interesting challenge.

The example provided in Section 4 shows the pertinence of our method to denoise a noisy
dynamical system based on a filtering of the wavelet coefficients of its evolution function.
We also improve the method by a preliminary smoothing of outliers in order to eliminate
leptokurtic noise.
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A Lemmas

We introduce three lemmas that we will use several times in the proofs of the theorems of the
present article.

Lemma 1. Let X1, ..., XN be independent random variables with zero mean and let g be a
function in L2(R). Then

E
[
〈X, g〉2

]
= 〈E[X2], g2〉.

Proof. We can write:

E
[
〈X, g〉2

]
= E

[∑N
m=1

∑N
n=1 XnXmg(n)g(m)

]
=

∑N
m=1

∑N
n=1 E [XnXm] g(n)g(m)

=
∑N
n=1 E

[
X2
n

]
g(n)2,

because of the independence of the random variables. Finally, that last line is equal to
〈E[X2], g2〉.

Lemma 2. Let X1, ..., XN be independent identically distributed random variables with zero
mean, variance σ2 and kurtosis κ4 and let g be a positive function in L2(R) such that 〈g, g〉 = G.
Then

E
[
〈X2, g〉2

]
≤ σ4κ4G.

Proof. We can write:

E
[
〈X2, g〉2

]
= E

[∑N
m=1

∑N
n=1 X

2
nX

2
mg(n)g(m)

]
=

∑N
m=1

∑N
n=1 E

[
X2
nX

2
m

]
g(n)g(m)

=
∑N
n=1 E

[
X4
n

]
g(n)2 +

∑N
m=1

∑N
n=1 E

[
X2
n

]
E
[
X2
m

]
g(n)g(m)−

∑N
n=1 E

[
X2
n

]2
g(n)2,

because of the independence of the random variables. Finally, we get:

E
[
〈X2, g〉2

]
= 〈E

[
X4
]
− E

[
X2
]2
, g2〉+ 〈E

[
X2
]
, g〉2

= 〈σ4
(
κ4 − 1

)
, g2〉+ 〈σ2, g〉2

= σ4
(
κ4 − 1

)
G + 〈σ2, g〉2

≤ σ4
(
(κ4 − 1)G + 〈g, g〉

)
= σ4κ4G,

where we used the Cauchy-Schwarz inequality in the last line.

Lemma 3. Let assume (A1), (A2), (A3), (A4) and (A1’). For a linear filter F = (fl)l we
define the estimator z̃ of z from zL, introduced in equation (8), and the estimator ˜̃z of z from
zε, introduced in equation (9). The error between these estimators and the true function z is
respectively, conditionally to IN : rL(z) = E

[∑N
l=1

(
flẑ
L
l − ẑl

)2∣∣∣ IN]
r(z) = E

[∑N
l=1 (flẑ

ε
l − ẑl)2

∣∣∣ IN] .
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Then: ∣∣∣r(z)− rL(z)
∣∣∣ ≤ κ4

4

N∑
l=1

Vl
(
flK

′σ2)2.
Proof. Thanks to the triangle inequality, we have:∣∣r(z)− rL(z)

∣∣ =
∣∣∣E [∑N

l=1 (flẑ
ε
l − ẑl)2

∣∣∣ IN]− E
[∑N

l=1

(
flẑ
L
l − ẑl

)2∣∣∣ IN]∣∣∣
≤ E

[∑N
l=1

(
flẑ

ε
l − flẑLl

)2∣∣∣ IN] ,
Then, according to the Taylor expansion made in [27], since the filter is linear, we get:

∣∣∣r(z)− rL(z)
∣∣∣ ≤ E

[
N∑
l=1

f2
l

1

4
max

(
|z′′|2

)
〈|ε?. |2, |ψl(u.)|V.〉2

∣∣∣∣∣ IN
]
.

Finally, because z′ is a Lipschitz continuous function of constant K′, we get:∣∣r(z)− rL(z)
∣∣ ≤ ∑N

l=1 f
2
l

(K′)2

4
E
[
〈|ε?. |2, |ψl(u.)|V.〉2

∣∣ IN]
≤ κ4

4

∑N
l=1 Vl

(
flK

′σ2
)2
,

using Lemma 2.

B Proof of Theorem 1

Proof. (i) This part of the theorem is a direct consequence of Wiener’s Theorem [43]23, for
an independent but not identically distributed noise, (εn − z′(un)ε?n)n, whose conditional
variance in the wavelet basis is:

E
[
〈ε. − z′(u.)ε?. , ψl(u.)V.〉2

∣∣ IN] = E
[
〈ε., ψl(u.)V.〉2

∣∣ IN]+ E
[
〈z′(u.)ε?. , ψl(u.)V.〉2

∣∣ IN]
= 〈E

[
ε2
.

]
, ψl(u.)

2V 2
. 〉+ 〈E

[
(z′(u.)ε

?
. )

2
∣∣∣ IN] , ψl(u.)2V 2

. 〉
= 〈σ2, ψ2

l V
2〉+ σ2〈E

[
z′2
∣∣ IN] , ψ2

l V
2〉

= σ2 (Vl + Γl) ,

where we used the independence of ε. and ε?. in the first line and Lemma 1 in the
second line. In particular, as soon as z is a Lipschitz continuous function, with Lipschitz
constant K > 0, then, for all x in the support of z, |z′(x)| ≤ K and Γl ≤ K2Vl. Therefore,
conditionally to IN :

rLb (π) =

N∑
l=1

β2
l σ

2

β2
l

Vl+Γl
+ σ2

≤
N∑
l=1

β2
l σ

2Vl(1 +K2)

β2
l + σ2Vl(1 +K2)

.

(ii) We can use directly Lemma 3, because z′ is a Lipschitz continuous function of constant
K′: ∣∣∣rb(π)− rLb (π)

∣∣∣ ≤ κ4

4

N∑
l=1

Vl(fLl K′σ2)2.

23 Theorem 10.2 page 434.
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C Proof of Theorem 2

Proof. (i) In the oracular case, the wavelet coefficients (ẑl)l of the signal are deterministic.
Therefore, for any filter F = (fl)l, the error made, conditionally to IN , is:

r ((fl)l) = E
[∑N

l=1

(
ẑl − flẑLl

)2∣∣∣ IN]
=

∑N
l=1 ẑ

2
l + f2

l E
[(
ẑLl
)2∣∣∣ IN]− 2flẑlE

[
ẑLl
∣∣ IN]

=
∑N
l=1 ẑ

2
l (1− fl)2 + f2

l σ
2 (Vl + Γl).

That error is minimal when fl = fLl , where fLl =
ẑ2l

ẑ2
l
+σ2(Vl+Γl)

. As a consequence, the

minimal error rLa is, conditionally to IN :

rLa (z) = inf
(fl)l

r ((fl)l)

= r
(
(fLl )l

)
=

∑N
l=1 ẑ

2
l

(
1− fLl

)2
+
(
fLl
)2
σ2 (Vl + Γl)

=
∑N
l=1

ẑ2l σ
2(Vl+Γl)

ẑ2
l
+σ2(Vl+Γl)

.

(ii) We can use directly Lemma 3, because z′ is a Lipschitz continuous function of constant
K′: ∣∣∣ra(z)− rLa (z)

∣∣∣ ≤ κ4

4

N∑
l=1

Vl(fLl K′σ2)2.

D Proof of Theorem 3

Proof. (i) The wavelet coefficient of the linearised noisy evolution function is

ẑLl = ẑl + 〈ε. − z′(u.)ε?. , ψl(u.)V.〉.

Therefore, the error between the filtered linearised coefficients and the true ones, condi-
tionally to IN , is defined by:

rLp (z) = E
[∑N

l=1

(
ẑl − fLl ẑLl

)2∣∣∣ IN]
=

∑N
l=1 ẑ

2
l +

(
fLl
)2 E [(ẑLl )2∣∣∣ IN]− 2fLl ẑlE

[
ẑLl
∣∣ IN]

=
∑N
l=1 ẑ

2
l

(
1− fLl

)2
+
(
fLl
)2
σ2 (Vl + Γl),

(12)

because, according to Lemma 1:

E
[
〈ε. − z′(u.)ε?. , ψl(u.)V.〉2

∣∣ IN] = E
[
〈(ε. − z′(u.)ε?. )2, ψl(u.)

2V 2
. 〉
∣∣ IN]

= 〈E
[
(ε. − z′(u.)ε?. )2

∣∣ IN] , ψl(u.)2V 2
. 〉

= σ2 (Vl + Γl) ,

where Γl = 〈z′2, ψ2
l V

2〉. Then, from equation (12), we conclude that, conditionally to
IN :

rLp (z) =

N∑
l=1

min
(
ẑ2
l , σ

2 (Vl + Γl)
)
. (13)

In another side, for all x, y > 0:

1

2
min(x, y) ≤ xy

x+ y
≤ min(x, y),

then, we get from equation (13):

1

2
rLp (z) ≤ rLa (z) ≤ rLp (z).
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(ii) For the estimator ˜̃z, the error is rp(z) and is such that:

∣∣∣rp(z)− rLp (z)
∣∣∣ =

∣∣∣∣∣E
[

N∑
l=1

(
fLl ẑ

ε
l − ẑl

)2

∣∣∣∣∣ IN
]
− E

[
N∑
l=1

(
fLl ẑ

L
l − ẑl

)2

∣∣∣∣∣ IN
]∣∣∣∣∣ .

We can use directly Lemma 3, because z′ is a Lipschitz continuous function of constant
K′: ∣∣∣rp(z)− rLp (z)

∣∣∣ ≤ κ4

4

N∑
l=1

Vl(fLl K′σ2)2.

(iii) We note Rp = κ4

4

∑N
l=1 Vl

(
fLl K

′σ2
)2

and Ra = κ4

4

∑N
l=1 Vl

[
ẑ2l

ẑ2
l
+σ2(Vl+Γl)

]2 (
K′σ2

)2
.

On the one hand if fLl = 1 then, by definition of fLl :

ẑ2
l

ẑ2
l + σ2(Vl + Γl)

≥ ẑ2
l

2ẑ2
l

=
1

2
=

1

2
fLl . (14)

On the other hand if fLl = 0 we have:

ẑ2
l

ẑ2
l + σ2(Vl + Γl)

≥ 0 =
1

2
fLl . (15)

Therefore, thanks to equations (14) and (15), we get:

1

2
Rp ≤ Ra. (16)

Using the item (ii) of Theorem 2 and the items (i) and (ii) of Theorem 3 jointly with the
triangle inequality, we can write:

rp(z) ≤ rLp (z) +Rp
≤ 2rLa (z) +Rp
≤ 2ra(z) + 2Ra +Rp

(17)

and
ra(z) ≤ rLa (z) +Ra

≤ rLp (z) +Ra
≤ rp(z) +Rp +Ra.

(18)

Finally, putting equations (16), (17) and (18) together, we obtain the double inequality:

1

2
rp(z)− 2Ra ≤ ra(z) ≤ rp(z) + 3Ra.

E Proof of Theorem 4

Proof. (i) This part of the theorem is a direct consequence of a Theorem of Donoho and
Johnstone [14], as cited in [43]24, for an independent but not identically distributed noise,
(εn − z′(un)ε?n)n, whose conditional variance in the wavelet basis is:

E
[
〈ε. − z′(u.)ε?. , ψl(u.)V.〉2

∣∣ IN] = σ2 (Vl + Γl) ,

according to Lemma 1. Therefore, conditionally to IN :

rLt (z, (λ?l )l) ≤ (2 logN + 1)
(
σ2 (V̄ + Γ̄

)
+ rLp (z)

)
.

24 Theorem 10.4 page 452.
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(ii) Let λ > 0. We define R(λ) by the equation:

R(λ) = 2

∫ +∞

0

x2φ(x+ λ)dx,

where φ is the Gaussian probability density function. We can see the integrated function
as a product of three functions and we can integrate it by parts because −φ(x) is the
primitive integral of xφ(x):

R(λ) = 2 exp
(
−λ

2

2

) ∫ +∞
0

x× xφ(x)× exp(−λx)dx

= 2 exp
(
−λ

2

2

){∫ +∞
0

φ(x) exp(−λx)dx− λ
∫ +∞

0
xφ(x) exp(−λx)dx

}
≤ 2 exp

(
−λ

2

2

){∫ +∞
0

φ(x)dx− λ
∫ +∞

0
xφ(x)(1− λx)dx

}
≤ 2 exp

(
−λ

2

2

){
1
2
− λ

2
+ λ2

2

}
≤ exp

(
−λ

2

2

) (
1 + λ2

)
.

(19)

From [43]25, we know that, for any threshold λl > 0, conditionally to IN :

rLt (z, λl) ≤
N∑
l=1

σ2(Vl + Γl)R

(
λl

σ
√
Vl + Γl

)
+

N∑
l=1

(
1 +

λ2
l

σ2(Vl + Γl)

)
rLp (z)l, (20)

where rLp (z)l = min((ẑLl )2, σ2(Vl + Γl)). Then, conditionally to IN , we get, using equa-
tion (19) in equation (20):

rLt (z, λl) ≤
N∑
l=1

σ2(Vl + Γl) exp

(
− λ2

l

2σ2(Vl + Γl)

)(
1 +

λ2
l

σ2(Vl + Γl)

)
+

N∑
l=1

(
1 +

λ2
l

σ2(Vl + Γl)

)
rLp (z)l.

(21)
Let λl = λ◦l = σ

√
2Vl (1 +K2) logN . Hence, equation (21) gives, conditionally to IN :

rLt (z, λ◦l ) ≤
∑N
l=1 σ

2(Vl + Γl) exp

(
−Vl(1+K2) logN

Vl+Γl

)(
1 +

Vl(1+K2)2 logN

Vl+Γl

)
+
∑N
l=1

(
1 +

Vl(1+K2)2 logN

Vl+Γl

)
rLp (z)l

≤
∑N
l=1 σ

2(Vl + Γl)
1
N

(
1 + 2

(
1 +K2

)
logN

)
+
∑N
l=1

(
1 + 2

(
1 +K2

)
logN

)
rLp (z)l

≤
(
1 + 2

(
1 +K2

)
logN

) (
σ2
(
V + Γ̄

)
+ rLp (z)

)
.

(iii) We have to adapt Lemma 3 to a non-linear filter. If fl is a soft-threshold filter then:(
flẑ

ε
l − flẑLl

)2

≤
(
ẑεl − ẑLl

)2

.

Thus, using the triangle inequality and a Taylor expansion we get, conditionally to IN :

∣∣∣r(z)− rL(z)
∣∣∣ ≤ E

[
N∑
l=1

1

4
max

(
|z′′|2

)
〈|ε?. |2, |ψl(u.)|V.〉2

∣∣∣∣∣ IN
]
.

Finally, because z′ is a Lipschitz continuous function of constant K′ and κ4 = 3 for a
Gaussian noise we get: ∣∣r(z)− rL(z)

∣∣ ≤ κ4

4

∑N
l=1 Vl

(
K′σ2

)2
≤ 3

4
N V̄

(
K′σ2

)2
,

using Lemma 2.

25 Page 449.
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F Proof of Theorem 5

The following proof is inspired by the bias calculation of Stein’s unbiased risk estimator for a
signal with a linear noise impact [49, 16, 43]. We contribute to adapt it to non-linear noise
impact.

Proof. Let g be the function defined by:

g : x 7→ −x1{|x|<λ} + λ
(
1{x≤−λ} − 1{x≥λ}

)
.

Thus, the filtered wavelet coefficient obtained by soft-thresholding is h(ẑεl ) = ẑεl +g(ẑεl ). Then,
we get the following expression for the bias of the estimate of the error function conditionally
to the grid:

E [ r̃t(z, λ)− rt(z, λ)| IN ] = E
[∑N

l=1 Sl(ẑ
ε
l )−

∑N
l=1 {h(ẑεl )− ẑl}2

∣∣∣ IN]
=

∑N
l=1 E

[
Sl(ẑεl )−

{
g(ẑεl ) + (ẑLl − ẑl) + (ẑεl − ẑLl )

}2
∣∣∣ IN]

=
∑N
l=1

{
E [Sl(ẑεl )| IN ]− E

[
g(ẑεl )

2
∣∣ IN]− E

[
(ẑLl − ẑl)2

∣∣ IN]− 2E
[
g(ẑεl )(ẑ

L
l − ẑl)

∣∣ IN]
−E

[
(ẑεl − ẑLl )2

∣∣ IN]− 2E
[
g(ẑεl )(ẑ

ε
l − ẑLl )

∣∣ IN]− 2E
[
(ẑLl − ẑl)(ẑεl − ẑLl )

∣∣ IN]} .
(22)

We need to develop the expression of E [Sl(ẑεl )| IN ]. It requires the intermediate calculation of
E
[
g(ẑLl )(ẑLl − ẑl)

∣∣ IN]. According to [28] since the noise is Gaussian the wavelet coefficient ẑLl
is a Gaussian random variable of mean ẑl and of variance σ2(Vl+Γl). Therefore, by integrating
by part we get:

E
[
g(ẑLl )(ẑLl − ẑl)

]
= 1

σ
√

2π(Vl+Γl)

∫
R g(x)(x− ẑl) exp

(
− (x−ẑl)2

2σ2(Vl+Γl)

)
dx

= σ2(Vl+Γl)

σ
√

2π(Vl+Γl)

∫
R g
′(x) exp

(
− (x−ẑl)2

2σ2(Vl+Γl)

)
dx

= σ2(Vl + Γl)E
[
g′(ẑLl )

]
,

(23)

where g′ is the derivative of g. Then, conditionally to IN and using equation (23), we get:

E
[
g
(
ẑLl

)2

+ 2g
(
ẑLl

)(
ẑLl − ẑl

)
+
(
ẑLl − ẑl

)2
∣∣∣∣ IN] = E

[
S
(
ẑLl

)∣∣∣ IN] , (24)

because, for x ∈ R, g′(x) = 1{|x|<λ} and g(x)2 = x21{|x|<λ} + λ21{|x|≥λ}. Therefore, using
jointly equations (22) and (24) we get, conditionally to the IN :

|E [ r̃t(z, λ)− rt(z, λ)| IN ]| =
∣∣∣∑N

l=1

{
E
[
g(ẑLl )2 − g(ẑεl )

2
∣∣ IN]+ 2E

[(
g(ẑLl )− g(ẑεl )

)
(ẑLl − ẑl)

∣∣ IN]
−E

[
(ẑεl − ẑLl )2

∣∣ IN]− 2E
[
g(ẑεl )(ẑ

ε
l − ẑLl )

∣∣ IN]− 2E
[
(ẑLl − ẑl)(ẑεl − ẑLl )

∣∣ IN]}∣∣
≤

∑N
l=1

{
E
[ ∣∣g(ẑLl )2 − g(ẑεl )

2
∣∣∣∣ IN]+ 2E

[ ∣∣(g(ẑLl )− g(ẑεl )
)

(ẑLl − ẑl)
∣∣∣∣ IN]

+E
[
(ẑεl − ẑLl )2

∣∣ IN]+ 2E
[ ∣∣g(ẑεl )(ẑ

ε
l − ẑLl )

∣∣∣∣ IN]+ 2E
[ ∣∣(ẑLl − ẑl)(ẑεl − ẑLl )

∣∣∣∣ IN]} .
(25)

thanks to the triangle inequality. Moreover, for all x, y ∈ R we have |g(x) − g(y)| ≤ |x − y|,
|g(x)| ≤ λ and, using a Taylor development:

|g(x)2 − g(y)2| ≤ 2|x− y|max
z

(|g(z)g′(z)|) = 2λ|x− y|.

Therefore, conditionally to IN , we get from equation (25):

|E [ r̃t(z, λ)− rt(z, λ)| IN ]|
≤
∑N
l=1

{
4λE

[ ∣∣ẑLl − ẑεl ∣∣∣∣ IN]+ 4E
[ ∣∣(ẑLl − ẑεl ) (ẑLl − ẑl)

∣∣∣∣ IN]+ E
[(
ẑLl − ẑεl

)2∣∣∣ IN]}
≤
∑N
l=1

{
4λE

[ ∣∣ẑLl − ẑεl ∣∣∣∣ IN]+ 4

√
E
[

(ẑLl − ẑεl )
2
∣∣∣ IN]E [ (ẑLl − ẑl)2| IN ] + E

[(
ẑLl − ẑεl

)2∣∣∣ IN]},
(26)

where we used the Cauchy-Schwarz inequality. According to [28] the wavelet coefficient ẑLl is
a Gaussian random variable of mean ẑl and of variance σ2(Vl+Γl) and, according both to [28]

26
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and Lemma 2, E
[ ∣∣ẑLl − ẑεl ∣∣∣∣ IN] ≤ UlK′σ2/2 and E

[(
ẑLl − ẑεl

)2∣∣∣ IN] ≤ 3Vl
(
K′σ2

)2
/4. Thus,

equation (26) leads to:

|E [ r̃t(z, λ)− rt(z, λ)| IN ]| ≤
∑N
l=1

{
2λUlK′σ2 + 2K′σ3

√
3Vl(Vl + Γl) + 3

4
Vl
(
K′σ2

)2}
,

which concludes Theorem 5.

G Proof for the expected error for the smoother
threshold filter

For the filter Fλ defined for a given λ > 0, we have the following expression for the error of
reconstruction:

rLt (z, λ) = E
[∑N

l=1

(
ẑl −Fλ(ẑLl )

)2∣∣∣ IN]
=

∑N
l=1

(
ẑ2
l − 2ẑlE

[
Fλ(ẑLl )

∣∣ IN]+ E
[(
Fλ(ẑLl )

)2∣∣∣ IN])
=

∑N
l=1

(
σ2(Vl + Γl)− 2ẑlE

[
ẑLl Gλ(ẑLl )

∣∣ IN]+ E
[(
ẑLl Gλ(ẑLl )

)2∣∣∣ IN]+ 2E
[
(ẑLl )2Gλ(ẑLl )

∣∣ IN]),
(27)

where

Gλ : x 7→ Fλ(x)

x
− 1 = − exp

(
−x2

λ
√
Vl + Γl

)
.

We then look for a simple expression for E
[
ẑLl Gλ(ẑLl )

∣∣ IN], E [ (ẑLl )2Gλ(ẑLl )
∣∣ IN] and E

[(
ẑLl Gλ(ẑLl )

)2∣∣∣ IN].
We note that

Gλ(x)δ(x) = − exp
(

−ẑ2l
2σ2(Vl+Γl)

[1− ω]
)

exp
(
−(x−ẑlω)2

2σ2(Vl+Γl)ω

)
1

σ
√

2π(Vl+Γl)

Gλ(x)2δ(x) = exp
(

−ẑ2l
2σ2(Vl+Γl)

[1− ω′]
)

exp
(
−(x−ẑlω′)2

2σ2(Vl+Γl)ω
′

)
1

σ
√

2π(Vl+Γl)
,

where  ω = λ

λ+2σ2
√
Vl+Γl

ω′ = λ

λ+4σ2
√
Vl+Γl

.

Therefore

E
[
ẑLl Gλ(ẑLl )

∣∣ IN] = − exp
(

−ẑ2l
2σ2(Vl+Γl)

[1− ω]
)
× 1

σ
√

2π(Vl+Γl)

∫
R x exp

(
−(x−ẑlω)2

2σ2(Vl+Γl)ω

)
dx

= − exp
(

−ẑ2l
2σ2(Vl+Γl)

[1− ω]
)
ẑlω

3/2

(28)
and

E
[
(ẑLl )2Gλ(ẑLl )

∣∣ IN] = − exp
(

−ẑ2l
2σ2(Vl+Γl)

[1− ω]
)
× 1

σ
√

2π(Vl+Γl)

∫
R x

2 exp
(
−(x−ẑlω)2

2σ2(Vl+Γl)ω

)
dx

= − exp
(

−ẑ2l
2σ2(Vl+Γl)

[1− ω]
) [

(ẑlω)2 + σ2(Vl + Γl)ω
]√

ω.

(29)
The third expectation we are looking for is equal to :

E
[(
ẑLl Gλ(ẑLl )

)2∣∣∣ IN] = exp
(

−ẑ2l
2σ2(Vl+Γl)

[1− ω′]
)
× 1

σ
√

2π(Vl+Γl)

∫
R x

2 exp
(
−(x−ẑlω′)2

2σ2(Vl+Γl)ω
′

)
dx

= exp
(

−ẑ2l
2σ2(Vl+Γl)

[1− ω′]
) [

(ẑlω
′)2 + σ2(Vl + Γl)ω

′]√ω′.
(30)

Then, equations (27) to (30) lead to :

rLt (z, λ) =
∑N
l=1

(
σ2(Vl + Γl) + 2 exp

(
−ẑ2l (1−ω)

2σ2(Vl+Γl)

)
ω3/2

[
(1− ω)ẑ2

l − σ2(Vl + Γl)
]

+exp

(
−ẑ2l (1−ω′)
2σ2(Vl+Γl)

)
(ω′)3/2

[
ẑ2
l + σ2(Vl + Γl)

])
.
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