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Abstract. In a network formation framework, where payoffs reflect an agent’s ability to access
information from direct and indirect contacts, we integrate negative externalities due to connectivity
associated with two types of effects: competition for the access to information, and rivalrous use
of information. We consider two separate models to capture the first and the second situations,
respectively. In the first model we assume that information is a non-rivalrous good but that there
is competition for the access to information, for example because an agent with many contacts
must share his time between them and thus has fewer opportunities to pass on information to each
particular contact. The main idea is that the probability that each neighbor receives the information
decreases with the number of contacts the sender has. In the second model we assume that there
is not competition for the access to information but that the use of information is rivalrous. In
this case, it is assumed that when people receive the information before me, the harmful effect is
greater than when others receive the information at the same time as myself. Our results concern
pairwise stability and efficiency in both models and allow us to compare and contrast the effects
of two kinds of competition for information.

JEL Classification: D85, C70

Keywords: network formation, connections model, information, negative externalities,
pairwise stability, efficiency

1 Introduction

In addition to public information, diffused by sources such as the media, and available to
everyone, most of us also receive valuable information that circulates only in a restricted
manner, between friends and acquaintances. Access to such decentralized information
certainly matters. For example, numerous studies have shown that direct and indirect
personal contacts are the most frequent providers of information that leads to finding a
job (Granovetter (1973, 1974)). This highlights the importance of an individual’s network
of friends and acquaintances and justifies the widely recognized idea that the latter is a
form of social capital.

Jackson and Wolinsky (1996) were the first to propose and analyze a setting, later
generalized by Bloch and Jackson (2007), where individuals seek to maximize the benefits
in terms of information flow, that they receive in a network by strategically forming their
links. An underlying assumption in their framework is that a denser social network will
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benefit everyone by providing more information, at least if we disregard the cost required
to maintain the relationships.

However, this relies on the underlying assumption that information is what is known
as a non-rivalrous good, that is, a good which, used by several individuals simultaneously,
provides each of them with the same utility as if he were the sole user. At a closer look,
the validity of this assumption seems to depend on the nature of the information. Going
back to the case of employment opportunities, someone who learns of an attractive job
opening would certainly prefer that few other people were informed. Similarly, learning
of an early sale of coveted concert tickets or where there is available parking in a crowded
part of town is more valuable when the information is not widely shared. In other cases,
information is truly a non-rivalrous good: I am glad to be informed that rain is predicted
in the afternoon because I can bring my umbrella and my well being is in no way reduced
by the fact that others find out too and bring theirs. For this reason, it is natural to
integrate a negative externality that captures how much an agent’s utility declines when
he has to share his information with others.

A second point to consider is that even in cases where the use of information is non
rival, there may be competition for the access to it due to congestion effects. Agents with
many contacts are less likely to spend as much time with each one of them as someone
who has a small number of contacts. This may translates into a lower probability of
transmitting useful information to each one of the contacts. In this case an agent is not
per se unhappy that other people receive an information. He is unhappy if others receive
it instead of him.

In this paper we discuss how to model the negative externalities associated with
connectivity resulting from the two aforementioned effects in a network formation game
framework. We consider two separate models, to capture competitive use of information
and competitive access to information, respectively. In practice, the presence of both
together is perfectly possible. However, separating the cases facilitates the analysis and
allows us to better understand and compare the effects of each assumption.

Our main results concern pairwise stability and efficiency in these two models. In
particular, our analysis sheds some light on the essential differences between the effects
of competition for the access to information and the competitive use of information. We
begin our analysis by determining necessary conditions for pairwise stability in the first
model. This allows us to rule out some candidates for pairwise stability and to char-
acterize the possible ones in terms of the quantity of incoming information received by
the agents and their importance as intermediaries. In both models, we analyze pairwise
stability of the “standard” architectures, like the star, circle, complete and empty net-
works, and a structure of separate pairs. Depending on model parameters, a variety of
structures can be pairwise stable. By focusing on “asymptotic pairwise stability”, i.e., the
network structures that remain PS when the number of agents becomes very large, we get
sharper predictions. Finally, we compare the social efficiency of some different network
architectures in these settings.

While our paper is related to a number of other works in the literature on strategic
network formation, to the best of our knowledge we are the first ones to propose a
framework for studying network formation with information overspills in the case where
the use of information is competitive. A model of network formation with information
flow and congestion effects is studied by Charoensook (2012), although in a different
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framework from the connections model (Jackson and Wolinsky (1996)) and the model
we propose, since he builds on Bala and Goyal (2000) and analyzes Nash networks. The
problems of competitive use or access to information are not explicitly considered in the
modifications and extensions of the original connections model (Jackson and Wolinsky
(1996)) that capture the issue of negative and positive externalities in networks (e.g.,
Billand et al. (2012), Billand et al. (2013), Buechel and Hellmann (2012), Currarini (2007),
Goyal and Joshi (2006), Haller (2012), Hellmann (2013), Morrill (2011), Méhlmeier et al.
(2016) and the references therein).

In the model of competition for the access to information, for reasons that will be
explained when the model is presented, all paths between agents are taken into account,
not only the shortest paths as is usually the case in the literature on strategic network
formation. An exception is Charoensook (2012) where in case of multiple paths between
two agents, the value of information sent between them is given by the optimal paths,
i.e., the paths that maximize the value of information obtained via the different paths.

Another work that has a similarity with the present paper in the sense of considering
all possible paths is Lim et al. (2015) who investigate a threshold model of cascades in
networks. They define a cascade centrality of an agent as the expected number of switches
given the agent is the seed, where the expected probability that an agent switches is equal
to the sum of the degree sequence products along all the paths from each seed.

In the remainder of the paper we proceed as follows. First, preliminaries on networks
and some related models are recalled in Section 2. Section 3 concerns competition for the
access to information. In Section 4 we study the competition for the use of information.
Section 5 presents concluding remarks and a comparison of the two kinds of competition
for information. Longer proofs of the results are presented in the Appendix.

2 Preliminaries

First we recall some notations and definitions related to networks that will be used in our
analysis; see e.g., Jackson and Wolinsky (1996); Jackson (2008). Let N = {1,2,...,n}
denote the set of players (actors, agents). A network g is a set of pairs {7, j} denoted for
convenience by ij, with i, € N, i # j,! where ij denotes a link between players i and j.
Nodes ¢ and j are directly connected (in other words, i and j are neighbors) if and only
if ij € g.

The degree d;(g) of agent i counts the number of links 7 has in g, i.e.,

di(9) = H{j € N | ij € g}

A network g is regular if for some d € {0,1,...,n — 1}, d;(g) = d for each i € N.

We denote by ¢°, g*, ¢¢ and ¢" the empty network (regular network with d = 0),
the star (network in which d; = n — 1 for one node ¢ (the center) and d; = 1 for all
other (peripheral) nodes j # i), the circle (regular network with d = 2) and the complete
network (regular network with d = n — 1), respectively. The set of all possible networks
g on N is denoted by G := {glg C ¢"}.

By g +ij (g — ij, respectively) we denote the network obtained by adding link ij
to g (deleting link ij from g, respectively). Furthermore, by g_; we denote the network
obtained by deleting player ¢ and all his links from the network g¢.

! We do not allow for loops in this setting.
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Let N(g) (n(g), respectively) denote the set (the number, respectively) of players in
N with at least one link, i.e., N(g) = {i | 37 s.t. ij € g} and n(g) = |N(g)|.

A path connecting i, and i is a set of distinct nodes {iy,is...,ix} C N(g) such that
{iyig,iods, ..., ix_1ix} C g. We denote by p(ii1ix) a path from i; to ix and by P(ijik)
the set of all paths from iy to ix. We write j € p(iyix) if path p(iiix) passes through j.

By d;;(g) we denote the geodesic distance between ¢ and j, i.e., the number of links in
the shortest path between ¢ and j in g. If there is no path connecting ¢ and j in g, then
we set d;;(g) = oo.

A network g is connected if there is a path between any two nodes in g.

The network ¢’ C g is a component of g if for all i € N(¢') and j € N(¢'), i # j, there
exists a path in ¢’ connecting ¢ and j, and for any i € N(¢') and j € N(g), ij € g implies
that ij € ¢'.

Let u; : G — R denote the utility for player ¢« € N. A network g € G is pairwise stable
(denoted by PS) if:

(1) Vij € g, ui(g) > wilg —1j) and u;(g) > u;(g —ij) and
(ii) Vij ¢ g, if u;(g) < wi(g+ij) then u;(g) > u;(g + ij).
A network g C ¢V is strongly efficient (denoted by SE) if

Zui >Zu, ) for all ¢’ C g%

i€EN 1EN

In the symmetric connections model by Jackson and Wolinsky (1996) the utility of
each player ¢ from network g is defined as

W(g) =) 0% —cdi(g) (1)

JF

where 0 < 6 < 1 denotes undiscounted valuation of a connection and ¢ > 0 is the cost for
a direct connection.

Bloch and Jackson (2007) extend the original connections model to the distance-based
model (see also Jackson (2008)), where the utility of 7 is given by

Y(g) = bldy(g)) — cdi(g) (2)
i

with b nonincreasing in d;;(g).
In Mohlmeier et al. (2016) we consider the degree-distance based connections model,
where the utility of agent ¢ is defined as

u}(g) =) b(diy( 9)) — cdi(9) (3)

JF#i

with b: {1,...,n—1}? = R, being the net benefit that an agent receives from the direct
and indirect connections. It is assumed that for all d;;(g), b(d;;(g), k) is nonincreasing in

degree k, and for all d;(g), b(l,d;(g)) is nonincreasing in distance {. Moreover, if there is
no path connecting ¢ and j in g, i.e., if d;;(g) = oo, then we set b(co,d;) = 0 for every

4
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d; €{0,1,...,n—1}. In particular, ufWRT(g@) = 0 for every ¢ € N. In this model, the value
of an information that originates from an overly busy (i.e. high degree) sender is reduced.
However it is not affected by high degrees of the intermediaries in the communication
chain.

To illustrate some of the results, in Mohlmeier et al. (2016) we consider a particular
functional form by setting l;(dij(g),dj (9)) = médij(g), i.e., the model in which the
utility of agent ¢ is given by

1
ﬂzM RT( \ _ = sdisle) cd; 4
(9) ; Tl (9) (4)

3 The model of competition for the access to information

3.1 Description of the model

Consider a set of agents N = {1,...,n}. Each agent possesses a private piece of infor-
mation which provides other agents with a benefit if they receive it. The information
transmission between two agents takes place if a costly link between them is established.
We assume two-way communication which can be modeled by an undirected network,
where a link between agents ¢ and j enables agent ¢ to access j’s information and vice-
versa. We consider two-sided link formation, i.e., mutual consent is required for forming
a link.

In our first model we assume that there is competition for the access to information, for
example because an agent with many contacts spends less time with each of his contacts,
and thus has fewer opportunities to pass on information to the latter. On the other hand,
we assume that the use of the information is non rivalrous. We want to capture the idea
that the likelihood that each neighbor receives an information decreases with the number
of contacts of the sender. When an agent is not sure that information will actually reach
him through the shortest path to the sender, it is natural to value redundancy, that is,
the agent gets utility from all paths between him and the sender not just the shortest
one. Consequently, the utility of agent ¢ in the model of competition for the access to
information is defined by

ufg) =" Y PN T fdelg) — cdilg) (5)

J#4 p(if)EP(ij) kep(ig),k#i

where p(ij) is a path from i to j of length |p(ij)|, 0 < § < 1, f is a decreasing function
of the degree, f(d) > 0 for every d € N, f(1) < 1, and ¢ > 0 is the cost for a direct
connection. We have u$4(g) = 0 if P(ij) = 0 for each j € N.

The modeling of the function f is important. We can interpret f(d) as the probability
that a neighbor of an agent with degree d receives the information from the latter. We
compute the probability of each possible path along which information can travel to an
agent, and multiply it by the utility of receiving the information through that path (i.e.
taking into account the path length). Arguably, the value one assigns to receiving an
information from some path with a certain probability, might be lower if one also has a
probability of receiving the information along other paths. This would be especially true
if one was almost sure to receive the information along some of the paths. However, we
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are interested in the case where communication efficiency decreases with degree, so that
a large number of paths necessarily means that each one has a low probability. We will
assume that agents fully value additional possibilities of receiving an information and so
we do not apply a concave transformation to Y- ;37 i iy O Tliepis) e f(di(9))-

The functional form of f determines how the level of inefficiency of the communication
varies with degree. If f is convex, the decline is more rapid for small degrees, if f is
concave it is the contrary. We can see the quantity f(d)d as measuring the efficiency
of transmission to d contacts. We note that f(d)d < d. Cases where f(d)d is large (a
particular case being f(d) = 1) would be for example when an agent uses mailing lists to
communicate, he can then successfully send information to an arbitrarily large number
of contacts. If he needs to meet contacts in person, we should have f(d) << é for large
degrees, so that f(d)d < 1, which can be interpreted as a situation where conveying the
information requires a lengthy explanation so that an agent with too many contacts may
not convey it successfully to any of them.

The specific choice f(d) = 1/d can be viewed as a case where the agent splits his
time equally with his contacts and the probability of being informed is proportional to
this time. Since we will sometimes do computations with this specific functional form, we
define the utility

a4 (g Z Z Slpid) H di—cdi(g) (6)

71 p(if) €P(ig) kep(if) ki

It is clear that our model differs from the original connections model (Jackson and
Wolinsky (1996)) and the degree-distance-based connections model (Mdohlmeier et al.
(2016)) in several respects. First of all, the function f reduces the flow of information
from high degree senders and passing via high degree intermediaries. Moreover, we take
into account multiple paths originating from the same sender, not only the shortest paths.
To illustrate it on a simple example, consider networks g and ¢’ in Figure 1 and the benefit
of agent ¢ from the information sent by agent j. In the original connections model, the flow
of information from j to 7 is equally beneficial to i in ¢ and ¢’, and is equal to §2. The fact
that agent k has fairly more connections in ¢’ than in g and hence the information from
J to i could be conveyed much easier in g than in ¢’ is ignored in model (1). Similarly in
model (3) (and in (4) which gives i the benefit % from the information sent by j): while it
does take into account the number of connections of the sender of information, it ignores
the connections of agents along the paths of the flow of information, i.e., the connections
of agent k in this example. The model of competition for the access to information defined
in (5) and (6) assumes that the neighbors of both agents j and k& have an impact on the
efficiency of the information transmission between j and i. Agent ¢ benefits more when
the intermediary agent k has less contacts. In model (6) the benefits that i gets from j’s
information sent via k are equal to % in g and % in ¢

Our model of competition for the access to information also differs from the original
connections model in how the information flow is evaluated. It is assumed that each agent
passes the piece of information he possesses to all of his contacts, i.e., j’s information is
sent to ¢ both via k£ and via [. Since ¢ cannot always be sure via which path j’s information
will reach him first, not only the shortest paths that the information passes through (or
the path that would give the maximum benefit), but all paths of the information flow
between j and ¢ “contribute” to the benefit. In the example given in Figure 1 this means
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that the benefit for ¢ from the information sent by j is equal to the sum of the benefits
from the shortest path going through k£ and from the path passing through [ and m (the
latter being equal to —3 in both ¢ and ¢’ under model (6)). Note that in ¢’, for sufficiently

large 0 this beneﬁt £ is greater than the beneﬁt from the information passed via the
shortest path.

/
QO@ 7
L O
@O ® O

Fig. 1. The models of competition for information versus the connections and degree-distance-based connections
models

In the next subsections we analyze pairwise stability in the model given by (5) and

(6).

3.2 Possible and ruled-out categories of pairwise stable structures

In what follows we analyze necessary conditions for maintaining a link in a PS network
in model (5). We show that the value of a link to an agent is determined by two features
of this agent’s structural position: on one hand the quantity of incoming information he
receives and on the other hand his importance as an intermediary. The condition allows us
to obtain some characterizations of possible PS structures in terms of these two features
- incoming information and importance as an intermediary.

— We define the information obtained by 7 without using ¢ as an intermediary in network

g as:
ENOED DD DI | ")

k#jyi p(kj—i)eP(kj—i) lep(kj—i)

where p(kj — 7) is a path from k to j that does not pass i.
— We define the information of ¢ with j as an intermediary (or a sender) in network

g —1j as:

Mg—ij)=> > oI fldlg—ij) (8)

k#i p(ki,j)eP(ki,j) lep(ki,j)

where p(ki, j) is a path from k to ¢ that passes j and P(ki,j) denotes the set of such
paths. Moreover, p(ji, j) and P(ji,7) denote simply p(ji) and P(ji), respectively.

Proposition 1 Let ij € g. Agent i prefers network g to network g — ij if and only if

57(dy()) (1 + P(g)) — I'(g — 1)) (1 - %) > ()
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Proof: uf(g) > uf(g — ij) is equivalent to §f(d;(g)) + I"~%(9)d f(d;(g)) + " (g

zy)% — ¢ > I"(g —ij) which leads to (9). u

CA(

It results from the above formulation that if the communication technology is ineffi-
cient for high degrees (limy_, f(d) = 0) then:

— In a PS network (unless the cost is very low), agents with a high degree must receive
a high quantity of information.

— In a PS network (unless the cost is very high), if low degree agents receive a high
quantity of information, they must also be important as intermediaries in the network.

One could be inclined to think that agents with a high degree always receive a lot of
information, making the first remark above trivial. This is in fact not the case. Even if a
node has a high degree, it does not necessarily need to get a lot of incoming information.

Lemma 1 Suppose that the degree d; of every agent i in the network verifies d d <d; <d.
Then an upper bound on value of the information received by any agent is Y, Y(df(d)d).
In particular, if df(d)6 < 1, then the upper bound is independent of the network size n.

Proof: The number of paths (without repetition) of length [ leading to i is bounded by
d'. Indeed, 7 has at most d neighbors and each of them has at most d neighbors and so
on. Since the minimal degree of any node is d, the value of an information sent on a path
of length [ is bounded by (f(d)d)!. Since the maximal length of a path With no repetition
is n — 1, the total value of incoming information is thus bounded by "7~ '(df(d)5)!. ®

It follows from the bound above that the quantity of incoming information of a high
degree node can vary greatly depending on the network structure. For example, we can
apply Lemma 1 with d = d = n — 1 to the complete network. If the communication
technology is inefficient, the condition df(d)é < 1 holds and so the value of the incoming
information for each node in the complete network is bounded independently of n. When
n is large, it is thus order of magnitude smaller than for the center of a star which receives
(n—1)f(1)d, and this despite identical degrees.

The following proposition can be seen to result from a bound of the incoming infor-
mation an agent can receive.

Proposition 2 Suppose that the communication technology verifies f(d)d < o < 1 when
d is sufficiently large. Consider a network in which each node i has a degree d; such that
kE<d; < %. If k = cn for ¢ > 0, so that the degrees are of the same order of magnitude
as the network size, then such a network cannot be PS when n is large.

Proof: We apply Lemma 1 with d = k and d = E The total value of incoming

information is thus bounded by Zz ~H(kf(k). By assumptlon kf(k) < a < 1 for

large k, and we have lim, o S0 (kf(k))! = - k; Consequently, the requirement
Sf(d)[1 + I’"(g)] > ¢ cannot hold for any d = cn, when n is large. This rules out

networks with (fairly) homogeneous high degrees, i.e., degrees that are on the order of

8

Documents de travail du Centre d'Economie de la Sorbonne - 2016.33



magnitude of the total network size. |

The condition k < d; < % imposes some homogeneity in degree. The result basically
says that large networks where agents have high but homogeneous degrees are not PS
when communication technology is inefficient for large degrees.

To conclude, the previous results rule out some candidates for PS structures (except
for very low costs):

(1) No PS network can contain high degree nodes receiving a low level of incoming infor-
mation.
(2) No PS network can consist only of nodes with a high and fairly homogeneous degree.

The PS networks that are not ruled out by the previous results can thus belong to
the following very general categories:

(a) networks combining high degree nodes with a lot of information and low degree nodes
receiving little information;

(b) networks with only low degree nodes and a lot of information who are all important as
intermediaries in the network (this structural constraint is actually rather restrictive
since low degree nodes are not naturally important intermediaries);

(¢) networks combining high degree nodes and low degree nodes, where both types receive
a lot of information;

(d) networks with only low degree nodes with little information.

In the next subsection, we will study the pairwise stability of some particular networks
which provide examples of structures belonging to the different categories listed above.
3.3 Pairwise stability of some “standard” architectures

We analyze pairwise stability of the prominent network structures that were shown to be
stable in the Jackson-Wolinsky model and the degree-distance-based connections model,
such as the empty network, the star and the complete network, as well as pairwise stability
of the circle and some disconnected structures.

Proposition 3 In the model defined by (5) the following holds:

(i) The empty network ¢° is PS if f(1)6 < c
(i) The star g* with n > 3 is PS if

F(2)6+ fn—1)(2f(2) = f(1))6° + (n = 3) f(1) f(2)f(n —1)0°> < ¢ and
¢ <min (f(1)d, f(n—1)d + (n — 2) f(1) f(n — 1)5?) (10)

(iii) The complete network g~ with n > 3 is PS if

¢ < f(n—1) 1+25’f S_ SN = 1) (k4 1) f(n— 1) = kf(n—2))
(11)
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(iv) The circle g¢ of n > 3 nodes is PS if

n—1
c <Y R+ )0 (F(2) - £(1) (12)
k=1
and for n-even
n—2
¢> f(3)0+2f(3) ) (20" +2f(3) 271 (2)0% -2 Z ) (13)
k=1
and for n-odd
¢ > f(3)0+2f(3 Zf’“ (2651 + f(3) 7T (2)0°F — [T —2ka
(14)
(v) The structures of & separate pairs for n even and o 21 separate pairs with an isolated
agent for n odd are PS if
f(2)o(1+ f(1)0) <c< f(1)d (15)
The cost range for the stability is nonempty whenever

Ff2)
See the proof in the Appendix.

The conditions for pairwise stability obviously involve the cost ¢, the decay ¢ and the
function f. Depending on the structure, pairwise stability depends on the efficiency of
the communication technology for different degrees. More precisely, we only take into
account f(1) for the empty network, f(1) and f(2) for the structure of separate pairs,
f(1), f(2) and f(3) for the circle, f(1), f(2) and f(n — 1) for the star with n nodes, and
finally f(n — 1) and f(n — 2) for the complete graph with n nodes. If we consider the
particular model defined in (6), then by inserting f(d) = % in the conditions obtained in
Proposition 3 the results on pairwise stability are simplified as follows:

Conclusion 1 In the model defined by (6) the following holds:

(i) The empty network ¢° is PS if § < c.
(i) The star g* with n > 3 is PS if

§ (n—23)8 ) (n —2)4?

-4 —— << 17

T By R gr— (17)
For n = 3 this cost range is never empty. For n > 3, this cost range is nonempty
whenever § > "’2% V;"’5

10
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(iii) The complete network g~ with n > 3 is PS if

() o s

(iv) The circle g¢ of n > 3 nodes is PS if

o< (g) (19)
S 30 X () )

52 T2 o\ 1/6\7T L oa\t
25033 (3) —5() 22 () ey

(v) The structures of § separate pairs for n even and of "5= L separate pairs with an isolated
agent for n odd are PS if

and for n-even

I\/
oo|c>q

OJIL\D

and for n-odd

%1+®§c§5 (22)

This cost range is always nonempty as condition (16) becomes 6 < 1.
For stability of the star, from (10) we have

§ (n—3)8° ,
—+-—— " — <c¢<min |9,
2 " 2(n—1)

5 +(n—2)(52
n—1 n—1

. n—2)§2
but since 0 > % + % for all 6 € (0,1), we get (17).

Proposition 3 and Conclusion 1 present conditions for pairwise stability of the network
structures of n nodes, and the conditions usually depend on n, with the exception of the
empty star and the structure of separate pairs. It is therefore interesting to see if the
stability of these structures is preserved when the number of agents becomes very large.
For instance, from Conclusion 1(ii) the cost range for stability of the star decreases with
the number of agents and becomes empty when n — oo. The same remark holds for the
stability of the complete network. The next subsection is devoted to the analysis of this
issue.

3.4 Asymptotic pairwise stability

As a tool for further selection, we will be interested in the networks that are PS when n
is large, that is, structures that remain plausible when the number of agents is large. For
this purpose we introduce a notion of asymptotic (with respect to network size) pairwise
stability.

11
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Definition 1 Let S be some network structure (e.g., star, complete graph, circle, ...).
We say that the structure S is asymptotically pairwise stable (APS) with respect to the
utility function u if

— it is asymptotically well defined, i.e., we can define a sequence of networks (gn, )k>1 of

strictly increasing size ny, such that every network gy, has the structure S, and

— there exist fivred admissible parameters of the utility functions (u;)?, such that for all

g LFE ]
lim (uz(gn) - ui(gn - Z])) >0 (23)
n—-+o0o
and
if lir+n (wi(gn +15) — ui(gn)) >0 then (24)
n—-+0oo
Jm (g0 +147) — uj(gn)) <0 (25)

The set of admissible specifications (parameters) of the utility function for which the
network is APS is the asymptotic stability range of the networks.

Remark 1 In the model (5) the asymptotic stability range is (¢, 6, f), i.e., it is determined
by the cost ¢ >0, 0 < § < 1 and a function f defined in (5), i.e., verifying f(d) > 0 for
alld e N, and f(1) < 1.

Proposition 4 In the model (5) the following holds:

(i)
(i)

(iii)
(i)

(v)

The empty network ¢° is APS whenever it is PS, i.e., if f(1)6 < c.

The star g* with n > 3 is not APS for inefficient communication technology, more
precisely, for a function f such that lim, . f(n)n =0, for any 6 < 1.

If a function f satisfies 0 < lim,,_, o f(n)n < 1, then there exists a nonempty positive
cost range for which the star g* is APS if and only if there exists § € (0,1) such that

| 2
Lz m fin 2 S =5 7)

(26)

In particular, for model (6), i.e., when f(d) = 1/d, such a nonempty cost range does
not exist.
The complete network gV is not APS for inefficient communication technology, more
precisely, for a function f such that lim, ., f(n)n <1, for any § < 1.
There exists a nonempty positive cost range for which the circle g¢ is APS if and only
of

5< 12— F6)

< (27)
f(2)f(3)
In particular, for model (6) such a nonempty cost range exists for any 0 < 6 < 1.
The structures of 5 separate pairs for n even and of ”T’l separate pairs with an iso-

lated agent for n odd are APS whenever they are PS, i.e., when (16) is satisfied. In
particular, for model (6) such a nonempty cost range exists for any 0 < § < 1.

12
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See the proof in the Appendix.

Let us return to the possible and “ruled-out” PS categories of networks listed in
Section 3.2. The star is an example of a PS structure in the category of networks consisting
of high degree - high information nodes and low degree - low information nodes (structure
(a)). As shown in Proposition 4(ii) it can be APS if communication efficiency declines
moderately but not too rapidly in degree. For an inefficient communication technology the
cost range for which the complete network is PS becomes vanishingly small as the network
size grows. This result given in Proposition 4(iii) can also be deduced from Section 3.2,
since gV consists only of nodes with a high and homogeneous degree (structure (2)). The
circle is an example of a PS structure with only low degree - high information who are all
important as intermediaries (structure (b)). The incentive to add links is countered by
the fact that each node is an important intermediary but would become less important if
additional links are added. The stability of the circle is reinforced when communication
efficiency decreases with degree. The separate pairs structure is an example of a PS
network with only low degree nodes with low information (structure (d)).

3.5 Comparison with other related models

In Jackson and Wolinsky (1996), as one could expect, the empty network is PS for high
cost and the complete graph if costs are low. The main finding is that the star is PS
for intermediary levels of cost and decay. The degree-distance-based connections model,
defined in (4), differs from the original connections model in that it reduces the value
of an information originating from an overly busy sender. However, contrary to the CA
model, only the busyness of the original sender and not of the intermediaries in the
communication chain matters. In this model, the star remained APS, while the complete
network is never APS. Similarly, under competition for information, the complete network
is never APS if the communication technology is inefficient. This is not unexpected, in
light of the result for model (4) since the negative effects of high degrees are stronger in
the CA model where they also concern the intermediaries in the communication chain.
As for the star, it can be APS in model (5), but only if the communication efficiency does
not decline too rapidly with the degree.

We note however, that when a star is formed in the presence of competition for
information, the distribution of benefits between center and periphery is different from
that in the Jackson-Wolinsky model in the sense that it is now the center who extracts
the most benefits. While in the original connections model, if the center of the star does
not want to cut a link, then a periphery node will not want to cut the link either, in
the model given by (6) this is not necessarily true. In other words, it is possible that the
center of the star does not want to cut a link while a peripheral node prefers to do so.
To see that, let i be the center of a star and j a peripheral node. Then:

u/"(g*) — u/"(g* —ij) = 6 — c and u]"(¢*) — uw/" (g* — ij) = 6 + (n — 2)0* — ¢, and
: JW (% JW (% P JW (o JW (% ;L
toherte}fore Lf uih (% )f> ufl (g d—lw) the}? alsi)clij *(g )~3Auj ) (g. -—_Ug. o
n the other hand, for t ¢ mode (6), where u; *(g*) —u; (9" —ij) = 0 —c and uj“(g*) —
u§(g* —ij) = 25+ (";_215 — ¢, for every § and n > 3, there exists ¢ such that u¢4(g*) >
U (g —ij) but @f (") < a9 —ij).

Under competition for information, there are in fact structures different from those

that were PS in Jackson and Wolinsky (1996) that enjoy greater asymptotic stability
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than the star for inefficient communication technologies. If the decline in communication
efficiency going from degree two to degree three is large enough, the circle will be APS
for a wide range of decay levels. The same is true for the structure with disjoint pairs
if the decline in communication efficiency going from degree one to two is large enough.
Thus, contrary to the model by Jackson and Wolinsky (1996), where any PS network has
at most one nonempty component, in model (5) disconnected structures can now be PS
and remain stable when the number of agents becomes large. We note that both for the
circle and the disconnected pair structure, the (asymptotic) stability only depends on the
behavior of the communication technology for small degrees.

3.6 Efficiency in the model

Next, we analyze (strong) efficiency in the model. To this effect, we will compare the effi-
ciency of the circle ¢¢, the star g*, the complete network ¢”, and the isolated pair structure
g. Generally, the result of this comparison will depend on the parameters. However, when
the communication technology is inefficient, the circle turns out to be (asymptotically
with respect to network size) more efficient than the other aforementioned structures for
a wide range of costs and levels of decay under a rather plausible assumption about the
behavior of the communication function f. The crucial assumption that allows the circle
to outperform the other structures is that the decline in communication efficiency is very
small when the number of contacts goes from one to two. We note that this only depends
on the behavior of f for very small degrees.

Proposition 5 Let f(1) = 1. Suppose that the communication technology is inefficient
for large degrees in the sense that there exists ng such that (n — 1)f(n — 1) < 1 when
n > ng. Then

— for every fixed ¢ > 0 and 0 < d < 1, we have

lim > uf(g?) = > u(g™) >0 (28)

f(gﬂoj?h) iEN iEN
T 3 - 3 ) > 0 (29
F(2)=f(1) ieN iEN

— lim oo, S v uA(g%) = Yiey uSA(G) > 0 if and only if ¢ < X
lmf(Q)_l)f(l) ZZEN uz (g ) ZZEN Ul (g) Zf and only ch —

The proof is given in the appendix.

One could expect the circle to outperform the complete network which has a much
greater number of links if the link cost is high. In fact, the circle will be (asymptotically)
more efficient than the complete network and the star for any link cost and any level of
decay, provided that the communication technology is inefficient for large degrees and that
the decline in communication efficiency going from one to two contacts is small enough.
More generally, it results from the inequalities that give us Proposition 5 that the closer
f(2) is to f(1), the larger the parameter range (¢, d) for which the circle outperforms the
star and the complete network. In order for the circle to be more efficient than a network
of isolated pairs, it is required, in addition, that the cost is not too high and the decay
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not too great. This is natural since the benefits of indirect contacts decline if decay is too
high and the total cost of links is greater in the circle.

If we do not assume that f(2) is close to 1, but only that 2f(2) > 1, the circle can
still outperform the star and the complete network if decay is high enough.

Proposition 6 Let n > 3. Suppose that the communication technology is inefficient for
large degrees in the sense that there exists ng such that (n —1)f(n —1) <1 when n > ng
and 2f(2) > 1. Then

— For any positive cost ¢ > 0, ¢¢ is more efficient than g~ if § < 2f}§2%;1

— there exists a nonempty cost range for which g¢ is more efficient than g* if

2nf(2) —(n—1) (f(1) + f(n —1))
(n—=1)(n—=2)f(1)f(n—1)
Moreover, we can show that the parameter range for which the circle outperforms the

star, given in the second part of Proposition 6 increases as the communication technology
becomes more inefficient. This is shown in Proposition 7 below:

0 <

=: F(n)

Proposition 7 Consider inefficient communication technology for large degrees such that
lim, i oonf(n) < 1. Let 2f(2) > 1. Then the more inefficient the communication tech-
nology, the greater the cost range for which g¢ is more efficient than g*, and with a very
inefficient communication technology, g¢ will always be more efficient than g*.

Indeed, consider the function F'(n) defined in Proposition 6. We have:

— if lim,, 1o nf(n) =1, then lim, 1, F'(n) = % €(0,1)

— if lim, 1o nf(n) =a € (0,1), then lim, - F(n) = Qf(j}zljg(l) - 2f(§)(;)f(l) >0

— if lim,, ;o nf(n) =0, then lim,_, ;. F'(n) = 400

It results from Proposition 6 that the efficiency of the circle compared to complete
network and the star is enhanced when the level of decay is large. At a first sight this may
seem surprising since the agents are typically further away from each other in the circle
than in the other two structures. However, we need to bear in mind that we count all
paths not just the shortest paths. In the circle there are only two paths between any pair
of agents. In the complete network the number of (typically rather long) paths between
any pair of agents is large and the value of these numerous paths decreases when decay is
large. In the comparison with the star, all paths going through the center of the star have
a relatively low value. When decay is large, what matters is direct paths and these have
a greater value in the circle under the condition 2f(2) > 1. Whether or not the circle
will also be more efficient than the network of disconnected pairs when decay is high will
depend on the cost.

4 A model of competition for the use of information

4.1 Description of the model

We will now assume that there is no competition for the access to information but that
the use of information is rivalrous. Moreover, we assume that the disutility inflicted by
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those who receive the information before me is greater than the disutility inflicted by
those who receive the information at the same time as myself. For the sake of simplicity,
we will assume that it does not matter how many steps before me the earlier informed
people got the information. In this case, the utility an agent ¢ derives from network g is
defined by

ufU(g) = > b(dij(9), wi;(9), yii(9)) — cdig) (30)

{7#ildi;(g9)<oo}

where b(d;;(9), xij(9),vi;(g)) is a three variable function b : N, x N* — R, for the value
of the information that i receives from j, d;;(g) is the geodesic distance from ¢ to j in g,
x;;(g) is the number of agents who are closer to j than ¢, and y;;(g) is the number of agents
who are at the same distance to j as 4. It is also assumed that Y7 b(d, z,y) < +oo for
all xz,y € N.

We note that if d;;(g) = 1, then necessarily x;;(d) = 0. Due to the fact that it is worse

that agents get information before me than at the same time, we also assume
b(d,z,y) > b(d,z +k,y — k) for all k > 1 (31)

The function b is decreasing in each of the three variables. The level of decrease with
respect to x and y captures the level of rivalry in the use, the extreme cases being the
constant case: I do not care if others are informed, and the case where b reaches 0 if
many others learn the information before me. Moreover, if the utility declines rapidly
with distance, it seems reasonable that b should decline more rapidly with respect to
agents who are closer than myself to the sender.

Before we turn to the analysis of pairwise stability in the model of competition for
the use of information, let us compare the benefits from information as modeled in the
different frameworks. Note that in model (30) the benefit from the information received
by a neighbor «, i.e., b(1,0, d,—1), depends only on the degree d, of the neighbor, as in the
degree-distance-based model recalled in (3), where this benefit is determined by b(1, d,).
In model (2) the benefit from the information sent by a neighbor is always the same and
is equal to g(l) For example, in Figure 1 the benefit of agent ¢ from the information sent
by his neighbor & in model (3) is given by l;(l, 2) and l;(l, 7) in g and ¢, respectively, and
in model (30) by b(1,0,1) and b(1,0,6) in g and ¢’, respectively. However, if we consider
the information obtained from indirect contacts, then what is determined in the degree-
distance-based connections model is “included” in the model of competition for the use of
information. More precisely, the degree of a sender of information obtained by = which is
not the sender’s neighbor is included in the number of agents that receive the information
before = does. In Figure 1, for instance, the benefits of ¢ from information sent by j are
equal to b(2), b(2,2) and b(2,2,1) in network g, and b(2), b(2,2) and b(2, 2, 6) in network
g

4.2 Results on pairwise stability

We start our analysis of the model defined in (30) by proving conditions for pairwise
stability of the prominent structures.

Proposition 8 In the model defined by (30) the following holds:
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(i) The empty network ¢° is PS if b(1,0,0) < ¢
(ii) The star g* with n > 3 is PS if

b(1,0,1) = b(2,1,n —3) < ¢ <min (b(1,0,0),b(1,0,n —2) + (n — 2)b(2,1,n — 3))

(32)
(iii) The complete network g~ with n > 3 is PS if
c<b(1,0,n—2) —b(2,n —2,0) (33)
(iv) The circle g¢ of n > 3 nodes is PS if
for n-even
%_1 n—1
c< > b(k,2k—2,1)— > b(k,n—2,0) (34)
k=1 k=241

and for n-even?, n > 6
2
n
¢>b(1,0,2) = b(5,n —2,0) +2 ;b(k, 2k —2,2) — 2k_;+1 b(k,2k —2,1)  (35)

c>0(1,0,2) = b(5,n —2,0) for n € {4,6}
and for n-odd

2 n—1
<> b(k,2k—2,1) = Y b(k,n—2,0) (36)
k=1 k "TH

and for n-odd, n > 7

=y 1)
¢>b(1,0,2) + > b(k,2k —2,2) + Y b(k,2k —2,2)—
k=2 k=2

n—1
2

- ) b(k,2k—2,1 Z b(k,2k —2,1) (37)
k=27 1+1 =31+
c>0(1,0,2) +0(2,2,2) —20(3,4,1) forn="17, ¢ > ( ,2) —b(2,2,1) for n=5.
(v) The structures of i separate pairs for n even and of "5~ epamte pairs with an isolated
agent for n odd are PS if
b(1,0,1) +b(2,1,0) < ¢ < b(1,0,0) (38)

See the proof in the Appendix.

All the conditions for pairwise stability stated in Proposition 8 depend on the benefit
function b and, with the exception of the empty graph and the separate pair structure, also
on the number of agents n. For any benefit function satisfying our general assumptions,
the empty graph will be stable if the cost is high enough, i.e. if it exceeds the benefit of

2 We use the notation |z] := max{y € N|y < z} and [z] := min{y € N |y > z}.
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receiving an information alone. For other structures, a nonempty cost range in which there
is pairwise stability does not exist for all benefit functions. To ensure such a cost range for
the star, roughly speaking, an agent’s utility must not decline too much when he receives
an information at the same time as all other agents in the network compared to when he
receives it at the same time as only one other agent. From monotonicity of function b and
assumption (31), for a given n there always exists a cost range for which the complete
network is pairwise stable, but this cost range can be small and shrink drastically when
n grows. Nevertheless, if decay is fairly large and/or the benefit of an agent decreases
drastically when he moves from a situation where all other agents are informed at the
same time as himself to a case where all other agents are informed before him, then the
complete network is pairwise stable. The conditions for the pairwise stability of the circle
are rather un-plausible. They require that there is a very large loss in benefit for an agent
when moving from a case with only one more agent being informed at the same time
as himself to a situation with two more agents being informed. There exists a nonempty
cost range for pairwise stability of the separate pairs structure when decay is very large
and/or when the benefit of an agent decreases drastically when, instead of being the only
one informed, another agent receives information at the same time.

4.3 Asymptotic pairwise stability

Next we analyze the asymptotic pairwise stability (APS) as introduced in Definition 1.
We check if the PS networks listed in Proposition 8 remain PS if the number of agents
becomes very large.

Remark 2 In the model (30) the asymptotic stability range is determined by (c,b), i.e.,
by the cost ¢ > 0 and a function b defined in (30), i.e., verifying b(d,z,y) > 0 for all
d7 ',L‘7 y'

The asymptotic pairwise stability of some structures depends on which of the following
two assumptions (Al) or (A2) is made:

(A1)  lim b(d,k,y) >0 for every d > 2, y € N

k—+o00

(A2)  lim b(d,xz,k)=0foralld>2, v €N

k——+o0

Assumption (A1) states that an agent’s benefit from getting the information remains
positive even if the number of agents who receive this information earlier than himself
becomes very large. On the contrary, assumption (A2) means that the agent does not
benefit anymore from the information if that is received at the same time by a very large
number of agents. Note that assumption (A1) implies that limy_, . b(d, x, k) > 0 for all
x € N. Similarly, (A2) implies that limg_, ., b(d,k,y) = 0 for all y € N. We get the
following results:

Proposition 9 In the model (30) the following holds:

(i) The empty network ¢° is APS whenever it is PS, i.e., if b(1,0,0) < ¢
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(11) Under assumption (A1), there always exists a nonempty cost range for which the star
g* with n > 3 is APS. The cost ¢ must satisfy

b(1,0,1) = lim b(2,1,n—3) < ¢ <b(1,0,0) (39)

Under assumption (A2), there exists a nonempty cost range for which the star is APS
if and only if
lim (n—2)b(2,1,n—3) >b(1,0,1) (40)

n—-+00
and then the cost range must satisfy

b(1,0,1) < ¢ < min (b(l, 0,0), lim (n—2)b(2,1,n — 3)) (41)

n——+00

(iii) There exists a monempty cost range for which the complete network g~ is APS iff
lim,, 5400 b(1,0,n — 2) > lim,, 1o b(2,n — 2,0). The cost must satisfy

¢c< lim b(1,0,n—2)— lirf b(2,n —2,0) (42)
n—-+0o0

n—-+oo

In particular, under assumption (A2), the complete network is not APS.
(iv) The circle g° of n > 3 nodes is APS if

+00 +oo
b(1,0,2) +2) b(k, 2k —2,2) <c <> b(k, 2k —2,1) (43)
k=2 k=1

(v) The structures of § separate pairs for n even and of "T_l separate pairs with an isolated
agent for n odd are APS whenever they are PS, i.e., when (38) is satisfied.

See the proof in the Appendix.

Consider the case where the number of agents is getting very large and an agent still
derives some benefit from the information even if many others received it earlier than
himself. Then there always exists a nonempty cost range for pairwise stability of the
star and the more the agent benefits from the information which has been also reached
by many other agents in the same time, the larger is this cost range. For the complete
network, there exists a nonempty cost range for its pairwise stability if an agent strictly
prefers to get the information directly and in the same time as all other agents than to get
the information after all other agents have got it. The sharper is this benefit difference,
the larger is the cost range for pairwise stability of the complete graph.

Next, we present the result which, under some assumption, puts constraints on the
possible APS structures formed under competition in the use of information. We begin
by introducing the following definition.

Definition 2 Let SG be the set of networks verifying the following property:

All nodes whose degrees are not bounded independently of network size n belong to a
complete subgraph g. with the set of agents N9 C N such that N9 # (). Moreover,
either the size of the complete subgraph |N9| verifies lim,, LGRS 0, or there exists
at least one node in g.s with a high number of connections to agents outside of g.s, in
the sense that there exists i € N9 such that |{ij € g|j & N9}| goes to infinity when n
grows.
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We note that in the first case, we have a structure reminiscent of a complete graph.
There is a large completely connected component which must make up a sizeable fraction
of the whole network. Everyone outside of this component has a much lower degree than
the agents in the component. The second case is closer to a star structure: The agents
with high degree are all connected to each other but they are not necessarily that many
of them. At least one (and possibly all) of the high degree agents must be linked to a
large number of low degree agents.

The following proposition characterizes the APS networks in the case where there is
strong aversion to the fact that a large number of agents are informed before the receiver.

Proposition 10 Iflim, ,. b(2,z,0) = 0 and lim,,_,, b(1,0,n—2) > ¢, then any network
that is APS has a diameter that is bounded independently of n and belongs to the class of
networks SG.

Proof: First, let us show that no APS network can have a diameter that is not bounded
independently of n. Suppose that the diameter d verifies lim,,_,o0 CZ( gn) = 00. Consider two
agents who are at the maximal distance d from each other. Each one of them would gain
at least b(1,0,n—2)—b(d, z,y) — c from forming a link. But limy_, . b(d, z,y) = 0 for any x
and y, due to the assumption that the sum of utilities converges. Moreover, we know that
lim,, 00 b(1,0,n — 2) > c. This contradicts the stability of the network with diameter d.
From this it also follows that g.s cannot be empty. If g., is the empty graph, then all agents
have degrees bounded independently of n. The diameter of such a network is not bounded
independently of n which is impossible. To show that all agents with asymptotically
unbounded degree must be linked, note that the benefit of forming a link with ¢ if it does
not exist is at least b(1,0,n —2) —b(2, d;,0). Since lim,,_,o, d; = 00, lim,,_,», b(2,d;,0) = 0.
Moreover, if the complete graph is APS, then b(1,0,n — 2) — b(2,n — 2,0) > ¢ and
lim,, o b(2,n — 2,0) = 0, so we must have lim,, o, b(1,0,n —2) > c.

Suppose that lim,, . lNgcs' = 0, and that there exists a k independent of n such that
for all i € N9, |{ij € g]j ¢ NY=}| is bounded by k. The network diameter goes to
infinity as the network size grows. Indeed, start from an ¢ € N9=. The number of agents
he can reach in [ steps is bounded by | N9 |kd'~2, where d is the maximal degree of agents

log(xgesTr)

outside of g.,. By definition of the diameter d, | N9 kd®2 =n implying d = g +2
which goes to infinity as n grows, which is impossible by the previous analysis.

4.4 Efficiency in the model

We will now compare the efficiency of the standard network architectures in our second
model. The main insight we obtain from this comparison is that the star network performs
better than the other structures in terms of efficiency if we assume that there is always a
positive benefit to being informed even when many others receive the information at the
same time as myself. We do not necessarily compare the efficiency of all the structures.
Once it has been established that a structure cannot be efficient because it is dominated
in efficiency for example by the star, it is of limited interest to establish whether or not
it is more efficient than some other structure.
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Proposition 11 Let g denote the structure of 5 separate pairs for n even and of ”T_l
separate pairs with an isolated agent for n odd. We have:

(i) If ¢ > b(1,0,0) then ¢° is more efficient than §, and if ¢ < b(1,0,0) then § is more
efficient than ¢°.
(i1) g* is more efficient than g when

(n—1)[b(1,0,n —2) + (n — 2)b(2,1,n — 3)] > c¢(n —2) +b(1,0,0) (44)

Under assumption (A1), for any ¢ > 0, g* is more efficient than g when n is sufficiently
large.
(iii) g* is more efficient than g~ for sufficiently large costs, i.e., if
n—1 b(1,0,0)

S0(1,0,n—2) = b(2,1,n —3)

c >
n— n—2

(45)

If lim, 4 0o b(1,0,n — 2) = lim,, 1o b(2,1,n — 3), in particular, under assumption
(A2), the complete graph cannot be efficient for large n, since g* will then always be
more efficient than g" .

(iv) g* is more efficient than ¢° for sufficiently small costs, i.e., if

2¢ < b(1,0,0) +b(1,0,n — 2) + (n — 2)b(2,1,n — 3) (46)

Under the assumption (A1), for any ¢ > 0, g* will be more efficient than g° when n
15 sufficiently large.

From Propositions 9(iii) and 11(iii) we can write the following conclusion:

Conclusion 2 There exists a nonempty cost range for which g~ is APS but not efficient
of
lim b(2,1,n—3) > lim b(2,n —2,0) (47)

n—-+o0o n—-+0o

See the proof in the Appendix.

5 Discussion and concluding remarks

Since the payoff functions in our two models of competition for information do not in-
volve the same parameters, we cannot always obtain meaningful comparison of the stable
structures in the two models. Indeed, in both models many structures can be PS for some
choices of payoff parameters and the parameter ranges cannot be compared. If we turn to
asymptotic pairwise stability, predictions become sharper, revealing differences between
the effects of competition for the access to, and competition in the use of information, in
terms of which structures agents are likely to form. We can also contrast the results in
these two models with those of the original connections model.

In the original Jackson-Wolinsky model, the star emerged as the uniquely pairwise
stable structure in a large parameter range. This is not the case for either one of the models
considered here. In the CA model, the star is never APS for inefficient communication
technologies. It fares somewhat better in the CU model if the aversion to others being
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informed first is not too strong, since each peripheral agent receives a large quantity of
information although it is shared with others. It should be noted that the star, when it
is formed does not benefit the same agents in the CA or CU model as in the original
connections model. In the latter, most of the benefits are extracted by the peripheral
agents who always derive a strictly greater utility from being linked to the center than
the center does from being linked to them. In short, the center sponsors costly links that
mainly benefit the peripheral agents. Therefore, it is the center’s decision that is critical
for stability: if the center wants to maintain a link so does the peripheral node. When we
introduce competition effects, the situation changes. Agents in the periphery suffer the
effects of congestion (CA model), or from receiving information that is always shared with
many others (CU model). Now, the star typically fails to be stable because the peripheral
agents do not want to maintain a link to the center, or because they link directly to each
other to receive more “exclusive” information.

Generally speaking, competition in the use of information seems to favor the stability
of structures with small diameters and also of densely connected structures. If an agent
sees little value in an information that many others have received before him, and if costs
are low enough, we have shown (e.g Proposition 10) that the only APS structures are
generalized stars, that is structures where a few high degree nodes, linked to each other
are linked to a large number of low degree nodes, or structures similar to the complete
network consisting of a large completely connected component whose members are linked
to lower degree nodes. Competition in the use of information leads to small network
diameters since agents get little benefit from information that has passed through a large
number of intermediaries. Again, we are not able to characterize the efficient structure
but we have found that in a wide parameter range the star outperforms the other usual
structures and in particular the complete network. It results from this that the CU model
can exhibit over connectedness since the complete network can be dominated by the star
in terms of efficiency in its stability range. The reason for this is quite clear: individual
agents do not like to receive an information after everybody else and so they will tend
to form more links to gain early access. However, by doing so, they reduce the value of
the information for those who previously received it first. Ultimately, nobody will receive
any information that is not widely shared.

With competition for the access to information, on the other hand, neither the star
nor the complete network is APS when the communication technology is inefficient. In-
stead, we find that the circle, which avoids congestion effects since each agent has only
two contacts, can be stable under some conditions on the parameters, mainly that decay
is high enough. While we are not able to identify the efficient network in the CA model, a
comparison of several “standard” network architectures show that the circle outperforms
the others in terms of efficiency for a wide range of costs and levels of decay under a
condition that is only related to the communication technology, namely that the commu-
nication efficiency is close to being maximal for agents with degree two. This condition
which enhances the efficiency of the circle may however be at odds with the conditions
that ensure its stability, and which require some loss in communication efficiency even for
small degrees. In the CU model, the circle is PS only under very un-plausible assumptions
on the payoff function. A network with long communication chains does not satisfy agents
who compete for the use of information since most of the informations they receive will
have passed through a large number of intermediaries.
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Depending on whether they face competition for the access to information or com-
petition in the use of information, agents’ network formation strategies will be rather
different. In the CU model, the desire to avoid being informed after others will incite
agents to create new links to bridge large distances. If costs are low, the stable net-
works have short diameters and may be densely connected, sometimes too much so from
the point of view of efficiency. In the CA model, on the other hand, densely connected
structures are not plausible unless costs are very very low. In this context, the source
of disutility is congestion, a problem which is aggravated in densely connected networks.
Longer communication chains can now be more stable and efficient than structures with
short diameters because there is less congestion when information is transmitted.
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A  Proofs of the results

A.1 Proof of Proposition 3

(1) Consider any two agents i, j € g". We have u{*(¢" + ij) — uf*(¢") = uf*(¢" +1j) —
u§A(g") = F(1)6 — ¢ < O iff f(1)5 < c.
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(ii) Consider the star g* with n > 3 agents. Take the center of the star i and two arbitrary
agents j, k, where j # i, k # i, and j # k. This means that ij € ¢* but jk ¢ g*. For
stability the following conditions must hold:

(A) uf*(g™) —u; (9" \ ij) = 0 and

(B) uf(g") — uf(g" \ ij) = 0 and

(C) utA(g"+ k) — uP(g") < 0.

(A): uf(g") —uf (g™ \ij) = (n—=1)f(1)d = (n—L)e—(n=2)f(1)d+(n—2)c = f(1)d —c.

Hence, (A) holds iff f(1)d > c.

(B): u§H(g*) —u§H(g* \ij) = f(n—1)0+ (n—2)f(1) f(n — 1)6* — c. Hence, (B) holds iff
f(n 1)(5+(n—2)f(1)f(n—1)5220.

(C): ug g+ jk) —u§(g*) = f(2)0 + f(n—1)0% (2f(2) — (1) + (n = 3) f(1) f(2) f(n—

1)6% — c. Hence, condition (C) holds iff

f(2)0+ f(n=1)6* (2f(2) = F(1)) + (n = 3) (D f(2)f(n = 1)é° < c.
Hence, (A) and (B) and (C) lead to condition (10).

(iii) Let n > 3. Consider any two agents 7,5 € g”. We have

ug A (g") —uf (g —ij) = f(n—1)d+(n— 2)f( 1) (2f(n—1) = f(n—2)) 0>+ f*(n—
D(n—2)(n—=3)(3f(n—1) = 2f(n—2)) + =1 =2)((n -1 f(n—1)-
—(n —2)f(n—2))6""! — ¢ which leads to (11).

(iv) Let g¢ be the circle of n agents. Let i,j € g. The ‘no-deletion’ condition u{“(g°)
u$4(g¢ — i) holds iff 2f(2)5 + 2f%(2)8 + ... + 2f*"1(2)6" "t — 2¢ > f(2)0 + f2(2)52
+ fr2(2)0" 2 + f72(2) f(1)0m T — e iff condition (12) is satisfied.
For the ‘no-addition’ condition, it is enough to show that agent ¢ does not want to add a
link to the node that is the most far away from himself. Denote such a node by k. Let n
be even. Then u$4(g¢) > uf4(g¢ + ik) iff 2f(2)6 +2f2(2)6% + ... + 2f*1(2)6" " — 2¢ >
2f(2)8 + f(3)0 + 2f%(2)8% + 2f(2)f(3)0% + ... +2f271(2)07 7" +2f272(2) f(3)d7 " +
4F5712)f(3)07 +2f2(2)f(3)62 + ... + 2f”—3(2)f(3)5”—2 +2f772(2) £(3)6" ! — 3c iff
condition (13) is satisfied.

>
+

If n is odd, then uf4(g¢) > uS4(g¢ +ik) iff 2f(2)6 +2f2(2)62 + ...+ 2f*1(2)6" 1 —2¢ >
2/ (2)0+f(3)5+2/>(2)8°+2/(2) )f( )62+ 1+2f”7“-1<1 >6L”-1+2f%*-2<2>f<3>5”7*—1+
f7(2)07 375 1(2)f(3)07 T(2)f(3)07F L 273 (2) f(3)0" P+

2f"72(2) f(3)0" — 3c iff Condltlon (14) holds.

(v) Let n be even. Consider network g consisting of § separate pairs. Take arbitrary
i,7,k € N such that ij € g, ik ¢ g. We have the following conditions:

ugg) —uf (g —ij) = f(1)d —c >0

ui (g + ik) —uf(g) = f(2)d + f(1)f(2)6* —c < 0

Hence, g is PS iff (15) holds. The cost range is nonempty whenever f(2)d6(1 + f(1)d) <
f(1)d which gives condition (16).

Now, let n be odd and consider network ¢ consisting of ;1 separate pairs and one
isolated agent, say agent m. Then we have to consider addltlonally uCA( g—i—zm) uS(g) =
f(2)6+ f(1)£(2)d% —c, but from the previous condition we have u¢: (g—i—zm) ( ) <0,

so we get also (15).

A.2 Proof of Proposition 4

(i) and (v) are obvious, since the conditions for PS do not depend on n.
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(ii) Let function f be such that lim,_, f(n)n = 0. Then the star is APS if f(2)0 < ¢ < 0.
Suppose now that function f is such that 0 < lim,,_, ., f(n)n < 1. Then the star is APS
if

F2)8+ F()F2)5° tim () < ¢ < F(1)5° lim f(n)n

n——+00 n—-+00
Such a positive cost exists when
f(2)
lim
n—H—oof( njn 2 5f( (1 —0f(2))

In particular, if f(d) = %, then the condition becomes (6 — 1)? < 0 which is satisfied by
no d € (0,1).

(iii) Stability of the complete network requires

c< f(n—1)6 1—|—ka 1n—1)%5 (k+1)fn=1)—kf(n—2))| =S

Let us show that the right hand expression of this inequality goes to 0 as n — +o0. We
note that

(k+1)f(n—1)—kfin—-2)<(k+1)f(n—2)—kf(n—2) = f(n—2)

Since lim,, 1o, f(n)n < 1, there exists an M such that for all n > M, f(n)n < 1. Thus

S < fln-1)s 1+Zf’“n—1 (_2E)k)!5k+k:§rlf(n—2)fk1(n—1)6’“—<n(ﬁ;?;€)!
We have
f(n—Q)fk_l(n—l)%:(n—2—k:+1)...(n—3)(n—2)f(n—2)fk_1(n—1)<
<((n-2)f(n-2))" <1
Thus
S<fn—1)6 |14 fFn— )(( 5’“+ Z 5"
k=1 k=M+1

The first sum in the bracket is finite, the second one converges since § < 1 and lim,,_, o, f(n—
1) = 0. Consequently, S tends to zero and no positive cost exists.

(iv) Consider the circle with n agents, where n is even. The proof for n odd is analogous.
The (even) circle is APS if

lim
n—-+o0o
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or equivalently

210 g U] < g I
F(2)5 F2)5

f(3)d+2f(3)0 {W} <c< T(z)& <~ (49)

13 + 1@ @0 < DD < f9) (50)

Such a positive cost exists whenever f(3) + f(3)f(2)8 < f(2) = ¢ < L&JE)

A.3 Proof of Proposition 5

Assume that f(1) = 1 and (n — 1)f(n — 1) < 1. We begin by proving the first in-
equahty in the first part concerning the circle vs the complete graph. We will show that

Sien S (g9) > Yien u$(gN). We have

S U gN) + (1~ Dne =

=nd[(n=1)f(n=1)+dn—1)(n—-2)f (n—1)+---+6"*(n—-1If" (n-1)] <
<nd[(n=1)f(n—=1)+6(n—1°f(n—1)+---+ 5“72(71 )" i n-1)] <
2 n—2 ndé(l — 5n_1>
<n6(1+6+6+---+6 ):Té

Furthermore,

Z uCA )+ 2nc =

i€EN

= 2nf(2)5 [1 + (Sf(Q) 4+ .4 5n—2fn—2(2>} _ 2nf(2)(5 (1 — (5f<2)>n—1)

1-0f(2)
Hence, .
iEZNU?A(gN) +2nc < §U?A(9N) +(n—1)ne < nd(%ﬁ;)
nd (1= (6f2)"") _ 2nf(2)6 (1 (0/(2))"")
1-96 1-6f(2)

where the last inequality holds iff § < 2
inequality holds for every ¢ < 1.

f( Land 2£(2) > 1. Since f(2) — f(1) = 1, this

We then compare the circle and the star. We have

— 2nc > 2nf(2)0 — 2nc

€N Z - 1- 6f(2)
Furthermore,
D_uiM(g") = (n =13 (f(1) + f(n = 1) + (n = 2)f(1) f(n = 1)8) = 2(n = 1)e
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Hence, the condition
2nf(2)0 —2nc> (n—1)0(f(1)+ f(n—1)+ (n—2)f(1)f(n —1)§) —2(n — 1)c
is equivalent to

2c<2nf(2)0 —(n—=1)5(f(1)+ fin—=1)+ (n—=2)f(1)f(n— 1))

Let us show that for any 0 < 6 < 1, the right hand expression above tends to infinity
when n — oo and f(2) — f(1). Indeed we have:

lm = 20f(2)0 — (= DE(F) + fln—1) + (0 —2)f)f(n— 1) = (51)

6[2f(1) = f(1) = f(1)0] >0 (52)

f@)—r1)
Finally, we consider the last part by comparing the circle with the disjoint pair struc-

ture. Consider
. CA CA

f(@2)—f(1) LieN iEN

We have

; uS () = ndf(1) — ne, ; uf(g 2nf(2)51(1_;]£g”)(2))”_1) — 2nc

. 2nf(2)d (1 — (3£(2)" )
lim [ —2nc—ndf(1)+ nc] = (53)
F2)=1(1) 1=0f@2)
2nf(2)0 } _ ( 2f(1)0 )
lim — ) — = I 5 —

f(nif? { 5@ " fme f(Q)lirJl”(l) - f)9 ~iemem Y

Since f(1) = 1, this quantity is positive if
. e J (11 :55)

A.4 Proof of Proposition 6

The condition for >,y uS4(g%) =3 ,cy uF*(g") > 0 comes from the proof of Proposition
5. In the proof of Proposition 5 we also saw that >, v uf(g¢) — >,c v u¥(g*) > 0 if

2¢ <2nf(2)6 — (n—=1)0 (f(1) + f(n— 1) + (n—2)f(1)f(n —1)d)
Such a cost range exists whenever
2nf(2)0 = (n =13 (f(1) + f(n = 1) + (n = 2)f(1) f(n = 1)d) > 0
which due to the fact that
2nf(2) = (n=1) (f(1) + f(n—1)) >0

leads to

2nf(2) —(n—-1) (f(1) + f(n—1))

S T Dm—f()fn—D)
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A.5 Proof of Proposition 8
i) Consider any two agents i, j € g°. We have uSV (¢ + ij) — ufV (¢°) = uSV(¢" + ij) —
u§V(g") = b(1,0,0) — ¢ < 0iff b(1,0,0) < ¢

(ii) Consider the star g* with n > 3 agents. Let ¢ be the center of the star and j, k two
arbitrary agents, where j # i, k # i, and j # k. The stability conditions are the following:

(A) uf¥(g*) —uf¥(g" \ i) > 0 and

(B) u§¥(g*) — V(9" \ ij) > 0 and

(C) ui” (9" + jk) — uf"(g") < 0.

b(l,0,0) — ¢. Hence, (A) holds iff 6(1,0,0) >

(B): u§Y(g*) — CU(g \ij) = b(1,0,n —2) + (n — 2)b(2,1,n — 3) — ¢. Hence, (B) holds
ffb(l,O,n—2)+(n—2)b(2,1,n—3) > c.

(C): u§Y(g* + jk) — u§Y(g*) = b(1,0,1) — b(2,1,n — 3) — c. Hence, condition (C) holds

iff ¢ >'b(1,0,1) — b(2,1,n — 3).
Hence, (A) and (B) and (C) give condition (32).

(iii) Let n > 3. Consider any two agents 7,5 € g". We have
ufY(gN) — ufY(gN —ij) = b(1,0,n —2) — b(2,n —2,0) —c > 0 iff ¢ < b(1,0,n — 2) —
b(2,n — 2,0).

(iv) Consider the circle g° with n > 3 agents. Let 4, j be arbitrary two agents such that
ij € g°. The no-link-deletion condition uSY(g¢) — uSY(g¢ —ij) > 0 is equivalent to (34)
if n is even and to (36) if n is odd.

Consider now the no-link-addition condition. It is sufficient to guarantee that a node does
not want to form a link with another node which is most far away from that node, as
connecting to any node in the circle which is not at a maximal distance would be less
profitable. Let n be even and n > 8. The condition u$'V(g¢) —uéV(g¢+ik) > 0 for ik ¢ g
is equivalent to (35). The first difference (b(1,0,2) — b(5,n — 2,0)) on the right hand
side of this inequality corresponds to node ¢’s gain of being directly connected to node k
which was before at distance § from i. The second difference on the right hand side of
condition (35) corresponds to i’s gain from all other nodes that can be reached by i by
a shorter distance via node k. For n = 4 and n = 6 node ¢’s total gain consists of the
first difference only, that is, the gain of being directly connected to k. The argumentation
follows analogously for the case when n is odd and leads to (37).

(v) It results immediately from the definition of PS.

A.6 Proof of Proposition 9

(i) and (v) are obvious, since the conditions for PS do not depend on n.

(ii) Consider the star ¢g* with n > 3 agents. Let assumption (Al) be satisfied. Then
we have limy_, o b(d, z, k) > 0 for all d,z. The star is APS whenever (39) is satisfied,
because b(1,0,0) < lim, 100 (b(1,0,n —2) + (n — 2)b(2,1,n — 3)). Note that the cost
range is always nonempty, since b(1,0,1) — lim,,,,+ (2,1,n — 3) < b(1,0,0).

Suppose now that assumption (A2) is satisfied. The star is APS whenever (41) is satisfied.
If lim,, 400 (R —2)b(2,1,n—3) < b(1,0, 1), then this cost range is empty. On the contrary,
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if limy, 4 00(n —2)0(2,1,n —3) > b(1,0,1), then there exists some cost that satisfies (41),
since b(1,0,1) < b(1,0,0).

(iii) Stability of the complete network requires (42) to be satisfied. If lim,, 1o b(1,0,n —
2) > lim,, o0 b(2,n — 2,0), then the right hand side of (42) is positive and ¢V is APS. If
limy, 400 b(1,0, 7 — 2) = lim, 1o b(2,7 — 2,0), then the right hand side of (42) is equal
to 0, and consequently ¢V is not APS.

(iv) Consider the circle g¢ of n > 3 nodes. When going to the limit under n — +o0 in
the right hand expressions in (34), (35), (36) and (37), we obtain condition (43).

A.7 Proof of Proposition 11

We have:
> ufU(g") =0, > uf(g) =n(b(1,0,0) - c)
€N 1EN
> uf(g") = (n — 1) (b(1,0,0) + b(1,0,n — 2) + (n — 2)b(2,1,n — 3) — 2c)
ieEN
ZuCU )=n(n—1)(b(1,0,n—2) —c)
iEN
%_
ZuicU(g =n QZkak —|—b<2 —2,0)—20 for n even
iEN
n—1
ZU?U(QC> =2n Zb(l{;, 2k —21) — ¢ for n odd
€N k=1

All parts (i), (ii), (iii) and (iv) result immediately from the comparison of the sums given
above.

A.8 Proof of Conclusion 2

*

When moving to the limit in (45), by virtue of Proposition 11(iii), ¢* is more efficient

than ¢V if
c> lim b(1,0,n—2)— lim b(2,1,n —3)

n—+oo n—+oo

From monotonicity of function b, and assumptions (31) and (47) we have

lim b(1,0,n—2) > lim b(2,1,n—3) > lim b(2,n —2,0)

n—-+o00 n—-+4o0o n—-+4o0o

and therefore from Proposition 9(iii), ¢” is APS and the cost range for its pairwise
stability satisfies (42). Hence, if the cost range is such that

lim b(1,0,n —2) — lim b(2,1,n—3) <c< lim b(1,0,n—2)— lim b(2,n —2,0)

n—-+o0o n—-+00 n—-+o00 n—-+o00

then ¢g" is APS but not efficient. This cost range is nonempty under assumption (47).
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