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Abstract Though risk measurement is the core of most regulatory document, in
both financial and insurance industries, risk managers and regulators pay little
attention to the random behaviour of risk measures. To address this uncertainty,
we provide a novel way to build a robust parametric confidence interval (CI) of
Value-at-Risk (VaR) for different lengths of samples. We compute this CI from
a saddlepoint approximation of the distribution of an estimator of VaR. Based
on the CI, we create a spectrum representation that represents an area that we
use to define a risk measure. We apply this methodology to risk management and
stress testing providing an indicator of threats caused by events uncaptured in the
traditional VaR methodology which can lead to dramatic failures.

Keywords Financial regulation · Value-at-Risk · Order statistic · Uncertainty ·
Saddlepoint approximation · Stress testing
JEL classification C14 · D81 · G28 · G32

1 Introduction

In both the financial and insurance industries, the computation of the risk is an
important activity. Most of the work is done using a conventional risk measure,
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Université Paris 1 Panthéon-Sorbonne, CES UMR 8174, 106 bd l’Hopital 75013, Paris, France.
Labex Refi.
Tel.: +33-614844745
Fax: +33-144078336
E-mail: kehanleex@gmail.com

 
Documents de travail du Centre d'Economie de la Sorbonne - 2016.34R (Version révisée)



2 Dominique Guégan et al.

say the Value-at-Risk (VaR), introduced by J.P. Morgan (Morgan 1997 [11]).

In this paper we investigate the way that is used to obtain a value of the risk
associated with a bank or an insurance company through the concept of Value-
at-Risk. Indeed, given a risk factor X characterized by a distribution function Fθ,
the risk associated with this risk factor, for a given p, 0 < p < 1, is not more that
the quantile ψp :

PFθ [X > ψp] = 1− p (1)

computed from the distribution law Fθ. In practice Fθ is not known, and in
a common way we estimate ψp: given an information set on the risk factor X,
{X1, · · · , Xn}, we rank them and obtain X(1) ≤ · · · ≤ X(n). We define X(m),

where m = np if np is an integer and m = [np] + 1 otherwise 1, and X(m) is a
consistent estimator of ψp (Serfling 2001 [15]).

We are interested in investigating the properties of this random variable (r.v.)
X(m) to provide a new way of risk measuring based on an area built on the confi-
dence interval(CI) associated with ψp, in order to determine an alert indicator for
bank and insurance risk managers in presence of large risky losses. To attain this
objective we need to know the distribution law of X(m).

The investigation of the properties of the r.v. X(m) is not new. There have
been good results on the asymptotic distribution of the r.v., obtained by Smirnov
(1949) [16], Rao (2002) [14] and Zhu and Zhou (2009) [17] that we recall and ex-
tend later. Empirical works in risk management have also been carried out. Most
of the works which investigate the properties of the estimate of the risk measure
VaR assume that the underlying distribution Fθ is known (Gaussian or Student-t),
and use a Gaussian approximation for the distribution of the X(m) (Jorion 1996
[8]); other papers use techniques based on Bootstrap to obtain the distribution
of X(m) (Pritsker 1997 [13]; Christorffersen and Gonçalves 2005 [4]). All these
approaches introduce a bias in the building of the CI associated with these dif-
ferent techniques. When the CI depends on simulations or Bootstrap, instability
is introduced; when the CI depends on an asymptotic approximation, the bias
is introduced by the computation of the variance which depends on the original
distribution Fθ, and the sample size n.

In this paper we proceed in a different way, we assume that the unknown dis-
tribution law Fθ is unknown and verifies smooth conditions. Then, considering the
results of Smirnov (1949) [16] and Zhu and Zhou (2009) [17] which provide the
asymptotic distributions of X(m)

2, we derive two approximations of the distri-
bution of X(m) using parametric and nonparametric estimates of Fθ. These two
approaches allow the CI associated with X(m) to be determined directly. The main
difference with the previous cited works comes from the role of the sample size n.

1 [x] denotes the largest integer less than or equal to x. X(m) is also called the mth order
statistic, which is a fundamental tool in nonparametric statistics.

2 The asymptotic distribution of the maxima X(n) = max(X1, ..., Xn), which is a special
case of X(m), has been discussed (see Fisher-Tippett theorem) and implemented in risk mea-
surement and stress testing, see Embretch et al. (1997) [5] and Longin (2000) [10]. However,
in this paper, we discuss general X(m).
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Capturing the intrinsic uncertainty of the VaR 3

Indeed, the speed of convergence of the asymptotic distribution obtained with Zhu
and Zhou (2009) [17] using saddlepoint approach is quicker than the approxima-
tion obtained by Smirnov (1949) [16], then it is possible to build a robust CI for
ψ(p) even with small samples, which is a key-point for risk managers. The build-
ing of the CI under general assumptions on Fθ (we can work for instance with
heavy tail distributions) and different values for n provides a way to build a new
spectrum risk measure which risk managers could easily use to control their risks.
Our approach does not need simulations, boostrapping or specific assumptions on
the distribution on Fθ. A simulation experiment compares the both approaches of
Smirnov (1949) [16] and Zhu and Zhou (2009) [17]. We exhibit the good perfor-
mance in the fitting of the asymptotic distribution with the saddlepoint approach.
In particular this method works well with p closing to 0 or 1, asymmetric distri-
bution, fat-tailed behaviour and small samples. Finally, we use this new spectrum
risk measure as an alert indicator for risk managers in case of extreme events: an
empirical example illustrates this novel and interesting point.

This paper is organized as follows. Section 2 describes the Smirnov (1949) [16]
and Zhu and Zhou’s (2009) [17] approximations for the asymptotic distribution of
X(m). We provide a comparison of the performance of these two approximations
by simulations. Section 3 computes the CI of ψ(p) using these two approximations
based on different data sets, and a stress testing application is provided. Section
4 concludes.

2 Asymptotic distribution of X(m)

Consider a r.v. X (for example the return of a portfolio, the return of a risk factor
or an operational loss), with a cumulative distribution function (cdf) Fθ (fθ is
the associated probability density function (pdf) and θ are the parameters). Let
X1, ..., Xn be an independent and identically distributed sample (i.i.d) 3 from X.
It is well known that the distribution of the order statistic X(m) is:

P (X(m) ≤ x) =
m−1∑
k=0

CknFθ(x)n−k(1− Fθ(x))k. (2)

Nevertheless, to realise the objective of this paper which is to build a CI around
the VaR, we use asymptotic approximations of the distribution of X(m) provided
by Smirnov (1949) [16] and Zhu and Zhou (2009) [17]. Indeed, the expression (2)
is complicated to use when Fθ is unknown and m is large enough.

Theorem 1 (Asymptotic normality approximation (Smirnov, 1949))
Given a r.v. X with a continuous and differentiable cdf Fθ and a density fθ

strictly positive at F−1
θ (p), then

√
n
X(m) − F−1

θ (p)
√
V

→(d) N(0, 1), as n −→∞ (3)

3 Or if they are not, we assume that we can transform them to an i.i.d set by filtering
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4 Dominique Guégan et al.

where →(d) means convergence in distribution, V = p(1−p)
fθ(F

−1
θ (p))2

. N(0, 1) rep-

resents the standard Gaussian distribution.

The expression (3) depends on the values of 1

fθ(F
−1
θ (p))

, which are unknown

in most cases. Therefore we need to estimate it. We can use a nonparametric
approach, for instance the Siddiqui-Bloch-Gastwirth estimator:

Sr,n = (
n

2r
)(X(m+r) −X(m−r)) (4)

Hall and Sheather (1988) [7] give an Edgeworth expansion approximation for

the distribution of the studentized r.v.
√
n

X(m)−F−1
θ (p)

p1/2(1−p)1/2Sr,n
. Kaplan (2015) [9] pro-

poses a test for the optimal choice of a smoothing parameter r, which is crucial
for this approximation.

Instead of using such a nonparametric estimator, we can also fit a panel of
distributions using X1, ..., Xn and compute the estimators of θ, denoted θ̂ by max-
imum likelihood, then Fθ̂ and fθ̂ are the estimators of Fθ and fθ. By plugging Fθ̂
and fθ̂ in expression (3), we provide the following corollary:

Corollary 1 (Plug-in AN approximation)
Given a r.v. X whose cdf Fθ and density fθ are continuous functions with

respect to (w.r.t) θ, and θ̂ is a consistent estimator of θ 4, then

√
n
X(m) − F−1

θ (p)√
V̂

→(d) N(0, 1), as n −→∞ (5)

where V̂ = p(1−p)
[fθ̂(F

−1

θ̂
(p)])2

.

The proof is presented in Appendix A.

In a recent paper, Guégan et al. (2015) [6] show that the AN obtained in
the previous theorem depends strongly on the properties of the distribution Fθ
(asymmetric and fat-tailed behaviour) and on the size n. Consequently, using it to
build build a CI for ψ(p) created a potential bias that was difficult to anticipate,
making the new methodology proposed in this paper not as reliable as we expected
for proposing a new risk measure. It is the reason why we now introduce another
way to obtain the asymptotic distribution of X(m) which is free of the behaviour
of the distribution Fθ, and which does not depend so much on the sample size n.
Based on the integral representation of the binomial distribution and Barndorff-
Nielsen formula (Barndorff-Nielsen 1991 [2]; Ma 1998 [12]), Zhu and Zhou (2009)
[17] derives an asymptotic Saddlepoint approximation (SP) for the distribution of
X(m):

Theorem 2 (Saddlepoint approximation (Zhu and Zhou, 2009))
Given a r.v. X with cdf Fθ, for ∀ε > 0 and ∀x in the domain of Fθ, we assume

ε < p < 1− ε. Then, if r0 = m
n , Fθ(x) = t and t 6= p, we have:

4 Asymptotically consistent estimator means θ̂ →(P ) θ, where →(P ) represents convergence
in probability
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Capturing the intrinsic uncertainty of the VaR 5

X(m) →(d) Ψ(
√
nω]) as n −→∞ (6)

where the convergence speed is O( 1
n ) uniformly w.r.t x. Φ denotes the cdf of

standard Gaussian distribution (N(0, 1))

Ψ(
√
nω]) = 1− Φ(

√
nω]) ω] = ω +

1

nω
ln

1

ψ(−ω)

ψ(−ω) =
ω(t− 1)

t− r0
(

r0
1− r0

)
1
2 ω = −

√
2h(t)sign(t− r0)

h(t) = r0ln
r0
t

+ (1− r0)ln
1− r0
t

(7)

where sign(x) = 1 if x ≥ 0 and sign(x) = −1 otherwise. For t = p

P (X(m) ≤ x) ≈ 1

2
+

1√
2πn

1 + r0
3r0

(
r0

1− r0
)

1
2 as n −→∞. (8)

The proof of Theorem 2 is provided by Zhu and Zhou (2009) [17]. In order to
use the result of this theorem to build a CI of F−1

θ (p), we do a linear transformation
in the following way: for ∀x fixed,

X(m) − F−1
θ (p)→(d) Ψ(

√
nω]) as n −→∞ (9)

where we substitute t in Theorem 2 by Fθ(x + F−1
θ (p)). By plugging Fθ̂ and

fθ̂ in expression (7), we introduce the following corollary:

Corollary 2 (Plug-in and linear transformed SP approximation)
Assume Fθ and fθ are continuous functions with respect to (w.r.t) θ, and θ̂ is

an consistent estimator of θ. For ∀ε > 0 and ∀x in the domain of Fθ, we assume
ε < p < 1− ε. Let r0 = m

n , Fθ̂(x+ F−1

θ̂
(p)) = t, then for t 6= p

X(m) − F−1
θ (p)→(d) Ψ(

√
nω̂]) as n −→∞ (10)

where the convergence speed is O( 1
n ) uniformly w.r.t x.

Ψ(
√
nω̂]) = 1− Φ(

√
nω̂]) ω̂] = ω̂ +

1

nω̂
ln

1

ψ(−ω̂)

ψ(−ω̂) =
ω̂(t− 1)

t− r0
(

r0
1− r0

)
1
2 ω̂ = −

√
2h(t)sign(t− r0)

h(t) = r0ln
r0
t

+ (1− r0)ln
1− r0
t

.

(11)

For t = p

P (X(m) ≤ x) ≈ 1

2
+

1√
2πn

1 + r0
3r0

(
r0

1− r0
)

1
2 . (12)

The proof of Corollary 2 is similar to that of Corollary 1. Comparing Theorems
1 and 2, we find that the convergence speed of the SP approximation (O( 1

n )) is
faster than the speed of the AN approximation (O( 1√

n
)). It means the SP ap-

proximation can be more accurate, especially when we have a small sample. It
appears that the use of SP approach is more robust if we wish to approximate the
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6 Dominique Guégan et al.

distribution of X(m).

We now compare the performance of the convergence obtained in Theorem
1 and Theorem 2 by simulation, by checking different sample sizes and distri-
butions for Fθ. We use for Fθ, a N(0, 1) distribution, a NIG0 (Normal-inverse
Gaussian, Barndorff-Nielsen (1978) [1]) distribution 5 and a GEV (Generalized ex-
treme value, Embretch et al. (1997) [5]) distribution 6. These distributions belong
respectively to elliptical distribution family, Generalised hyperbolic distribution
family and extreme value distribution family. These different families of distribu-
tions mean that the main features of the financial data sets can be identified.

Our simulation plan is as follows: for different n and p 7, we simulate n ∗ 1000
random numbers from one of the previous distributions. Then given 0 < p < 1,
we take the realizations of the X(m) for every n points to have 1000 realizations.

We compute the K-S statistic 8 and A-D statistic9 between the AN (or SP) ap-
proximation and the empirical cdf (ecdf) of X(m). The results for K-S statistic are
provided in Table (2), and for A-D statistic in Table (3).

In Tables (2) and (3), the results provided by SP approximation are always
smaller than those provided by AN approximation, for all the three distributions
whatever n and p are. Consequently, the SP approximation always performs the
AN approximation. More precisely, when p is closer to 0 or 1 (like p = 0.005 or
p = 0.995), the difference of accuracy between these two approximations is more
obvious. When n is small, the SP approximation provides robust approximation
but the AN does not.

To illustrate the previous results, we exhibit some graphs showing the accuracy
of the SP approximation for small samples (n = 241 10). Given p = 0.975 with
N(0, 1), on Figure (1) we plot: the solid line, which is the ecdf of X(m) (it is a
benchmark). The dot-dash line is the AN approximation obtained from Theorem
1. The dash line is the SP approximation obtained from Theorem 2. We observe
that the SP approximation is nearly on the ecdf. But the AN approximation is far

5 The tail parameter is equal to 0.3250, skewness parameter is equal to 5.9248e−04, location
parameter is equal to −1.6125e− 04 and scale parameter is equal to 0.0972.

6 The shape parameter is equal to 0.8876698, scale parameter is equal to 2049.7625278 and
location parameter is equal to 245.7930751.

7 Here, n = 11, 121, 241, 501, 1001, 10001, 30001 and p = 0.05, 0.01, 0.005, 0.95, 0.99, 0.995.
8 For an empirical cdf Fn(x) and a cdf F : the Kolmogorov–Smirnov statistic is:

DKSn = supx | Fn(x)− F (x) |, (13)

Fn(x) is the empirical cdf defined as Fn(x) = 1
n

∑n
i=1 1{Xi≤x}, where 1{Xi≤x} = 1 if Xi ≤ x

and 0 otherwise.
9 the Anderson–Darling statistic is:

DADn = n

∫ ∞
−∞

(Fn(x)− F (x))2

F (x)(1− F (x))
dF (x) (14)

10 241 is around the number of one year trading days of a stock market.
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Capturing the intrinsic uncertainty of the VaR 7

away from the ecdf.

Fig. 1 Given p = 0.975 and n = 241, with N(0, 1), we provide the solid line is the ecdf of
X(m). The dot-dash line is the AN approximation from Theorem 1. The dash line is the SP
approximation from Theorem 2.

Using a NIG0 for Fθ and p = 0.01 (left tail), we plot the ecdf of X(m), the
AN and SP approximations in the left graph of Figure (2). In the right graph we
use a GEV distribution and p = 0.995 (right tail), to plot the ecdf of X(m), the
AN and SP approximations. In Figure (2), the solid line is the ecdf. The dot-dash
line is the AN approximation. The dash line is the SP approximation.

Fig. 2 With NIG0 and p = 0.01, we plot the ecdf of X(m), the AN and SP approximation
in the left graph of Figure 2. In the right graph with GEV and p = 0.995, we plot the ecdf of
X(m), the AN and SP approximation. We provide that the solid line is the ecdf. The dot-dash
line is the AN approximation. The dash line is the SP approximation.
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8 Dominique Guégan et al.

We observe that in both graphs of Figure (2), the dash line is always closer
to the solid line than the dot-dash line. That means for fat-tailed Fθ, the SP ap-
proximation is still more accurate than the AN approximation. In particular, the
X(m) realisations simulated from a GEV distribution is asymmetric (skewness =
9.8760) and leptokurtic (kurtosis = 176.0057). Apparently, the AN approximation
cannot fit these behaviours accurately, since it is symmetric and its tail is thin.
Consequently, it is reasonable to use SP approximation in this case.

From Figures (1) and (2), we observe that no matter if we consider the left or
right tail X(m) (p is close to 0 or 1), no matter if the Fθ is symmetric or asym-
metric, fat-tailed or thin-tailed, the SP approximation is always more accurate.
Besides, unlike the symmetric, thin-tailed AN approximation, the SP approxima-
tion means the asymmetric and fat-tailed behaviour of the distribution of X(m) can
be captured. Consequently, we suggest that risk managers and regulators use the
SP approximation to model the uncertainty in X(m), especially when the sample
size is small (for example one year daily data), when the data set has a fat-tailed
and asymmetric distribution and when p is close to 0 or 1 (like 0.001 or 0.999).

Given another confidence level 0 < q < 1, based on the results of Corollaries 1
and 2, we build the CI around the true VaR ψp:[

X(m) − z1− q
2
σ̂, X(m) − z q

2
σ̂
]

(15)

[
X(m) − Z1− q

2
, X(m) − Z q

2

]
(16)

Using Corollary 1 we get a symmetric CI in expression (15), where z q
2

is a

quantile of N(0,1) and σ̂ is a standard deviation from V̂ . Using Corollary 2, we
get a CI in expression (16), where Zq = Ψ−1

q (
√
nω̂]). Ψ and ω̂] are provided in

expressions (10) and (11). This bound Zq will be generally obtained numerically
11. The CI from Corollary 2 is either symmetric or asymmetric. For both CI (15)
and (16), we recall that Fθ has to be estimated first. In Guégan et al. (2015)
[6] we introduce the Spectrum Stress VaR (SSVaR) using the CI (15), denoted
AN-SSVaR, which is an area delineated by the lower and upper bounds of CI,
given two sequences {0 ≤ pi ≤ 1}i=1,...,k and {0 ≤ qj ≤ 1}j=1,...,k, pi corresponds
to the confidence level of the VaR and qj corresponds to the confidence level for
the CI of the VaR. In this paper, we extend this new risk spectrum using the CI
(16) from the saddlepoint approximation. We call it SP-SSVaR. Its bounds are
delineated by the lower and upper bounds of CI (16). In the next section, we ex-
hibit a practical application showing how we can use these CI for risk management.

3 Application: Using the CI for stress testing considering

Assessing the SP approximation of the distribution of X(m) in practice, we con-
sider a fictive financial institution. This one holds two market portfolios (that is,
the same stock components and weights as a benchmark index of a stock market):

11 The code can be provided under request.
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Capturing the intrinsic uncertainty of the VaR 9

the Standard Poor’s 500 (S&P 500) in the U.S. and the Hang Seng Index (HSI)
in China. The S&P 500 represents a developed stock market in the U.S.; the HSI
represents an emerging market in Asia. We consider the daily returns computed
using daily closing prices of the portfolio. More precisely, four data sets are consid-
ered for different periods including three financial crises: Black Monday (1987), the
Asian financial crisis (1997) and the global financial crisis (2007-08) 12. In Table
(1), we provide the first four empirical moments and the number of observations
of these four data sets.

We build the two risk measures AN-SSVaR and SP-SSVaR, using data sets
SP1 and HSI1. The distributions characterizing these data sets are asymmetric
and leptokurtic, so we fit a NIG distribution on them 13. Given q = 0.01 and
n = 252, 244, we compute the bounds of AN-SSVaR and SP-SSVaR using the
CI defined respectively in (15) and (16) with 0.001 ≤ p ≤ 0.05. To compare the
AN-SSVaR and the SP-SSVaR, we compute the ecdf of SP2 and HSI2 for a stress
testing application (BCBS 2005 [3]).

Empirical moments
points mean variance skewness kurtosis

SP1 (03/01/2008-31/12/2008) 252 -0.0015 0.0007 0.1841 6.8849
SP2 (03/01/1987-31/12/1987) 252 0.0003 0.0004 -4.0440 45.5834
HSI1 (03/01/1997-31/12/1997) 244 -0.0005 0.0006 0.7616 18.7190
HSI2 (03/01/1987-31/12/1987) 245 0.0000 0.0008 -6.7209 78.8165

Table 1 In this table, we provide the first four empirical moments of these four data sets and
the number of observations.

In Figure (3), we use the data set SP1 to build the SSVaR. The dash curves
are the bounds of AN-SSVaR. The solid curves are the bounds of SP-SSVaR. The
dash-dot curve is the ecdf of the data set SP2. First, we observe that the lower
bound of the AN-SSVaR is always smaller than the lower bound of the SP-SSVaR
which means that with this former CI we accept higher risks. Indeed for risks
between 0 < p < 0.003, if we use as a risk measure the AN-SSVaR, we consider
that the value of the risks provided with the ecdf line is acceptable; on the another
hand if we consider as a risk measure the SP-SSVaR for 0 < p < 0.003, it can be
seen from the ecdf line that an alert is done. Second, when p < 0.003 the upper
bound of the AN-SSVaR is outside the SP-SSVaR. It comes from the structural
symmetric behaviour of the CI (15) which creates an inappropriate shape for this
upper bound when p is smaller than 0.003.

12 The data sets are: the daily return of S&P 500 over the period from 03/01/2008 to
31/12/2008 with 252 observations (denoted SP1); the daily return of S&P 500 over the period
from 03/01/1987 to 31/12/1987 with 252 observations (denoted SP2); the daily return of HSI
over the period from 03/01/1997 to 31/12/1997 with 244 observations (denoted HSI1); the
daily return of HSI over the period from 03/01/1987 to 31/12/1987 with 245 observations
(denoted HSI2); All the data sets have been obtained from Bloomberg.
13 We use the moment method to get the estimates of NIG parameters. The estimates are

provided in Appendix B
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In Figure (4), we change the data set SP1 by HSI1 and SP2 by HSI2. We plot
the graph again and the results are similar to those of Figure (3). We observe that
the lower bound of the AN-SSVaR is always smaller than the lower bound of the
SP-SSVaR which means that with this former CI we accept higher risks. Indeed
for risks between 0 < p < 0.007, if we use as a risk measure the AN-SSVaR, we
consider that the value of the risks provided with the ecdf line is acceptable; on the
another hand if we consider as a risk measure the SP-SSVaR for 0 < p < 0.007, it
can be seen from the ecdf line that an alert is done.

Consequently, it appears that as an alert indicator, the SP-SSVaR is more
sensitive than the AN-SSVaR. It means the random behaviour of X(m) from dif-
ferent sample sizes can be incorporated robustly. Thus, risk managers can use it
to evaluate a capital buffer to cover the risk embedded in the data set and the
uncertainty of risk measure. In fact, by using the appropriate distribution of the
VaR, it is possible to obtain more accurate confidence intervals for the VaR. Using
the lower bounds of the confidence interval would lead to the creation of a more
realistic Lower-VaR as this one would be more resilient to the occurrence of an
extreme incident.

4 Conclusion

In this paper, to incorporate the random behaviour of X(m), we suggest using the
SSVaR considering a saddlepoint approximation as an efficient risk measure. In
particular, when we consider a small sample characterized by a fat-tailed distri-
bution, and when we consider tail X(m), the random behaviour of X(m) affects
the decision of risk managers. Indeed, theoretically the SP method can approxi-
mate the distribution of X(m) more accurately than the AN method. Consequently
it provides more robust CI to build the SSVaR. To understand the performance
of SP approximation comprehensively, we compared SP and AN approximations
quantitatively and exhibited the difference graphically. The results of the sim-
ulation experiment were consistent with the theoretical result. Finally, we built
the SSVaR from AN and SP approximations as alert indicators, and performed
a stress testing application with data sets from different stock markets including
three financial crises either in developed or in emerging markets. We found that
compared to the alert indicator from AN approximations, the alert indicator from
SP approximations is more sensitive to abnormal events. Therefore, in practice, we
suggest risk managers and regulators use the SSVaR considering a SP approxima-
tion to incorporate the uncertainty of the VaR, particularly for those data sets in
which the random behaviour of X(m) is not negligible, in order to control their risk.
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N(0, 1) NIG0 GEV
AN SP AN SP AN SP

p = 0.05 p = 0.95
n = 11 0.2183 0.0361 0.1933 0.0260 n = 241 0.0847 0.0265
n = 121 0.0767 0.0192 0.0876 0.0358 n = 501 0.0503 0.0265
n = 241 0.0509 0.0274 0.0621 0.0197 n = 1001 0.0756 0.0449
n = 1001 0.0435 0.0248 0.0276 0.0228 n = 10001 0.0371 0.0363
n = 10001 0.0322 0.0259 0.0208 0.0207 n = 30001 0.0368 0.0327

p = 0.01 p = 0.99
n = 11 0.0757 0.0211 0.1963 0.0191 n = 241 0.1155 0.0205
n = 121 0.0847 0.0318 0.1072 0.0222 n = 501 0.1409 0.0370
n = 241 0.0948 0.0330 0.0564 0.0265 n = 1001 0.0988 0.0266
n = 1001 0.0456 0.0191 0.0546 0.0213 n = 10001 0.0459 0.0238
n = 10001 0.0204 0.0195 0.0227 0.0187 n = 30001 0.0327 0.0238

p = 0.005 p = 0.995
n = 11 0.3930 0.0245 0.3959 0.0138 n = 241 0.1584 0.0278
n = 121 0.1711 0.0213 0.1418 0.0278 n = 501 0.1213 0.0253
n = 241 0.0653 0.0225 0.0744 0.0266 n = 1001 0.1461 0.0311
n = 1001 0.1071 0.0296 0.0976 0.0308 n = 10001 0.0515 0.0149
n = 10001 0.0367 0.0139 0.0359 0.0163 n = 30001 0.0392 0.0227

Table 2 For N(0, 1), NIG0 and GEV , for n = 11, 121, 241, 501, 1001, 10001, 30001 and
p = 0.05, 0.01, 0.005, 0.95, 0.99, 0.995, we compute the K-S statistic between the AN (or SP)
approximation and the ecdf of X(m).

N(0, 1) NIG0 GEV
AN SP AN SP AN SP

p = 0.05 p = 0.95
n = 11 46.5478 0.3701 45.4794 0.5787 n = 241 4.1887 0.3820
n = 121 8.1637 0.4610 5.6806 0.3378 n = 501 2.9653 0.2765
n = 241 2.6894 0.2122 1.8976 1.0557 n = 1001 1.7426 0.3486
n = 1001 1.7430 0.3728 0.6408 0.7989 n = 10001 0.6837 0.6725
n = 10001 0.4598 0.2603 0.2827 0.1647 n = 30001 0.7047 0.5905

p = 0.01 p = 0.99
n = 11 5.9214 0.1463 35.3727 0.3105 n = 241 16.2251 0.5430
n = 121 9.5424 0.8465 9.8631 0.2396 n = 501 17.6468 0.6223
n = 241 7.2525 0.3538 5.1074 0.2027 n = 1001 5.1793 0.6358
n = 1001 2.2158 0.4727 1.0760 0.4856 n = 10001 1.1022 0.0926
n = 10001 0.1742 0.1876 0.5491 0.2616 n = 30001 0.9970 0.4869

p = 0.005 p = 0.995
n = 11 181.0830 0.2873 180.4938 0.1900 n = 241 43.3808 0.4520
n = 121 27.1190 0.3710 27.9483 0.1365 n = 501 20.2579 2.0985
n = 241 4.6398 0.1650 10.7707 0.5890 n = 1001 17.7949 1.2266
n = 1001 10.0369 0.2362 9.6725 0.4381 n = 10001 5.4230 1.6109
n = 10001 1.1836 0.2042 1.8859 0.3874 n = 30001 2.1239 0.9011

Table 3 For N(0, 1), NIG0 and GEV , for n = 11, 121, 241, 501, 1001, 10001, 30001 and
p = 0.05, 0.01, 0.005, 0.95, 0.99, 0.995, we compute the A-D statistic between the AN (or SP)
approximation and the ecdf of X(m).
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Fig. 3 In this figure, we use the data set SP1 to build the SSVaR. The dash curves are the
bounds of AN-SSVaR. The solid curves are the bounds of SP-SSVaR. The dash-dot curve is
the ecdf of the data set SP2. We observe that the lower bound of the AN-SSVaR is always
smaller than the lower bound of the SP-SSVaR which means that with this former CI we
accept higher risks. Indeed for risks between 0 < p < 0.003, if we use as a risk measure the
AN-SSVaR, we consider that the value of the risks provided with the ecdf line is acceptable;
on the other hand if we consider as a risk measure the SP-SSVaR for 0 < p < 0.003, it can be
seen from the ecdf line that an alert is done.

Fig. 4 In this figure, we use the data set HSI1 to build the SSVaR. The dash curves are the
bounds of AN-SSVaR. The solid curves are the bounds of SP-SSVaR. The dash-dot curve is
the ecdf of the data set HSI2. We observe that the lower bound of the AN-SSVaR is always
smaller than the lower bound of the SP-SSVaR which means that with this former CI we
accept higher risks. Indeed for risks between 0 < p < 0.007, if we use as a risk measure the
AN-SSVaR, we consider that the value of the risks provided with the ecdf line is acceptable;
on the other hand if we consider as a risk measure the SP-SSVaR for 0 < p < 0.007, it can be
seen from the ecdf line that an alert is done.

A Proof of Corollary 1

At first, we introduce the Slutsky’s theorem

Theorem 3 (Slutsky’s theorem) Let {Xn}, {Yn} be sequences of r.v., If {Xn} converges
in distribution (→(d)) to a r.v. X and {Yn} converges in probability to a constant c (→(p)),
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then
XnYn →(d) cX. (17)

To prove Corollary 1, we begin with

X(m) − F−1
θ (p)√

V̂

=

√
V

V̂

X(m) − F−1
θ (p)

√
V

=
fθ̂(F−1

θ̂
(p))

fθ(F−1
θ (p)

X(m) − F−1
θ (p))

√
V

.

(18)

Since convergence in probability is preserved under continuous transformations, from θ̂ →(P )

θ we have

fθ̂(F−1

θ̂
)(p)− fθ(F−1

θ (p))→(P ) 0. (19)

From Theorem 1 we know that
X(m)−F

−1
θ

(p))
√
V

→(d) N(0, 1), then from Slutsky’s theorem

we have finally

X(m) − F−1
θ (p)√

V̂
→(d) N(0, 1). (20)

B Estimates of the NIG distribution for SP1 and HSI1

We fit the data sets SP1 and HSI1 with NIG distribution. The estimates are provided in
Table (4).

Fitted parameters (NIG)
tail skewness location scale

SP1 23.7081 -7.3294 0.0015 0.0029
HSI1 17.7947 -9.0184 0.0029 0.0034

Table 4 We provide the fitted parameters (NIG) for data sets SP1 and HSI1
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