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Inheritance of Convexity for Partition Restricted

Games

A. Skoda∗

Abstract

A correspondence P associates to every subset A ⊆ N a partition
P(A) of A and to every game (N, v), the P-restricted game (N, v):

(1) v(A) :=
∑

F∈P(A)

v(F ), for all A ⊆ N.

We give necessary and sufficient conditions on P to have inheritance
of convexity from (N, v) to (N, v). The main condition is a cyclic in-
tersecting sequence free condition. As a consequence, we only need to
verify inheritance of convexity for unanimity games and for the small
class of extremal convex games (N, vS) (for any ∅ 6= S ⊆ N) defined
for any A ⊆ N by vS(A) = |A∩S|−1 if |A∩S| ≥ 1, and vS(A) = 0 oth-
erwise. In particular when (N, v) corresponds to Myerson’s network-
restricted game inheritance of convexity can be verified by this way.
For the Pmin correspondence (Pmin(A) is built by deleting edges of
minimum weight in the subgraph GA of a weighted communication
graph G), we show that inheritance of convexity for unanimity games
already implies inheritance of convexity. Assuming only inheritance of
superadditivity, we also compute the Shapley value of the restricted
game (N, v) for an arbitrary correspondence P.

Keywords: communication network, cooperative game, restricted game,
partitions.

1 Introduction

We consider, on a given finite set N , with |N | = n, an arbitrary correspon-
dence P which associates to every subset A ⊆ N a partition P(A) of A.
Then for every game (N, v) we define the restricted game (N, v) associated
with P by:

(2) v(A) =
∑

F∈P(A)

v(F ), for all A ⊆ N.

∗Corresponding author. Université de Paris I, Centre d’Economie de la Sorbonne,
106-112 Bd de l’Hôpital, 75013 Paris, France. E-mail: alexandre.skoda@univ-paris1.fr
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We will more simply refer to this game as the P-restricted game. v is the
characteristic function of the game, v : 2N → IR, A 7→ v(A) and satisfies
v(∅) = 0. Through many accurate choices for the correspondence P, the
new game (N, v) can take into account many combinatorial structures and
differents aspects of cooperation restrictions.
The first founding example is the Myerson’s correspondence PM associated
with communication games [13]. Communication games are cooperative
games (N, v) defined on the set of vertices N of an undirected graph G =
(N,E), where E is the set of edges. For every coalition A ⊆ N , we consider
the induced graph GA := (A,E(A)), where E(A) is the set of edges of E
with ends in A. PM (A) is the set of connected components of GA. The
PM -restricted game (N, v), known as Myerson’s game, takes into account
how the players of N can communicate according to the graph G. Many
other correspondences have been considered to define restricted games (see,
e.g., [2], [4] [5], [7], [9], [10]).
Of course, for applications as well as for theoretical reasons, it is of major
interest to compare the properties of the games v and v and at first to decide
if we have inheritance of basic properties as superadditivity and convexity
from the underlying game (N, v) to the restricted game (N, v). In this case,
we will say we have inheritance of convexity (resp. superadditivity) for the
correspondence P. Inheritance of convexity is a nice property as it implies
that good properties are inherited, for instance the non-emptyness of the
core, and that the Shapley value is in the core.
Let us observe that inheritance of convexity for a correspondence is a strong
property, hence it would be useful to consider weaker properties restricting
the inheritance to a smaller class of convex games as, for instance, the class
of unanimity games (N, uS). It is also a first key step to prove inheritance
in the general case. In a preceding paper [9] we have established necessary
and sufficient conditions on P to have inheritance of superadditivity on
one hand (for all A ⊂ B ⊆ N , P(A) has to be a refinement of P(B))
and of convexity for unanimity games on the other hand (for A,B ⊆ N ,
P(A∩B) = {F ∩G 6= ∅, F ∈ P(A), G ∈ P(B)}). Henceforth assuming that
these two last conditions are realized, we introduce, in the present paper,
for arbitrary subsets A,B ⊆ N and for every D ∈ P(A ∪ B), the family of
intersecting sequences {C1, C2, . . . , Cl}, such that Cj ⊆ D, Cj ∈ P(A) or
Cj ∈ P(B), for all j, 1 ≤ j ≤ l, Cj ∩ Cj+1 6= ∅, for all j, 1 ≤ j ≤ l − 1,
C1 \C2 6= ∅, and Cl \Cl−1 6= ∅. (This definition is close to the definitions of
intersecting subsets and intersecting family in J. Edmonds and R. Giles [6] or
in S. Fujishige [11].) If C1 = Cl, we call it a cyclic intersecting sequence of P.
We say that P is cyclic intersecting sequence free if such cyclic intersecting
sequence does not exist in P.

The main result of this paper is that we have inheritance of convexity
for P if and only if P is a cyclic intersecting sequence free correspondence
(Theorem 17, page 17). We also prove in Theorem 18 that it is enough to

2

 
Documents de travail du Centre d'Economie de la Sorbonne - 2016.40



verify this condition for subsets A,B ⊆ N such that |A \B| = |B \A| = 1.
In all proofs we extensively use writing any game as a unique linear combi-
nation of unanimity games. To prove that the cyclic intersecting sequence
free condition is necessary, we have to use the small class of extremal convex
games (N, vS) (S ⊆ N , |S| ≥ 2) with vS(A) = |A∩S|− 1 if |A∩S| ≥ 1, and
vS(A) = 0 otherwise. As a consequence, we only have to verify inheritance
of convexity for unanimity games and for this last class of extremal convex
games (N, vS) to obtain inheritance for all convex games. It is a surprising
and unexpected fact because the class of convex games is much bigger than
these two small classes.
We prove that the cyclic intersecting sequence free condition is sufficient by
computing explicitly the link between the convexity of the two games (N, v)
and (N, v). For A,B ⊆ N , we set:

∆v(A,B) := v(A ∪B) + v(A ∩B)− v(A)− v(B).

We show that, for an explicitely given family of subsets Aj , Bj ⊆ A ∪ B,
1 ≤ j ≤ p (for some p depending on A and B) we have:

∆v(A,B) =

p
∑

j=1

∆v(Aj , Bj).

The notions of intersecting (resp. crossing) submodular functions have been
highlighted by S. Fujishige [11]. Such functions have to satisfy the submod-
ular inequality only for specific restricted family of subsets. In the same
spirit, we prove a more precise formula for ∆v(A,B) (Proposition 11), using
a finite family of maximal intersecting connected subsets (defined in Sec-
tion 2). Particularly, it provides a more complete information about the
contribution of superadditivity on one hand and of convexity on the other
hand of the game (N, v) to the convexity of (N, v).

Convexity is a nice property but may be too strong to be always realized
in many practical situations. Therefore we have also investigated other
weaker convexity properties. For instance, we have restricted convexity to
the family F of connected subsets of a communication game as in [14]. Then
we have a result for inheritance of this restricted convexity similar to the
one for convexity by restricting the condition to intersecting sequences of
connected subsets.

We prove in Section 4 that for Myerson’s correspondence it can be very
easily established that this correspondence is cyclic intersecting sequence
free. Hence within this framework we get a new proof of A. van den Nouwe-
land and P. Borm’s result [16]: inheritance of convexity for Myerson’s cor-
respondence holds if and only if the graph of the communication game is
cycle-complete1. In the case of a partition system defined in [2] we con-

1A graph G = (N,E) is cycle-complete if for any cycle C = (v1, e1, v2, e2, . . . , em, v1)
in G the subset {v1, v2, . . . , vm} ⊆ N of vertices of C induces a complete subgraph in G.
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sider the correspondence associating to any subset A ⊆ N , its partition into
maximal subsets and we prove that there is no cyclic intersecting sequence.
Therefore inheritance of convexity is satisfied if and only if inheritance of
convexity for unanimity games holds. If moreover the partition system is an
intersecting family, we prove inheritance of convexity is always satisfied as
already shown by U. Faigle [7]. We also consider in Section 4 the correspon-
dence Pmin associated to a weighted graph G = (V,E). For a subset A ⊆ N ,
Pmin(A) corresponds to the set of connected components of the subgraph
(A,E(A) \ Σ(A)) where Σ(A) is the set of minimum weight edges in the
subgraph GA = (A,E(A)). Then we show directly that inheritance of con-
vexity for Pmin is equivalent to the weak property of inheritance of convexity
for unanimity games by proving the non existence of any cyclic intersecting
sequence. A similar equivalence has already been proved in a forthcom-
ing paper [14] for a weaker condition called F-convexity (corresponding to
the restriction of convexity to connected subsets [9]). But this result has
been established by a completely different method as a consequence of a
characterization of inheritance of F-convexity by four conditions on graph
edge-weights. In the forthcoming paper [14], we have also completely clas-
sified the weighted communication games for which we have inheritance of
convexity for Pmin. There are very strong restrictions on these weighted
graphs, particularly only three different edge-weights may occur. Hence, we
have to restrict convexity to F-convexity (as in [9]) if we want to obtain a
wide enough class of weighted graphs for which inheritance of F-convexity
holds.

In Section 5, we give examples of correspondences with cyclic intersecting
sequences for which there is inheritance of convexity for unanimity games
but nevertheless, according to the main result of this paper, no inheritance
of convexity for all convex games.

The article is organized as follows. In Section 2, we give preliminary
definitions and results. In particular, we recall the definitions of convexity,
F-convexity and general conditions on a correspondence to have inheritance
of superadditivity, convexity or F-convexity established in [9]. Then we es-
tablish all preliminary lemmas we will need for further proofs computing the
value ∆v(A,B) at first for an unanimity game v = uS and subsequently for
any game v. We finally introduce all the background (definitions and pre-
liminary lemmas) about intersecting sequences and intersecting connected
subsets, we will later use. Section 3 includes the main results and proofs of
the paper. In Section 4, we consider examples of cyclic intersecting sequence
free correspondences, in particular Myerson’s correspondence and the Pmin

correspondence. In Section 5, we construct various examples of correspon-
dences with cyclic intersecting sequences. In Section 6, only assuming inher-
itance of superadditivity for the correspondence P, we explicitly compute
the Shapley value of the restricted game (N, v) and give a minoration of the
Shapley values of both games (N, v) and (N, v) by another simple value. In
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Section 7, we conclude with some remarks and suggestions for generalization
of these results to other correspondences even when these correspondences
have cyclic intersecting sequences.

2 Preliminary definitions and results

A game (N, v) is zero-normalized if v(i) = 0 for all i ∈ N . We recall that
a game (N, v) is superadditive if, for all A,B ∈ 2N such that A ∩ B = ∅,
v(A ∪ B) ≥ v(A) + v(B). For any given subset ∅ 6= S ⊆ N , the unanimity
game (N, uS) is defined by:

(3) uS(A) =

{

1 if A ⊇ S,
0 otherwise.

We note that uS is superadditive for all S 6= ∅. The following result estab-
lished in [9] gives general conditions on a correspondence P to have inheri-
tance of superadditivity.

Theorem 1. Let N be an arbitrary set and P a correspondence on N . Then
the following claims are equivalent:

1) For all ∅ 6= S ⊆ N , the P-restricted game (N, uS) is superadditive.

2) For all subsets A ⊆ B ⊆ N , P(A) is a refinement of the restriction of
P(B) to A.

3) For all superadditive game (N, v) the P-restricted game (N, v) is super-
additive.

Let us consider a game (N, v). For arbitrary subsets A and B of N , we
define the value:

∆v(A,B) := v(A ∪B) + v(A ∩B)− v(A)− v(B).

A game (N, v) is convex if its characteristic function v is supermodular, i.e.,
∆v(A,B) ≥ 0 for all A,B ∈ 2N . We note that uS is supermodular for all
S 6= ∅. For an arbitrary element i ∈ N and an arbitrary subset A ⊆ N \{i},
the derivative of v at A w.r.t. i is defined by:

∆iv(A) := v(A ∪ {i})− v(A).

∆iv(A) is also known as the marginal contribution of player i w.r.t. coalition
A. For arbitrary subsets A ⊆ B ⊆ N \ {i}, we define the value:

∆iv(A,B) := ∆iv(B)−∆iv(A).

Of course we have ∆iv(A,B) = ∆v(A ∪ {i}, B) and ∆i(∆jv)(A) = ∆v(A ∪
{i}, A∪{j}). Then we have equivalent formulations of supermodularity of v:
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1. ∆v(A,B) ≥ 0, for all A,B ⊆ N .

2. ∆iv(A,B) ≥ 0, for all i ∈ N , for all A ⊆ B ⊆ N \ {i}.

3. ∆i(∆jv)(A) ≥ 0, for all i, j ∈ N with i 6= j, for all A ⊆ N \ {i, j}.

Let F be a weakly union-closed family 2 of subsets of N such that ∅ /∈ F .
A game v on 2N is said to be F-convex if ∆v(A,B) ≥ 0, for all A,B ∈ F
such that A ∩ B ∈ F . If F = 2N \ {∅} then F-convexity corresponds to
convexity.

For a given graph G = (N,E), we say that a subset A ⊆ N is connected
if the induced graph GA = (A,E(A)) is connected. In the case of a commu-
nication game (N, v), F will be the family of connected subsets of N . We
recall the following result proved in [9]:

Theorem 2. Let G = (N,E) be an arbitrary graph and let F be the family
of connected subsets of N . Then the following conditions are equivalent:

1. v is F-convex.

2. ∆iv(A,B) ≥ 0, for all i ∈ N , for all A ⊆ B ⊆ N \ {i} with A,B, and
A ∪ {i} ∈ F .

3. ∆i(∆jv)(A) ≥ 0, for all i, j in N with i 6= j, for all A ⊆ N \ {i, j}
with A,A ∪ {i}, and A ∪ {j} ∈ F .

The next theorem established in [9] gives general abstract conditions on
a correspondence P to have inheritance of convexity for unanimity games.

Theorem 3. Let N be an arbitrary set, P an arbitrary correspondence on
N , and F a weakly-union closed family of subsets of N such that ∅ /∈ F .
The following conditions are equivalent.

a) For all ∅ 6= S ⊆ N , the P-restricted game (N, uS) is superadditive and
F-convex.

b) For all A ⊆ B ⊆ N , P(A) is a refinement of P(B)|A and for all A,B ⊆ N
such that A, B, and A ∩ B are in F , P(A ∩ B) = {F ∩ G 6= ∅, F ∈
P(A), G ∈ P(B)}.

Moreover if F = 2N \ {∅} or if F corresponds to the set of all connected
subsets of a graph then a) and b) are equivalent to:

c) For all A ⊆ B ⊆ N , P(A) is a refinement of P(B)|A and for all i ∈ N ,
for all A ⊆ B ⊆ N \ {i} such that A, B, and A ∪ {i} are in F and for
all A

′
∈ P(A ∪ {i})|A, P(A)|A′ = P(B)|A′ .

2F is weakly union-closed if A ∪ B ∈ F for all A, B ∈ F such that A ∩ B 6= ∅ [8].
Weakly union-closed families were introduced and analysed in [1, 3] and called union stable
systems.
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We first prove some useful lemmas for unanimity games.

Lemma 4. Let us consider a unanimity game (N, uS) with S 6= ∅ and
subsets A,B ⊆ N . Let us define:

(4) S(A,B) = {S ⊆ A ∪B, S 6⊆ A, S 6⊆ B}

Then we have:

(5) ∆uS(A,B) =

{

1 if S ∈ S(A,B),
0 otherwise.

Proof. We have:

∆uS(A,B) = uS(A ∪B) + uS(A ∩B)− uS(A)− uS(B).

If S 6⊆ A ∪B, obviously ∆uS(A,B) = 0.
If S ⊆ A ∩B, ∆uS(A,B) = 1 + 1− 1− 1 = 0.
If S ⊆ A and S 6⊆ B, ∆uS(A,B) = 1 + 0− 1− 0 = 0 (by symetry if S 6⊆ A
and S ⊆ B, ∆uS(A,B) = 0).
If S ⊆ A ∪B, S 6⊆ A and S 6⊆ B, ∆uS(A,B) = 1 + 0− 0− 0 = 1.

Lemma 5. Let P be a correspondence on N . Let A and B be subsets of
N such that P(A) and P(B) are refinement of P(A ∪ B) and P(A ∩ B) =
{F ∩ G 6= ∅, F ∈ P(A), G ∈ P(B)}. Let us consider a unanimity game
(N, uS) with S 6= ∅. Let us define for a given D ∈ P(A ∪B):

(6) S(A,B,D) = {S ⊆ D; for all F ∈ P(A) ∪ P(B), S 6⊆ F}

Then we have:

(7) ∆uS(A,B) =

{

1 if, for some D ∈ P(A ∪B), S ∈ S(A,B,D),
0 otherwise.

Proof. Let us begin with a basic fact we will extensively use in the proof.
By definition uS (A) =

∑

F∈P(A) uS (F ) and therefore uS (A) = 1 if and only
if there exists a block F ∈ P(A) such that S ⊆ F and uS (A) = 0 otherwise.
Let us consider A,B ⊆ N . We have:

∆uS (A,B) = uS (A ∪B) + uS (A ∩B)− uS (A)− uS (B).

If uS (A) = 1 and uS (B) = 1, there exist F ∈ P(A) and G ∈ P(B) such
that S ⊆ F and S ⊆ G. Then by assumption F ∩ G ∈ P(A ∩ B) and
therefore uS (A∩B) = 1. As P(A) is a refinement of P(A∪B) we also have
uS (A ∪B) = 1. Hence ∆uS (A,B) = 0.
If uS (A) = 1 and uS (B) = 0, we have uS (A∪B) = 1 (resp. uS (A∩B) = 0)
as P(A) is a refinement of P(A ∪ B) (resp. as there is no block G ∈ P(B)
with S ⊆ G). Hence ∆uS (A,B) = 0. By symmetry, if uS(A) = 0 and
uS(B) = 1, we also have ∆uS (A,B) = 0.
If uS (A) = 0 and uS (B) = 0, then uS (A∩B) = 0 and therefore ∆uS (A,B) =
uS (A ∪B). Then ∆uS (A,B) = 1 if and only if there exists D ∈ P(A ∪B)
such that S ∈ S(A,B,D).

7

 
Documents de travail du Centre d'Economie de la Sorbonne - 2016.40



Remark 1. By Theorem 3, if for all ∅ 6= S ⊆ N the P-restricted game
(N, uS) is convex, then (7) is satisfied for all A,B ⊆ N .

It is well known that every cooperative game (N, v) can be written as a
unique linear combination of unanimity games:

(8) v =
∑

S⊆N

λSuS ,

where λ∅ = 0 and for S 6= ∅ the coefficients λS ∈ IR are the Harsanyi
dividends [12] of v given by λS =

∑

T⊆S(−1)|S|−|T |v(T ). These coefficients
also correspond to the Möbius transform of v.

Lemma 5 implies the following result.

Corollary 6. Let P be a correspondence on N . Let A and B be subsets of
N such that P(A) and P(B) are refinement of P(A ∪ B) and P(A ∩ B) =
{F ∩ G 6= ∅, F ∈ P(A), G ∈ P(B)}. Let (N, v) be a cooperative game and
v =

∑

S⊆N λSuS, with λS ∈ IR, its unique decomposition into unanimity
games. Then we have:

(9) ∆v(A,B) =
∑

D∈P(A∪B)





∑

S∈S(A,B,D)

λS



 .

Proof. We have by linearity ∆v(A,B) =
∑

S⊆N λS∆uS(A,B). Then Lemma 5
implies (9).

Lemma 7. Let us consider a unanimity game (N, uS), i ∈ N , and A ⊆
N \ {i}. Then we have:

(10) ∆iuS(A) =

{

1 if i ∈ S and S \ {i} ⊆ A,
0 otherwise.

Proof. If S ⊆ A then ∆iuS(A) = 0. If S 6⊆ A then ∆iuS(A) = uS(A ∪ {i}).
As S 6⊆ A it is equal to 1 if i ∈ S and S \ {i} ⊆ A, and 0 otherwise.

Lemma 8. Let P be a correspondence on N . Let us consider i ∈ N and
A ⊆ N \ {i} such that P(A) is a refinement of P(A ∪ {i}). We set P(A) =
{A1, A2, . . . , Ap}, P(A ∪ {i}) = {A

′

1, A
′

2, . . . , A
′

p
′}, and define S

′
(A, i) :=

{∅ 6= S ⊆ N ; ∃l, S ⊆ A
′

l, ∀Am ⊆ A
′

l, S ∩ (A
′

l \Am) 6= ∅}. Then we have:

(11) ∆iuS(A) =

{

1 if S ∈ S
′
(A, i),

0 otherwise.

Proof. Let S be a non-empty subset of N . We have uS(A) = 1 if and only
if ∃Al ∈ P(A) such that S ⊆ Al. Theorem 1 implies that, for all Al ∈ P(A),
there exists a unique A

′

k ∈ P(A∪{i}) such that Al ⊆ A
′

k. Hence if uS(A) = 1

8
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then uS(A∪ {i}) = 1 and ∆iuS(A) = 0. Therefore ∆iuS(A) = 1 if and only
if uS(A) = 0 and uS(A ∪ {i}) = 1, i.e., for all Am ∈ P(A), S 6⊆ Am and
there exists A

′

l ∈ P(A∪{i}), S ⊆ A
′

l. As P(A) is a refinement of P(A∪{i}),
we have Am ∩ S = ∅ for all Am ∈ P(A) such that Am 6⊆ A

′

l. Therefore
uS(A) = 0 if and only if, for all Am ⊆ A

′

l, we have S 6⊆ Am.

Remark 2. By Theorem 1, if for all ∅ 6= S ⊆ N the P-restricted game
(N, uS) is superadditive, then (11) is satisfied for all i ∈ N and all A ⊆
N \ {i}.

We say that two subsets A and B are intersecting subsets or that A
(resp. B) intersects B (resp. A) if and only if A \ B, B \ A, and A ∩ B
are non empty. Let P be an arbitrary correspondence. For given subsets
A,B ⊆ N , and D ∈ P(A ∪B), we define the following family C(A,B,D) of
subsets of D:

C(A,B,D) := {C ⊆ D; C ∈ P(A) or C ∈ P(B)}.

A finite family of subsets F = {C1, C2, . . . , Cl}, with l ≥ 2, is called an
intersecting sequence if Ck, Ck+1 are intersecting subsets for all k, 1 ≤ k ≤
l − 1. A finite family of subsets {C1, C2, . . . , Cl} is called an intersecting
sequence w.r.t. C(A,B,D) if it is an intersecting sequence such that Ck ∈
C(A,B,D) for all k, 1 ≤ k ≤ l.

Remark 3. If A = B or A ∩B = ∅ there is no intersecting sequence w.r.t.
C(A,B,D). Moreover If P is a correspondence such that for all A ⊂ B ⊆ N ,
P(A) is a refinement of P(B), then there is no intersecting sequence w.r.t.
C(A,B,D) if A ⊂ B or B ⊂ A. Hence if there exists an intersecting sequence
w.r.t. C(A,B,D), then A is not a subset of B, B is not a subset of A and
A ∩B 6= ∅, i.e., A and B are intersecting subsets.

Remark 4. Obviously two elements of a partition cannot be intersect-
ing subsets, therefore in the definition of an intersecting sequence w.r.t.
C(A,B,D) if Ck ∈ P(A) (resp. P(B)) then Ck+1 ∈ P(B) (resp. P(A)), and
Ck ∩ Ck+2 = ∅, for all k, 1 ≤ k ≤ l − 2. Therefore {C1, C2, . . . , Cl} is an
intersecting sequence w.r.t. C(A,B,D) if and only if Ck ∩ Ck+1 6= ∅ for all
k, 1 ≤ k ≤ l − 1, C1 \ C2 6= ∅ and Cl \ Cl−1 6= ∅.

A finite family of subsets F = {C1, C2, . . . , Cl}, with l ≥ 3, is called a
cyclic intersecting sequence if F is an intersecting sequence such that C1

and Cl are intersecting. Remark 4 implies that if F is a cyclic intersecting
sequence w.r.t. C(A,B,D) then its number of components in P(A) corre-
sponds to its number of components in P(B), and therefore l is necessarily
even. Remark 4 also implies that {C1, C2, . . . , Cl} is a cyclic intersecting se-
quence w.r.t C(A,B,D) if and only if Ck ∩Ck+1 6= ∅ for all k, 1 ≤ k ≤ l− 1,
and C1 ∩ Cl 6= ∅.

9
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Remark 5. If {C1, C2, . . . , Cl} is a cyclic intersecting sequence w.r.t. C(A,
B,D) then l = 2l

′
, with l

′
≥ 2, and we have Ck ∩ Ck+1 ⊂ A ∩ B for

all k, 1 ≤ k ≤ l − 1, and C1 ∩ Cl ⊂ A ∩ B. Then as A 6= B we have
|N | ≥ |A ∩ B| + 1 ≥ 2l

′
+ 1. In particular if |N | ≤ 4, there exists no cyclic

intersecting sequence w.r.t. C(A,B,D). Moreover if P is a correspondence
such that for all A ⊂ B ⊆ N , P(A) is a refinement of P(B) then A and B
are intersecting subsets and we have |N | ≥ |A∩B|+2 ≥ 2l

′
+2. In particular

if |N | ≤ 5, there exists no cyclic intersecting sequence w.r.t. C(A,B,D).

A finite family of subsets F = {C1, C2, . . . , Cl} is called an elementary
intersecting sequence if it is an intersecting sequence such that F does not
contain a subfamily corresponding to a cyclic intersecting sequence. An
intersecting sequence {C1, C2, . . . , Cl} w.r.t. C(A,B,D) is necessarily ele-
mentary if l ≤ 3. If l ≥ 4 then {C1, C2, . . . , Cl} is an elementary intersecting
sequence w.r.t. C(A,B,D) if and only if Cj ∩ Ck = ∅ for all j, k, with

1 ≤ j ≤ l − 3, and k = j + 2p+ 1, with 1 ≤ p ≤ ⌊ l−j−1
2 ⌋, Ck ∩ Ck+1 6= ∅ for

all k, 1 ≤ k ≤ l − 1, and C1 \ C2 6= ∅ and Cl \ Cl−1 6= ∅.
A family F = {C1, C2, . . . , Cl} is called an intersecting connected family

if for any pair of elements Cj , Ck, 1 ≤ j < k ≤ l, there exists an intersecting
sequence with all elements in F and Cj and Ck as end-sets (w.l.o.g. we can
always assume that this intersecting sequence is elementary, deleting some
subsets if necessary). In particular if l = 1, F = {C1} is also called an
intersecting connected family. A subset C ⊆ N is called an intersecting con-
nected subset (w.r.t. C(A,B,D)) if it corresponds to the union of elements
of an intersecting connected family F (of subsets of C(A,B,D)). In this
case we also say that F induces C. In particular a subset C ∈ C(A,B,D) is
also called an intersecting connected subset w.r.t. C(A,B,D).

We will sometimes refer to the graph ΓF associated to a family of sub-
sets F = {C1, C2, . . . , Cl}. The vertices of ΓF correspond to the subsets
C1, C2, . . . , Cl. Each pair {Cj , Cm}, with 1 ≤ j < m ≤ l, is an edge of ΓF if
and only if Cj intersects Cm. It immediately results from the definitions that
an intersecting connected sequence built with elements of F corresponds to
a path in ΓF , and a cyclic intersecting connected sequence corresponds to a
cycle in ΓF . Moreover we have that F is an intersecting connected family
if and only if ΓF is connected.

Remark 6. If C is an intersecting connected subset w.r.t. C(A,B,D) and
if C intersects a subset C̃ ∈ C(A,B,D), then C ∪ C̃ is still an intersecting
connected subset w.r.t. C(A,B,D).

Proof of Remark 6. Let F = {C1, C2, . . . , Cl} be an intersecting connected
family w.r.t. C(A,B,D) inducing C. Let us consider the family of subsets
F

′
= F ∪ {C̃}. Then ΓF ′ is a connected graph and therefore F

′
is an

intersecting connected family w.r.t. C(A,B,D) inducing C ∪ C̃.

10
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Cl

C̃

C1
C2 Ck−1

Ck Ck+1

Figure 1: Elementary intersecting sequence {C1, C2, . . . , Cl} and C̃.

An intersecting connected subset is maximal if it is maximal for inclusion.
Hence if C is a maximal intersecting connected subset w.r.t. C(A,B,D) and
if C̃ ∈ C(A,B,D) then C̃ ⊆ C or C̃ ∩ C = ∅. Every intersecting connected
subset is contained in a maximal intersecting connected subset.

For a given intersecting connected family {C1, C2, . . . , Cl}, we define for
all k, 1 ≤ k ≤ l, the subsets:

C̃k = ∪k
j=1Cj ,

and we set:
C̃0 = ∅.

Lemma 9. For any intersecting connected subset C, there exists an inter-
secting connected family {C1, C2, . . . , Cl} inducing C such that Ck and C̃k−1

are intersecting for all k, 2 ≤ k ≤ l.

Proof. Let C be an intersecting connected subset. By definition there exists
an intersecting connected family {C1, C2, . . . , Cl} inducing C. Then we can
build a family satisfying the condition of the lemma by induction on k.
For k = 2 we can assume that C1 and C2 are intersecting subsets after
renumbering if necessary. Let us assume k > 2 and that we have built
{C1, C2, . . . , Ck−1}. If C = C̃k−1, the construction ends. Otherwise there
exists Cj , with k ≤ j ≤ l, such that Cj 6⊆ C̃k−1. We can assume j = k
after renumbering if necessary. As C1 6= Ck there exists an elementary
intersecting sequence of subsets of F with C1 and Ck as end-sets. At least
one subset Cj of this sequence is not a subset of C̃k−1 (as Ck 6⊆ C̃k−1) and
intersects one subset of C̃k−1. Then Cj and C̃k−1 are intersecting. We can
assume j = k after renumbering if necessary.

3 Inheritance of convexity

We will prove that to have inheritance of convexity from the underlying
games to the P-restricted games the following condition has to be satisfied.

Cyclic Intersecting Sequence Free Condition. For all pairs of
intersecting subsets A,B ⊆ N , and for all D ∈ P(A ∪ B), there is no
cyclic intersecting sequence w.r.t. C(A,B,D).

11
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Lemma 10. Let us consider A,B ⊆ N . Let P be a correspondence on N
such that:

1) P(A ∩B) = {F ∩G 6= ∅, F ∈ P(A), G ∈ P(B)}.

2) For a given D ∈ P(A∪B), there is no cyclic intersecting sequence w.r.t.
C(A,B,D).

Then for any intersecting connected family {C1, C2, . . . , Cl} w.r.t. C(A,B,D),
we can always assume that Ck intersects only one subset Cm, with 1 ≤ m ≤
k − 1, after renumbering if necessary. Then Ck ∩ C̃k−1 ∈ P(A ∩ B) for all
k, 2 ≤ k ≤ l.

Proof. Let us consider an intersecting connected family F = {C1, C2, . . . , Cl}
w.r.t. C(A,B,D), and the associated graph ΓF . By assumption ΓF is con-
nected and cycle-free and therefore a tree. Then ΓF has at least two leaf
vertices and after renumbering if necessary we can suppose that Cl corre-
sponds to a leaf vertex of Γ. Therefore Cl intersects only one subset Cm

with 1 ≤ m ≤ l − 1. By the same reasoning we can successively consider
the restriction Γk of the graph ΓF to {C1, C2, . . . , Ck}. Γk is still a tree and
we can suppose after renumbering that Ck is a leaf vertex of Γk. Therefore
Ck intersects only one subset Cm, with 1 ≤ m ≤ k − 1. Then, by definition
of C(A,B,D), if Ck intersects Cm with 1 ≤ m ≤ k − 1, we can assume
w.l.o.g. Ck ∈ P(A) and Cm ∈ P(B). Then Ck ∩ Cm corresponds to a block
of P(A ∩B). As Ck ∩ Cm = Ck ∩ C̃k−1, we get Ck ∩ C̃k−1 ∈ P(A ∩B).

The next proposition gives sufficient conditions to have inheritance of
convexity.

Proposition 11. Let P be a correspondence on N . Let A and B be subsets
of N such that:

1) P(A) and P(B) are refinement of P(A ∪B) and P(A ∩B) = {F ∩G 6=
∅, F ∈ P(A), G ∈ P(B)}.

2) For all D ∈ P(A ∪ B), there is no cyclic intersecting sequence w.r.t.
C(A,B,D).

If for all D ∈ P(A∪B), we denote by C(D) the partition of D into maximal
intersecting connected subsets w.r.t. C(A,B,D), then we have:

(12) ∆v(A,B) =
∑

D∈P(A∪B)





∑

C∈C(D)

∆̂v(C) + v(D)−
∑

C∈C(D)

v(C)



 .

where if {C1, C2, . . . , Cl} is an intersecting connected family w.r.t. C(A,B,D)
inducing C such that Ck+1 intersects C̃k for all k, 1 ≤ k ≤ l − 1, then:

(13) ∆̂v(C) =
l

∑

k=1

∆v(C̃k−1, Ck).

12
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To prove Proposition 11 we need the following lemmas.

Lemma 12. Let (N, v) be a cooperative game and v =
∑

S⊆N λSuS, with
λS ∈ IR, its unique decomposition into unanimity games. Let P be a corre-
spondence on N . Let us consider a pair of intersecting subsets A,B ⊆ N and
D ∈ P(A ∪ B). Let C be a intersecting connected subset w.r.t. C(A,B,D)
and C̃ be a subset in C(A,B,D) intersecting C. If there is no cyclic inter-
secting sequence w.r.t. C(A,B,D), then we have:

(14)
∑

S∈S(A,B,D), S⊆C∪C̃, S 6⊆C

λS = ∆v(C, C̃).

C S

C̃m j

Figure 2: m ∈ S ∩ (C \ C̃) and j ∈ S ∩ (C̃ \ C).

Proof. By linearity ∆v(C, C̃) =
∑

S⊆N λS∆uS(C, C̃). Then by Lemma 4 we
have:

(15) ∆v(C, C̃) =
∑

S∈S(C,C̃)

λS

where S(C, C̃) = {S ⊆ C ∪ C̃, S 6⊆ C, S 6⊆ C̃}. Let us define the following
family of subsets of N :

G := {S ∈ S(A,B,D);S ⊆ C ∪ C̃, S 6⊆ C}.

We will prove that G = S(C, C̃).
Let us consider a subset S ∈ G. As S ∈ S(A,B,D) and as C̃ ∈ C(A,B,D),
we have S 6⊆ C̃. Then G ⊆ S(C, C̃).
To prove that S(C, C̃) ⊆ G, we only have to prove that any S ∈ S(C, C̃) is
in S(A,B,D). Let m be an element of S ∩ (C \ C̃) and j be an element of
S ∩ (C̃ \ C) as represented in Figure 2. By assumption C ∩ C̃ 6= ∅ and C is
an intersecting connected subset w.r.t. C(A,B,D). Therefore there exists
an elementary intersecting sequence {C1, C2, . . . , Cl} w.r.t. C(A,B,D) such
that m ∈ C1, j ∈ Cl = C̃ and Ck ⊆ C for all k, 1 ≤ k ≤ l − 1.
By contradiction, let us assume that S ⊆ Cl+1 for some Cl+1 ∈ C(A,B,D).
Note that it implies l ≥ 3 (as Cl+1 intersects C1 and Cl, C1 and Cl are
blocks of the same partition). Then we obtain a cyclic intersecting sequence
(C1, C2, . . . , Cl = C̃, Cl+1) w.r.t. C(A,B,D) (Ck ∩ Ck+1 6= ∅ for all k, 1 ≤
k ≤ l−1, and m ∈ C1∩Cl+1 and j ∈ Cl∩Cl+1), a contradiction. Hence S ∈
S(A,B,D) and G = S(C, C̃). Then (15) implies ∆v(C, C̃) =

∑

S∈G λS .

13
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C̃ = B3C
m j

A
′

1
B1 A

′

2
B2 A

′

3

Figure 3: Elementary intersecting sequence {A
′

1, B1, A
′

2, B2, A
′

3, C̃}.

Lemma 13. Let (N, v) be a cooperative game and v =
∑

S⊆N λSuS, with
λS ∈ IR, its unique decomposition into unanimity games. Let P be a corre-
spondence on N . Let us consider A,B ⊆ N and D ∈ P(A ∪ B). Let C be
an intersecting connected subset induced by an intersecting connected family
{C1, C2, . . . , Cl} w.r.t. C(A,B,D), such that Ck intersects C̃k−1, for all k,
2 ≤ k ≤ l. If there is no cyclic intersecting sequence w.r.t. C(A,B,D), then
we have:

(16)
∑

S∈S(A,B,D), S⊆C

λS =
l

∑

k=1

∆v(C̃k−1, Ck) = ∆̂v(C).

Proof. We apply Lemma 12 with C = C̃k−1 and C̃ = Ck so that C∪C̃ = C̃k,
we get:

(17)
∑

S∈S(A,B,D), S⊆C̃k, S 6⊆C̃k−1

λS = ∆v(C̃k−1, Ck).

Adding all equations (17) for all k, 1 ≤ k ≤ l, we obtain (16) (note that
a subset S ∈ S(A,B,D) cannot verify S ⊆ C1, hence there is no term for
k = 1 in the sum (17), and as C̃0 = ∅ we have ∆v(C̃0, C1) = 0).

Proof of Proposition 11. Let (N, v) be a given game and v =
∑

S⊆N λSuS
with λS ∈ IR, its unique decomposition into unanimity games. By Corol-
lary 6, Claim 1 implies:

(18) ∆v(A,B) =
∑

D∈P(A∪B)





∑

S∈S(A,B,D)

λS



 .

Let us consider a given block D ∈ P(A∪B) and let {C1, C2, . . . , CL} be the
finite family of all maximal intersecting connected subsets w.r.t. C(A,B,D)
in D (with an obvious change of notations as C1, C2, . . . , Cl were before
subsets inducing a given intersecting connected subset C). Note that by
Claim 1 {C1, C2, . . . , CL} is a partition of D.
Let us define the two following families of subsets of N :

G(D) := {S ∈ S(A,B,D); S 6⊆ Ck, ∀k, 1 ≤ k ≤ L},
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G′(D) := {S ⊆ D; S 6⊆ Ck, ∀k, 1 ≤ k ≤ L}.

We obviously have G(D) ⊆ G′(D). To prove that G′(D) = G(D), we only
have to prove that any S ∈ G′(D) is in S(A,B,D). Such an S meet at
least two subsets Ck1 and Ck2 of the family {Ck, 1 ≤ k ≤ L}. S cannot
be a subset of any C ∈ C(A,B,D), otherwise such a C will meet Ck1 and
Ck2 , contradicting their maximality. Therefore S ∈ S(A,B,D) and G(D) =
G′(D). As {C1, C2, . . . , CL} is a partition of D, we have:

(19)
∑

S∈S(A,B,D)

λS =
∑

S∈G(D)

λS +
L
∑

k=1





∑

S∈S(A,B,D), S⊆Ck

λS



 .

and:

(20)
∑

S∈G′(D)

λS =
∑

S⊆D

λS −
L
∑

k=1





∑

S⊆Ck

λS



 = v(D)−
L
∑

k=1

v(Ck).

By Lemma 9, for any maximal intersecting connected subset Ci there exists
an intersecting connected family {Ci,1, Ci,2, . . . , Ci,l}, inducing Ci, such that
Ci,k intersects C̃i,k−1 for all k, 2 ≤ k ≤ l. Then Lemma 13 applied to each
maximal intersecting connected subset Ck gives:

(21)
∑

S∈S(A,B,D), S⊆Ck

λS = ∆̂v(Ck),

for all k, 1 ≤ k ≤ L. As G(D) = G′(D), using (19), (20), (21), we obtain:

(22)
∑

S∈S(A,B,D)

λS = v(D)−
L
∑

k=1

v(Ck) +
L
∑

k=1

∆̂v(Ck).

As C(D) is the family of all maximal intersecting connected subset C w.r.t.
C(A,B,D), (22) can be re-written:

(23)
∑

S∈S(A,B,D)

λS =
∑

C∈C(D)

∆̂v(C) + v(D)−
∑

C∈C(D)

v(C).

Finally using (18), we obtain:

(24) ∆v(A,B) =
∑

D∈P(A∪B)





∑

C∈C(D)

∆̂v(C) + v(D)−
∑

C∈C(D)

v(C)



 .

Remark 7. If (N, v) is superadditive, then (24) implies:

(25) ∆v(A,B) ≥
∑

D∈P(A∪B)

∑

C∈C(D)

∆̂v(C).

15
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If (N, v) is convex, each term ∆v(Ck, C̃k−1) in (13) is non-negative and
then ∆̂v(C) ≥ 0 for all C ∈ C(D) and therefore ∆v(A,B) ≥ 0. Hence if the
assumptions of Proposition 11 are satisfied for all A,B ⊆ N then (N, v) is
convex. Therefore we have sufficient conditions for inheritance of convexity.

Corollary 14. Let P be a correspondence on N satisfying the following
conditions:

1) For all A,B ⊆ N , P(A) and P(B) are refinement of P(A ∪ B) and
P(A ∩B) = {F ∩G 6= ∅, F ∈ P(A), G ∈ P(B)}.

2) P satisfies the Cyclic Intersecting Sequence Free Condition.

Then there is inheritance of convexity for P.

For some specific correspondences and for superadditive games, Propo-
sition 11 also gives sufficient conditions for inheritance of F-convexity.

Corollary 15. Let F be a weakly union closed family of subsets of N and let
P be a correspondence on N such that, for every A ∈ F , P(A) is a partition
of A into subsets of F . Moreover let us assume that this correspondence P
satisfies the Cyclic Intersecting Sequence Free condition for every A,B ∈ F
such that A ∩B ∈ F , and the following conditions:

1) For all A ⊂ B ⊆ N , P(A) is a refinement of P(B)|A.

2) For all A,B ⊆ N such that A, B and A ∩ B are in F , P(A ∩ B) =
{F ∩G 6= ∅, F ∈ P(A), G ∈ P(B)}.

Let (N, v) be a superadditive and F-convex game. Then for all A,B ⊆ N
such that A, B and A ∩B are in F , we have:

∆v(A,B) ≥ 0,

i.e., (N, v) is F-convex.
In particular, let us consider a communication game (N, v) which is super-
additive and F-convex for the family F of connected subsets of N , then the
P-restricted game (N, v) is F-convex.

Proof. Let us consider A,B ⊆ N such that A, B, and A ∩ B are in F .
Note that Claims 1 and 2 imply Claim 1 in Proposition 11. Therefore
Proposition 11 implies:

(26) ∆v(A,B) =
∑

D∈P(A∪B)





∑

C∈C(D)

∆̂v(C) + v(D)−
∑

C∈C(D)

v(C)



 .

As (N, v) is superadditive we have v(D) −
∑

C∈C(D) v(C) ≥ 0. Each block
C in C(D) is induced by an intersecting connected family {C1, C2, . . . , Cl}
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w.r.t. C(A,B,D). Lemma 10 implies that, after renumbering if necessary,
Ck intersects C̃k−1 and Ck ∩ C̃k−1 ∈ P(A∩B) for all k, 2 ≤ k ≤ l. Then C̃k

is in F for all k, 1 ≤ k ≤ l and Ck ∩ C̃k−1 is also in F for all k, 2 ≤ k ≤ l, as
by assumption all F ∈ P(A ∩ B) are in F . As (N, v) is F-convex, we have
∆v(C̃k−1, Ck) ≥ 0, for all k, 2 ≤ k ≤ l, and then ∆̂v(C) ≥ 0. Therefore
∆v(A,B) ≥ 0. Hence (N, v) is F-convex.

Remark 8. PM (resp. Pmin) is such that for all A ⊆ N , PM (A) (resp.
Pmin(A)) is a partition of A into connected subsets of GA.

We will now prove that the Cyclic Intersecting Sequence Free Condition
is necessary to have inheritance of convexity. We have to consider specific
supermodular functions (close to modular functions).

Lemma 16. Let S ⊆ N , with |S| ≥ 2, be a finite subset of elements in N .
The function vS defined, for every A ⊆ N , by:

(27) vS(A) =

{

|A ∩ S| − 1 if |A ∩ S| ≥ 2,
0 otherwise.

is supermodular.

Proof. Let us consider A,B ∈ 2N . We set A
′
= A ∩ S and B

′
= B ∩ S. If

|A
′
∪B′| ≤ 1 we obviously have ∆vS(A,B) = 0. Let us assume |A

′
∪B′| ≥ 2.

If |A
′
∩B′| = 0, then vS(A∪B) + vS(A∩B) = vS(A∪B) = |A

′
∪B′| − 1 =

|A
′
| + |B′| − 1 = 1 + (|A

′
| − 1) + |B′| − 1. Then in any subcase we have

∆vS(A,B) ≥ 0 and moreover ∆vS(A,B) = 1 if |A
′
| ≥ 1 and |B′| ≥ 1.

If |A
′
∩ B′| = 1, then vS(A ∪ B) + vS(A ∩ B) = vS(A ∪ B) = |A

′
∪ B

′
| −

1 = |A
′
| + |B

′
| − 2 = (|A

′
| − 1) + (|B

′
| − 1) = vS(A) + vS(B). Therefore

∆vS(A,B) = 0. If |A
′
∩B

′
| ≥ 2, we obviously have ∆vS(A,B) = |A

′
∪B

′
|−

1 + |A
′
∩B

′
| − 1− (|A

′
| − 1)− (|B

′
| − 1) = 0.

Remark 9. vS is supermodular and close to a modular function, but not
modular. Indeed vS(i) = 0 for all i ∈ N but vS({j, k}) = 1 if {j, k} ⊆ S
and vS({j, k}) = 0 otherwise. In fact, we will only need to consider these
functions vS for even values of |S| (and for |S| ≥ 4).

Theorem 17. Let P be a correspondence on N satisfying one of the two
following equivalent conditions:

1) For all ∅ 6= S ⊆ N , the P-restricted game (N, uS) is convex.

2) a) For all A ⊂ B ⊆ N , P(A) is a refinement of P(B)|A.

b) For all A,B ⊆ N , P(A ∩B) = {F ∩G 6= ∅, F ∈ P(A), G ∈ P(B)}.

Then the following statements are equivalent:

A) P satisfies the Cyclic Intersecting Sequence Free Condition.
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B) There is inheritance of convexity for P.

Moreover, if F is a weakly union closed family of subsets of N and if P
is such that for every A ∈ F , P(A) is a partition of A into subsets of F ,
and if we assume in 1) that the game (N, uS) is only superadditive and F-
convex (or in 2b that we only consider subsets A,B ⊆ N such that A, B
and A ∩ B are in F) then, we have inheritance of F-convexity if and only
if the Cyclic Intersecting Sequence Free Condition in A) is satisfied for all
subsets A,B ⊆ N such that A, B and A ∩B are in F .
Particularly, if N is the set of vertices of a graph G = (N,E) we can choose
for F the family of connected subsets of N .

Remark 10. 1) and 2) are equivalent by Theorem 3.

Proof of Theorem 17. Let us assume that 1) and 2) are satisfied. Then by
Corollary 14 (resp. Corollary 15) the Cyclic Intersecting Sequence Free
Condition is a sufficient condition to have inheritance of convexity (resp.
F-convexity).
We finally prove that it is also a necessary condition. Let us consider
A,B ⊆ N , and D ∈ P(A ∪ B). We set P(A) = {A1, A2, . . . , Ap}, and
P(B) = {B1, B2, . . . , Bq}. Let us consider a cyclic intersecting sequence
{C1, C2, . . . , Cl} w.r.t. C(A,B,D). We can assume C2i−1 = Ai for all i,
1 ≤ i ≤ l

2 , and C2i = Bi for all i, 1 ≤ i ≤ l
2 , after renumbering if necessary.

We select an element j2k−1 ∈ Ak ∩ Bk for all k, 1 ≤ k ≤ l
2 , an element j2k

in Bk ∩ Ak+1 for all k, 1 ≤ k ≤ l
2 − 1, and an element jl ∈ B l

2

∩ A1 as

represented in Figure 4 with l = 4. Let us consider S := {j1, j2, . . . , jl} (l is

j1

j2j3

j4

A1

B1

A2

B2

Figure 4: Cyclic intersecting sequence {A1, B1, A2, B2}.

even).
For any subset C ⊆ N , we set P(C) = {C1, C2, . . . , Cr, . . . , Cs} and we as-
sume w.l.o.g. that Cj ∩ S 6= ∅ for j ≤ r and Cj ∩ S = ∅ for r + 1 ≤ j ≤ s.
We consider the function vS defined by:

(28) vS(C) =

{

|C ∩ S| − 1 if |C ∩ S| ≥ 2,
0 otherwise.
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We have already seen (Lemma 16) that vS is a supermodular function. By
definition, we have:

vS(C) =
s

∑

j=1

vS(Cj) =
r

∑

j=1

(|Cj ∩ S| − 1) = |C ∩ S| − r(29)

= |C ∩ S| − |P(C)|S |.

Using (29), we have (by construction of S) vS(A) = vS(B) = l − l
2 = l

2 .
By Claim 2b, P(A ∩ B)|S = (P(A) ∩ P(B))|S = {{j1}, {j2}, . . . , {jl}}, and
therefore vS(A∩B) = l− l = 0. Finally, as S ⊆ D, P(A∪B)|S = {D∩S} =
{S}, vS(A ∪B) = l − 1. Therefore we obtain:

(30) ∆vS(A,B) = (l − 1) + 0−
l

2
−

l

2
= −1.

Hence vS is not supermodular and there is no inheritance of convexity from
(N, vS) to (N, vS). Note that vS is superadditive and F-convex and we can
establish the same contradiction to F-convexity of (N, vS) with A and B
such that A, B, and A ∩B are in F .

Using Proposition 11, we will now show it is enough to verify the Cyclic
Intersecting Sequence Free Condition for smaller families of intersecting pairs
of subsets (A,B) for which |A\B| = 1 or for which |A\B| = 1 and |B\A| = 1.
For i ∈ N , for A ⊂ B ⊆ N \ {i} and B′ ∈ P(B ∪ {i}), we set:

Ci(A,B,B′) := C(A ∪ {i}, B,B′).

For i, j ∈ N with i 6= j, for A ⊆ N \ {i, j} and A′ ∈ P(A ∪ {i, j}), we set:

Ci,j(A,A
′) := C(A ∪ {i}, A ∪ {j}, A′).

Theorem 18. Let P be a correspondence on N satisfying one of the two
following equivalent conditions:

1) For all ∅ 6= S ⊆ N , the P-restricted game (N, uS) is convex.

2) a) For all A ⊂ B ⊆ N , P(A) is a refinement of P(B)|A.

b) For all A,B ⊆ N , P(A ∩B) = {F ∩G 6= ∅, F ∈ P(A), G ∈ P(B)}

Then the following statements are equivalent:

A) P satisfies the Cyclic Intersecting Sequence Free Condition.

B) For all i ∈ N , for all A ⊂ B ⊆ N \ {i} and for all B′ ∈ P(B ∪ {i}),
there is no cyclic intersecting sequence w.r.t. Ci(A,B,B′).

C) For all i, j ∈ N with i 6= j, for all A ⊆ N \ {i, j} and for all A′ ∈
P(A ∪ {i, j}), there is no cyclic intersecting sequence w.r.t. Ci,j(A,A′).
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D) There is inheritance of convexity for P

Proof. Obviously A) implies B) which implies C).
Let us assume C) satisfied. Let us consider a game (N, v), i, j ∈ N with
i 6= j and A ⊆ N \ {i, j}. By definition ∆i(∆jv)(A) = ∆v(A∪{i}, A∪{j}).
Applying Proposition 11 to A ∪ {i} and A ∪ {j}, we get:

∆i(∆jv)(A) =
∑

A′∈P(A∪{i,j})





∑

C∈C(A′)

∆̂v(C) + v(A′)−
∑

C∈C(A′)

v(C)



 .

If (N, v) is convex, we get ∆i(∆jv(A)) ≥ 0 for all i, j in N with i 6= j and
for all A ⊂ N \ {i, j}, i.e., (N, v) is convex. Hence there is inheritance of
convexity and by Theorem 17, A) is satisfied.

Remark 11. If F is the family of connected subsets of a communication
graph G = (N,E), then under the same assumptions as in Theorem 17, and
using Theorem 2, we have inheritance of F-convexity if and only if B) (resp.
C)) is satisfied for all i ∈ N and for all A ⊂ B ⊆ N \{i} such that A, B, and
A∪ {i} are in F (resp. for all i, j in N with i 6= j and for all A ⊆ N \ {i, j}
such that that A, A ∪ {i}, and A ∪ {j} are in F ).

4 Examples of cyclic intersecting sequence free cor-

respondences

We now give examples of correspondences satisfying the Cyclic Intersecting
Sequence Free Condition. Then by Theorem 17, if these correspondences
satisfy inheritance of convexity for unanimity games, they also satisfy inher-
itance of convexity.

The first example is given by a correspondence P verifying for all A ⊂
B ⊆ N , P(A) = P(B)|A. Let us consider A,B ⊆ N , and D ∈ P(A∪B). As
P(A) = P(A ∪ B)|A and P(B) = P(A ∪ B)|B there exist unique F ∈ P(A)
and G ∈ P(B) such that D = F ∪ G. Hence there exists an intersecting
sequence w.r.t. C(A,B,D) if and only if F and G are intersecting subsets
and this intersecting sequence {F,G} has length 2. As a cyclic intersect-
ing sequence has length at least 4, the Cyclic Intersecting Sequence Free
Condition is necessarily satisfied. Moreover for all A,B ⊆ N , P(A ∩ B) =
P(A)|A∩B = P(B)|A∩B. Hence P satisfies the conditions of Theorem 3, and
therefore there is inheritance of convexity for unanimity games. Then we
have inheritance of convexity for P.

Let us now consider a weakly union-closed family F on N . Let us
moreover assume that ∅ ∈ F and {i} ∈ F for all i ∈ N . Such a fam-
ily is called a partition system in [2]. For a given subset A ⊆ N , we set
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F(A) = {F ∈ F , F ⊆ A}. It immediately results from the definitions that
the subfamily of maximal subsets of F(A) is a partition of A. We denote
by PF the correspondence associating to any subset A ⊆ N the partition
PF (A) into maximal subsets of F(A).

1) Let us consider A ⊂ B ⊆ N and Aj ∈ PF (A). Then Aj ∈ F(B) and there
exists Bm ∈ PF (B) such that Aj ⊆ Bm. Hence PF (A) is a refinement of
PF (B)|A (then by Theorem 1 there is inheritance of superadditivity for
PF ).

2) For i ∈ N , A ⊂ B ⊆ N \ {i}, and B
′
∈ P(B ∪ {i}, we now prove that

there is no cyclic intersecting sequence w.r.t. Ci(A,B,B
′
) for PF . Let us

consider A
′

l ∈ PF (A∪{i}) and Bm ∈ PF (B) such that A
′

l ∩Bm 6= ∅. Let
us assume i /∈ A

′

l. Then we have A
′

l ⊆ A and therefore A
′

l ∈ F(A). As
A

′

l is maximal in F(A ∪ {i}), it is also maximal in F(A) and therefore
A

′

l ∈ PF (A). By 1), PF (A) is a refinement of PF (B) and therefore
A

′

l ∩ Bm = A
′

l. Hence A
′

l \ Bm = ∅ and A
′

l and Bm are not intersecting
subsets. Thus a block Bm ∈ PF (B) can only cross the unique block
A

′

1 of P(A ∪ {i}) containing i. Therefore there is no cyclic intersecting
sequence w.r.t. Ci(A,B,B′). Moreover any intersecting sequence w.r.t.
Ci(A,B,B′) has length at most 3.

Let us now consider that F satisfies the previous conditions and is moreover
an intersecting family3. Let us consider i ∈ N , A ⊂ B ⊆ N \ {i}, and
A

′
∈ PF (A ∪ {i}). We want to prove that PF (A)|A′ = PF (B)|A′ . Let us

consider Bm in PF (B) such that A
′
∩ Bm 6= ∅. Then A

′
∩ Bm ∈ F(A) and

there exists Aj in PF (A) such that A
′
∩Bm ⊆ Aj . Now as Aj ∈ PF (A), we

have Aj ∈ F(A). As A ⊂ A∪{i} (resp. A ⊂ B) we also have Aj ∈ F(A∪{i})
(resp. Aj ∈ F(B)) and therefore there exists A∗ ∈ PF (A ∪ {i}) (resp.
B∗ ∈ PF (B)) such that Aj ⊆ A∗ (resp. Aj ⊆ B∗). As A

′
∩ Aj 6= ∅ (resp.

Bm∩Aj 6= ∅), we also have A
′
∩A∗ 6= ∅ (resp. Bm∩B∗ 6= ∅) and therefore, by

definition of PF , A
′
= A∗ (resp. Bm = B∗). Hence we have Aj ⊆ A

′
∩ Bm

and therefore Aj = A
′
∩ Bm. We get PF (A)|A′ = PF (B)|A′ . Then by

Theorem 3 there is inheritance of convexity for unanimity games. Finally
by Theorem 18 there is inheritance of convexity for PF and PF satisfies the
Cyclic Intersecting Sequence Free Condition.

Moreover for i ∈ N , and A ⊂ B ⊆ N \ {i}, 2) and Theorem 3, imply
that A ∪ {i} and B satisfy the conditions of Proposition 11, and therefore:

∆iv(A,B) =
∑

B′∈P(B∪{i})





∑

C∈C(B′)

∆̂v(C) + v(B′)−
∑

C∈C(B′)

v(C)



 .

3A family F ⊆ 2N is an intersecting family if for all A,B ∈ F such that A ∩B 6= ∅ we
have A ∩B and A ∪B in F .
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Then we only need to assume the superadditivity and the F-convexity of the
game (N, v) to obtain the convexity of (N, v). This last result was already
proved by Faigle [7] for intersecting convex games (in [7] a game ṽ different
from v is considered but these games coincide when v is superadditive).

We now consider the Pmin correspondence. Pmin does not always sat-
isfy the Cyclic Intersecting Sequence Free Condition but we prove that
the condition is satisfied if there is inheritance of convexity for unanim-
ity games. The following results are also valid for the local P̃min-restricted
game where for any subset A of N , P̃min(A) is defined by P̃min(A) =
{Pmin(A1),Pmin(A2), . . . ,Pmin(Al)} where A1, A2, . . ., Al are the connected
components of GA.

Proposition 19. Let us consider a weighted graph G = (N,E,w) and the
family F of connected subsets of N . Let us assume that for all ∅ 6= S ⊆ N ,
the Pmin-restricted game (N, uS) is convex (resp. F-convex). Then Pmin

satisfies the Cyclic Intersecting Sequence Free Condition. Moreover for all
{i, j} ⊂ N , A ⊆ N \{i, j} and A′ ∈ Pmin(A∪{i, j}), an intersecting sequence
w.r.t. Ci,j(A,A

′) has length at most 3.

Proof. For any subset A ⊆ N , we define σ(A) := mine∈E(A)w(e). Let us con-
sider {i, j} ⊂ N , A ⊆ N \{i, j} and A′ ∈ Pmin(A∪{i, j}). By contradiction,
let us consider an intersecting sequence of length 4, {C1, C2, C3, C4}, w.r.t.
Ci,j(A,A

′). We set Pmin(A ∪ {i}) = {A
′

1, A
′

2, . . . , A
′

p′
} and Pmin(A ∪ {j}) =

v

C3 = A
′

2C1 = A
′

1

C2 = A
′′

1 C4 = A
′′

2

Figure 5: Intersecting sequence {C1, C2, C3, C4} and path γ.

{A
′′

1 , A
′′

2 , . . . , A
′′

p
′′}. Interchanging i and j and renumbering if necessary, we

can assume C1 = A
′

1, C2 = A
′′

1 , C3 = A
′

2, C4 = A
′′

2 , as represented in Fig-
ure 5.
Let us first assume i /∈ A

′

1. Then we have A
′

1 ⊆ A ⊂ A ∪ {j} and therefore
any edge e

′

1 in E(A
′

1) satisfies w(e
′

1) ≥ σ(A ∪ {j}). As A
′

1 and A
′′

1 are in-
tersecting subsets, there exists a vertex v ∈ A

′

1 \ A
′′

1 . By definition of A
′

1,
we can find a path γ in A

′

1 linking v to A
′′

1 so that for all edge e
′

1 in γ,
w(e

′

1) > σ(A∪{i}). If for all edge e
′

1 in γ we have w(e
′

1) > σ(A∪{j}), then
γ is also a path in A

′′

1 and therefore v ∈ A
′′

1 , a contradiction. Hence, there
exists an edge e

′

1 ∈ γ such that:

(31) σ(A ∪ {j}) = w(e
′

1) > σ(A ∪ {i}).
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If j 6∈ A
′′

1 , by the same reasoning as before, interchanging i and j, A
′

1 and
A

′′

1 , we get σ(A∪{i}) > σ(A∪{j}), contradicting (31). Hence j ∈ A
′′

1 . Then
j 6∈ A

′′

2 , and we can apply again the same reasoning as before to the pair of
subsets (A

′

2, A
′′

2), interchanging respectively i and j, A
′

1 and A
′′

2 , A
′′

1 and A
′

2

so that σ(A ∪ {i}) > σ(A ∪ {j}), still contradicting (31).
Let us now assume i ∈ A

′

1. Hence we have i /∈ A
′

2 and we can follow the
same reasoning as in the preceding case with i /∈ A

′

1. Hence an intersecting
sequence w.r.t. Ci,j(A,A

′) has length at most 3 and therefore there is no
cyclic intersecting sequence w.r.t. Ci,j(A,A′). Then Theorem 18 implies
that Pmin satisfies the Cyclic Intersecting Sequence Free Condition.

Corollary 20. Let us consider a weighted graph G = (N,E,w) and the fam-
ily F of connected subsets of N . Then the following properties are equivalent:

1) For all ∅ 6= S ⊆ N , the Pmin-restricted game (N, uS) is convex (resp.
F-convex).

2) For each convex (resp. superadditive and F-convex) game (N, v), the
Pmin-restricted game (N, v) is convex (resp. F-convex).

Proof. By Proposition 19 and Theorem 17, we have that 1) implies 2). And
obviously 2) implies 1).

Let us consider a graph G = (N,E) and a game (N, v). We now consider
the correspondence PM associating to any subset A ⊆ N its partition into
connected components. Then the PM -restricted game (N, v) corresponds to
Myerson’s restricted game. PM is a particular case of the correspondence
PF defined page 21 taking for F the family of connected subsets of N . Hence
PM satisfies the following result.

Proposition 21. Let G = (N,E) be a graph and let us consider Myerson’s
correspondence PM . Then for all i ∈ N , for all A ⊂ B ⊆ N \{i} and for all
B

′
∈ P(B ∪ {i}, there is no cyclic intersecting sequence w.r.t. Ci(A,B,B

′
).

Hence by Theorem 18, to verify inheritance of convexity from an underly-
ing game to Myerson’s restricted game we only need to check the inheritance
for unanimity games as in van den Nouweland and Borm [16]. We will use
Theorem 3 to study inheritance of convexity for unanimity games and give
a new proof of the following result.

Theorem 22 (van den Nouweland and Borm [16]). Let G = (N,E) be a
graph and let us consider Myerson’s correspondence PM . There is inheri-
tance of convexity for PM if and only if G is cycle-complete.

Proof. Let us assume that for all ∅ 6= S ⊆ N , the PM -restricted game
(N, uS) is convex. We will prove that every cycle C of G is complete by
induction on |V (C)|. Let us assume that it is true for any cycle C with
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|V (C)| ≤ m − 1, and let us consider a cycle C = {1, e1, 2, e2, . . . ,m, em, 1}
with m ≥ 4. Let us assume that C is not complete. We can suppose w.l.o.g.
that the edge {1, l} is not a chord of C for some l, 3 ≤ l ≤ m − 1, after
renumbering if necessary. If C has no chord, we choose arbitrarily a vertex i

i

1 l

2 3

A1

A2

Figure 6: Chordless cycle.

with l < i ≤ m. We define A1 := {3, . . . , l, . . . , i−1}, A2 := {i+1, . . . ,m, 1},
as represented in Figure 6, A := A1 ∪ A2, and B := A ∪ {2} = V (C) \ {i}.
Then we have A ⊆ B ⊆ N \ {i} and PM (A) = {A1, A2}, PM (A ∪ {i}) =
{A ∪ {i}}, and PM (B) = {B}. Taking A

′
= A ∪ {i}, we get PM (B)|A′ =

{A} 6= {A1, A2} = PM (A)|A′ , and it contradicts Theorem 3.

Let us now assume that C has at least one chord {i, j}, with 1 ≤ i <
j ≤ m. If m = 4 then we have l = 3, and i = 2, j = 4 after renumbering if
necessary. We consider A1 = {l} and A2 = {1} as represented in Figure 7,
A = A1 ∪A2, and B = A ∪ {j}. We get the same contradiction as before.

j

1 l

i

A1

A2

Figure 7: Cycle of size 4 with chord {i, j}.

Let us now assume m ≥ 5. If 1 ≤ i < j ≤ l or if l ≤ i < j ≤ m as represented
in Figure 8, we can consider a smaller cycle C

′
(using chord {i, j}) which

j

1 i

2 l

Figure 8: Cycle with chord {i, j} and l ≤ i < j ≤ m.

contains the vertices 1, i, j, l with |V (C
′
)| ≤ m − 1. C

′
is complete by

induction. Therefore e := {1, l} is a chord of C
′
and also a chord of C,

a contradiction. If now 1 ≤ i < l < j ≤ m, as m ≥ 5 at least one of the
cycles C

′
:= {1, 2, . . . , i, j, j+1, . . . ,m, 1}, C

′′
:= {i, i+1, . . . , l, . . . , j, i}, has
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j

1 l

i

C
′

C
′′

Figure 9: Cycle with chord {i, j} and 1 < i < l < j ≤ m.

a size larger than 4. Let us assume w.l.o.g. |V (C
′
)| ≥ 4, as represented in

Figure 9. By induction C
′
and C

′′
are complete. Hence {1, i} or {1, j} is a

chord of C
′
and therefore of C. Let us assume w.l.o.g. {1, i} ∈ E(C). Then

we can consider the cycle C̃ := {1, i, i + 1, . . . ,m, 1}. As |V (C̃)| < |V (C)|,
C̃ is complete and {1, l} is a chord of C̃ and therefore of C, a contradiction.

Let us now assume that the graph G is cycle-complete. Let us con-
sider A ⊆ B ⊆ N \ {i} such that PM (A) = {A1, A2, . . . , Ap}, PM (B) =
{B1, B2, . . . , Bq}. We can assume PM (A ∪ {i}) = {A1 ∪ A2 ∪ . . . ∪ At ∪
{i}, At+1, . . . , Ap} for some t, 1 ≤ t ≤ p, after renumbering if necessary.
Then there exist edges {i, j1}, {i, j2}, . . . , {i, jt} with jk ∈ Ak for all k,
1 ≤ k ≤ t, and there is no edge linking i to subsets At+1, . . . , Ap. By
connectivity we have:

(32) Aj ∩Bk = ∅ or Aj ⊆ Bk, ∀Aj ∈ PM (A), Bk ∈ PM (B).

Let us consider a component A
′
∈ PM (A ∪ {i}). If A

′
= Ak for some k,

t + 1 ≤ k ≤ p, we have PM (B)|A′ = PM (B)|Ak
= {Ak} = PM (A)|A′ . Now

if A
′
= A1 ∪ A2 ∪ . . . ∪ At ∪ {i}, let us assume PM (B)|A′ 6= PM (A)|A′ , i.e.,

PM (B)|A′ 6= {A1, A2, . . . , At}. Then (32) implies that A1 ∪ A2 ⊆ B1, after
renumbering if necessary. As A1 and A2 are in the connected component B1,
there exists an elementary path γ in B1 linking j1 and j2. As i /∈ B1, {i, j1},

i

j1 j2

A2A1
B1

Figure 10: Cycle C induced by {i, j1}, {i, j2}, and γ.

{i, j2}, and γ form a cycle C as represented in Figure 10. By assumption
C is complete, therefore {j1, j2} is an edge in GA connecting A1 to A2, a
contradiction. Therefore PM (B)|A′ = PM (A)|A′ for all A

′
∈ PM (A ∪ {i}).

By Theorems 3 and 17 we have inheritance of convexity for PM .
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5 Examples of correspondences with cyclic inter-

secting sequences

We consider a finite set N = {1, 2, . . . , 2n, 2n+1, 2n+2}. Thus |N | = 2n+2.
We set i = 2n+1, j = 2n+2 and A = {1, 2, . . . , 2n}. We denote by Psing(A)
the partition of A into singletons. For two given partitions P1(A) and P2(A)
of A we define the partition:

P(A) := {A1 ∩A2; A1 ∈ P1(A), A2 ∈ P2(A),withA1 ∩A2 6= ∅}.

We will consider partitions P1(A) and P2(A) such that:

(33) P(A) = Psing(A).

For instance, we can take P1(A) = {{1, 3, . . . , 2n − 1}, {2, 4, . . . , 2n}} the
partition in odd (resp. even) integers and P2(A) = {{1, 2}, {3, 4}, . . . , {2k−
1, 2k}, . . . , {2n− 1, 2n}}.
We now define P(A∪ {i}) := {P1(A), {i}} and P(A∪ {j}) := {P2(A), {j}}.
We set B := A ∪ {j} so that A ⊂ B ⊆ N \ {i}. According to the definition
of P(A ∪ {i}) and P(B), if A

′
∈ P(A ∪ {i}), then A

′
∈ P1(A) or is the

singleton {i} and if B̃ ∈ P(B), B̃ ∈ P2(A) or is the singleton {j}. Hence,
by assumption (33) on P1(A) and P2(A), P(B)|A′ is the singleton partition

of A
′
. Therefore we have P(B)|A′ = Psing(A

′
) = P(A)|A′ . Of course, we

can interchange the roles of i and j. We complete the definition of P by
setting P(N) := {A ∪ {j}, {i}} = {B, {i}} or P(N) := {N}. Hence for
B

′
∈ P(B ∪ {i}) = P(N), B

′
= B or {i} or B

′
= N . Finally, for C 6=

A,A ∪ {i}, B = A ∪ {j}, N , we set P(C) := Psing(C). Then obviously, for
all Ã ⊂ B̃ ⊆ N , P(Ã) is a refinement of P(B̃) and for all k ∈ N , for all
Ã ⊂ B̃ ⊆ N \ {k} and all A

′
∈ P(Ã ∪ {k}), we have P(Ã)|A′ = P(B̃)|A′

(by construction if k = i or j and otherwise for trivial reasons A
′
being a

singleton). Hence by Theorem 3, for such a correspondence P, we always
have inheritance of convexity for unanimity games.

In the following examples, we only need to make an accurate choice for
P1(A) and P2(A) to obtain many cyclic intersecting sequences in P.

Example 1

We take P1(A) = {A
′

1, A
′

2} with A
′

1 = {1, 3, . . . , 2n−1} and A
′

2 = {2, 4, . . . ,
2n}, and P2(A) = {B1, B2, . . . , Bn} where Bk = {2k − 1, 2k}, for all k,
1 ≤ k ≤ n. Hence we have A

′

1 ∩ Bk = {2k − 1} and A
′

2 ∩ Bk = {2k}, for
all k, 1 ≤ k ≤ n. Then we have P(A ∪ {i}) = {A

′

1, A
′

2, {i}} and P(B) =
P(A ∪ {j}) = {B1, B2, . . . , Bn, {j}}. Each sequence {A

′

1, Bk, A
′

2, Bl, A
′

1},
with 1 ≤ k < l ≤ n, corresponds to a cyclic intersecting sequence w.r.t.
Ci(A,B,B

′
) with B

′
= B or N . Thus we have n(n−1)

2 cyclic intersecting
sequences of length 4 as represented in Figure 11.
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2 4 2k 2l 2n 2n + 2

1 3 2k − 1 2l − 1 2n − 1 2n + 1

A
′

2

B1 B2 Bk Bl Bn

A
′

1

Figure 11: Cyclic intersecting sequences.

Example 2

We consider the partitions P1(A) = {{1, 2}, {3, 4}, . . . , {2k−1, 2k}, . . . , {2n−
1, 2n}}, P2(A) = {{2, 3}, {4, 5}, . . . , {2k, 2k+1}, . . . , {2n−2, 2n−1}, {2n, 1}},
and P(A) which is by construction the singleton partition {{1}, {2}, . . . , {2n}}.
We set A

′

k := {2k − 1, 2k}, for all k, 1 ≤ k ≤ n, Bk := {2k, 2k + 1}, for all
k, 1 ≤ k ≤ n− 1, and Bn := {2n, 1}. By construction, we obtain a cyclic in-
tersecting sequence C := {A

′

1, B1, A
′

2, B2, . . . , A
′

k, Bk, . . . , A
′

n, Bn, A
′

1} w.r.t.
Ci(A,B,B

′
) with B

′
= B or N , of length 2n as represented in Figure 12

with n = 2.

1 2 5

4 3 6

A
′

1

B2 B1

A
′

2

Figure 12: Cyclic intersecting sequence {A
′

1, B1, A
′

2, B2, A
′

1}.

Example 3

We now build a similar example with several given cyclic intersecting se-
quences. For that, we consider a first partition ofA into p subsets {A1, A2, . . . , Ap}
such that |Ak| = 2lk with lk ≥ 2, for all k, 1 ≤ k ≤ p. Hence we have
n = l1 + l2 + . . . + lp. On each Ak, we consider the numbering induced by
the numbering of A (we could also consider a specific numbering depending
on k) and then we can construct two partitions P1(Ak) and P2(Ak) by the
same procedure as before for A in Example 2 (replacing A by Ak). Then
the intersection of a subset of P1(Ak) with a subset of P2(Ak) is either a
singleton or the empty set. We now define the partitions P1(A) and P2(A)
by:

(34) Pr(A) = {Pr(A1),Pr(A2), . . . ,Pr(Ak), . . . ,Pr(Ap)}, r = 1, 2.

Then P(A) = Psing(A). As before we define P(A ∪ {i}) = {P1(A), {i}},
P(A ∪ {j}) = {P2(A), {j}}, P(N) = {A ∪ {j}, {i}} or P(N) = {N}, and
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B = A∪{j}. As in the preceding examples, we have inheritance of convexity
for unanimity games (for all Ã ⊂ B̃ ⊆ N , P(Ã) is a refinement of P(B̃)
and for all k ∈ N , for all Ã ⊂ B̃ ⊆ N \ {k}, for all A′ ∈ P(Ã ∪ {k}),
P(Ã)|A′ = P(B̃)|A′ is the singleton partition).
But now, by construction, for each subset Ak of A, 1 ≤ k ≤ p, we obtain
a cyclic intersecting sequence w.r.t. Ci(A,B,B

′
) with B

′
= B or N , of

length 2lk, with blocks of P(B) and P(A ∪ {i}) in Ak. For instance, if
|N | = 12 taking A1 = {1, 2, 3, 4, 5, 6} and A2 = {7, 8, 9, 10}, we get two
cyclic intersecting sequences as represented in Figure 13.

1 2 3 7 8 11

6 5 4 10 9 12

A
′

1

B1

B2B3

A
′

3

A
′

2 A
′

5

A
′

4

B4 B5

Figure 13: Two cyclic intersecting sequences of length 6 and 4.

6 The Shapley value of the reduced game

In this section, we compute the Shapley value of the P-restricted game
(N, v), assuming that there is inheritance of superadditivity for P. Let us
recall that the Shapley value of the game (N, v) is a vector Φ(v) ∈ Rn defined
by:

Φi(v) =
∑

i/∈A⊂N

C|A| ∆iv(A)

where the constant C|A| is defined by C|A| =
|A|!(n−1−|A|)!

n! and i ∈ N .
Hence the Shapley value of the game (N, v) is given by:

Φi(v) =
∑

i/∈A⊂N

C|A| ∆iv(A).

We use the decomposition of v as a linear combination of unanimity games
v =

∑

S⊆N λSuS . Then we have by linearity v =
∑

S⊆N λSuS and ∆iv(A) =
∑

S⊆N λS∆iuS(A). Let us recall that for A ⊆ N \ {i} we set P(A) =

{A1, A2, . . . , Ap} and P(A∪{i}) = {A
′

1, A
′

2, . . . , A
′

p′
}. As there is inheritance

of superadditivity for P, Theorem 1 and Lemma 8 imply:

(35) ∆iv(A) =
∑

S∈S′
(A,i)

λS =

p
′

∑

l=1

∑

S∈S
′
l
(A,i)

λS
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where S
′

l (A, i) := {∅ 6= S ⊆ A
′

l, ∀Am ⊆ A
′

l, S ∩ (A
′

l \ Am) 6= ∅} and
S

′
(A, i) :=

⋃

l S
′

l (A, i). Henceforward we will assume that i ∈ A
′

1 (after
renumbering if necessary).

We slightly change the notation of A
′

1 by setting P(A ∪ {i}) = {A
′

1 ∪
{i}, A

′

2, . . . , A
′

p
′} so that now we have A

′

1 ⊆ A and (35) can be written:

∆iv(A) =
∑

S⊆A
′
1
∪{i},∀Am⊆A

′
1
, S 6⊆Am

λS +

p
′

∑

l=2

∑

S∈S
′
l
(A,i)

λS .

We now separate in the first sum, terms with i ∈ S from the others:

∆iv(A) =
∑

i∈S, S\{i}⊆A
′
1
,∀Am⊆A

′
1
, S 6⊆Am

λS(36)

+
∑

S⊆A
′
1
,∀Am⊆A

′
1
, S 6⊆Am

λS

+

p
′

∑

l=2

∑

S∈S
′
l
(A,i)

λS .

Let us observe that, if i ∈ S, then S 6⊆ Am (as i 6∈ A) and (36) becomes:

(37) ∆iv(A) =
∑

i∈S, S\{i}⊆A
′
1

λS +

p
′

∑

l=1

∑

S∈S
′
l
(A,i)

λS .

By Lemma 7 applied to A
′

1, we have ∆iv(A
′

1) =
∑

i∈S, S\{i}⊆A
′
1

λS and then

(37) becomes:

(38) ∆iv(A) = ∆iv(A
′

1) +

p
′

∑

l=1

∑

S∈S
′
l
(A,i)

λS .

But (as the Am’s are disjoints subsets), we obviously have:

(39)
∑

S∈S
′
l
(A,i)

λS =
∑

S⊆A
′
l

λS −
∑

Am⊆A
′
l





∑

S⊆Am

λS





which is equivalent to:

(40)
∑

S∈S
′
l
(A,i)

λS = v(A
′

l)−
∑

Am⊆A
′
l

v(Am).
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Then (38) and (40) imply:

(41) ∆iv(A) = ∆iv(A
′

1) +

p
′

∑

l=1






v(A

′

l)−
∑

Am⊆A
′
l

v(Am)






.

If the game (N, v) is superadditive, (41) implies the following inequality:

(42) ∆iv(A) ≥ ∆iv(A
′

1).

If the game (N, v) is convex, as A
′

1 ⊆ A ⊆ N \ {i}, we have the inequality:

(43) ∆iv(A) ≥ ∆iv(A
′

1).

To give a more intrinsic formulation of relations (41) to (43), we now define,
for all A ⊆ N \ {i} the subset A

′

(i) ⊆ A by:

(44) A
′

(i) ∪ {i} ∈ P(A ∪ {i}).

A
′

(i) ∪ {i} is the unique block in P(A ∪ {i}) containing i. Then (41) can be
rewritten as follows:

(45) ∆iv(A) = ∆iv(A
′

(i)) +
∑

A
′∈P(A∪{i})|A



v(A
′
)−

∑

Ã∈P(A), Ã⊆A
′

v(Ã)



 .

To compute and estimate the Shapley value of (N, v), we define two new val-
ues Φ

′

i(v) and Φ
′′

i (v) (this last value is directly related to the superadditivity
of (N, v)):

(46) Φ
′

i(v) =
∑

i/∈A⊂N

C|A| ∆iv(A
′

(i))

(47) Φ
′′

i (v) =
∑

i/∈A⊂N

C|A|







∑

A′∈P(A∪{i})|A



v(A
′
)−

∑

Ã∈P(A), Ã⊆A′

v(Ã)










.

Then (45) implies:

(48) Φi(v) = Φ
′

i(v) + Φ
′′

i (v).

If the game (N, v) is superadditive, we have Φ
′′

i (v) ≥ 0 and if (N, v) is convex
we moreover have (as A

′

(i) ⊆ A ⊆ N \ {i}) Φi(v) ≥ Φ
′

i(v). Hence we have
the following result.
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Theorem 23. Let P be a correspondence on N . Let us assume that there
is inheritance of superadditivity for P. Then the Shapley value of the P-
restricted game (N, v) is given by:

(49) Φi(v) = Φ
′

i(v) + Φ
′′

i (v).

If the game (N, v) is superadditive, we have:

(50) Φi(v) ≥ Φ
′

i(v).

If the game (N, v) is convex, we have:

(51) min(Φi(v),Φi(v)) ≥ Φ
′

i(v).

7 Conclusion

Our main result gives necessary and sufficient conditions on a correspon-
dence P to have inheritance of convexity or F-convexity. Moreover we have
proved that for the Myerson’s correspondence and for the Pmin correspon-
dence, we only need to verify inheritance of convexity for unanimity games
because of the non existence of a cyclic intersecting sequence.
Does a similar result hold for the correspondence PG associated with the
strength of a graph presented in [9], which gives natural partitions and co-
incides with Pmin on cycle-free graphs? Does there exist cyclic intersecting
sequences in the case of PG? As the inheritance of superadditivity for PG

is not always satisfied and as its characterization is not obvious, the answer
seems not easy at all.

If there is inheritance of convexity for unanimity games for a given cor-
respondence P on N and if there exist cyclic intersecting sequences, another
interesting question is to study the class of convex games (N, v) such that the
P-restricted game (N, v) is also convex. We may call such games P-convex
games.

It would be also of great interest to study the complexity of the problem.
We can hope that in many specific situations, we do not need to consider
all cyclic intersecting sequences but only a few of them. For instance, for
the Pmin correspondence and the inheritance of F-convexity, we proved in
a forthcoming paper [15] that we only have to consider a polynomial num-
ber of paths and cycles associated with a minimum weight spanning tree.
Then we are able to construct a polynomial time algorithm to decide of the
inheritance of F-convexity though the problem looks a priori highly non
polynomial.
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