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Dynamic competition over social networks

Antoine Mandel∗, Xavier Venel †

Abstract

We provide an analytical approach to the problem of influence maximization in a social network
when two players compete by means of dynamic targeting strategies. We formulate the problem
as a two-player zero-sum stochastic game. We prove the existence of the uniform value: if the
players are sufficiently patient, both players can guarantee the same mean-average opinion without
knowing the exact discount factor. Further, we put forward some elements for the characterization
of equilibrium strategies. In general, players must implement a trade-off between a forward-looking
perspective, according to which they shall aim at maximizing the future spread of their opinion in
the network, and a backward-looking perspective, according to which they shall aim at counteracting
their opponent’s previous actions. When the influence potential of players is small, an equilibrium
strategy is to systematically target the agent with the largest eigenvector centrality.

Keywords: Social Network, Dyamic games, Targeting, Stochastic games

JEL codes: SC71, D85

1 Introduction
"Delivering the right message to the right person at the right time" is a strong motto among influencers in
politics, lobbying, marketing. The large increase in information about individual characteristics and social
interactions brought about by the development of internet and of online social networks has generated a
tremendous interest, among both practitioners and scientists, on the problem of identifying appropriate
targets to maximize influence. In marketing, targeted advertising on social networks has became a
cornerstone of the industry in less than a decade. In politics, the campaign of Barack Obama for the 2008
U.S presidential election has illustrated the tremendous influence potential embedded in social networks
(Cogburn and Espinoza-Vasquez, 2011). In the academic literature, identifying the key target in a network
in order to gain control, influence or market shares has became a central focus in computer science,
economics, operations research. Most of the existing literature focuses on optimal/efficient strategies for
a single agent (Kempe et al., 2003; Ballester et al., 2006). More recently, the competitive nature of the
targeting problem has been emphasized and game-theoretic contributions have started to analyze the
behavior of players competing for prominence over a network (Goyal et al., 2014; Bimpikis et al., 2016;
Grabisch et al., 2017).

Yet, a common feature of existing approaches is their focus on the identification of the key target, i.e.
“the right person". The temporal dimension, “the right time", hasn’t yet been approached by the social
network literature. Its role is nevertheless crucial in applications. In political campaigning, as emphasized
by Granato and Wong (2004), “the relation between voters and campaign strategists is dynamic and evolves
until voters’ views on a candidate crystallize." In marketing, an important element of a firm’s strategy
is the sequence according to which a product is offered to potential buyers (Hartline et al., 2008).
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The main objective of this paper is to include this temporal dimension in the analysis of the targeting
problem on networks. Therefore, we place ourselves in a competitive setting where two players choose
a sequence of targets in a social network in order to influence the average opinion that gets formed on
a given topic, e.g a political candidate, a product or the truth value of an information. The network
is formed by non-strategic agents whose opinion is represented by a real number and who update their
opinions using a weighted average of their neighbors’ opinions (as in Golub and Jackson, 2010). The
strategic players choose a sequence of targets among non-strategic agents. Hence, they influence directly
the opinion of the targeted agent and indirectly the whole network, through the dynamics of opinion
formation.

In this setting, we are concerned with two main issues: the existence of an uniform value in the
underlying (infinite-horizon) game and the characterization of optimal strategies, i.e the determination of
an optimal sequence of targets. A priori, both issues shall be sensitive, on the one hand to the influence
potential of the two strategic players, which measures the extent to which strategic players are able to
change the opinion of the targeted agent and which might differ between players, and on the other hand
to the informational structure of the game, that is what each player observes from his opponent’s actions.

The existence of an uniform value is non-trivial in dynamic/stochastic games with compact state-
spaces. In general, it may not exists as shown by (Ziliotto, 2016). The first section of the paper is
devoted to the issue. We highlight the relation between the linear updating of the vector of opinions
using the network’s matrix of weights that we consider and the conventional stochastic game obtained
when weights are interpreted as transition probabilities. We show that if the matrix is primitive, strategic
influence "contracts" the vector of opinions in the network. This suffices to show that there exists an
uniform value and that this value is independent of the initial distribution of beliefs. Furthermore, this
result holds independently of the informational structure of the game.

As for the characterization of equilibrium strategies, i.e the determination of an optimal sequence of
targets, a key observation is that players must implement a trade-off between a forward-looking perspec-
tive, according to which they shall aim at maximizing the future spread of their opinion in the network,
and a backward-looking perspective, according to which they shall aim at counteracting their opponent’s
previous actions. It is likely impossible to provide a closed-form analytical characterization of dynamics
strategies implementing this trade-off in the general case. We focus on specific cases where both strategic
players have the same level influence and an equilibrium in pure strategies can be characterized.

In this setting, we first show that if the players do not have information about each other’s actions,
an equilibrium in pure strategies must be "purely" forward looking. If such an equilibrium exists, it is
in fact also an equilibrium for any alternative informational structure. Yet, examples show that such
"purely forward looking" equilibria do not necessarily exist and, more generally, that the existence of a
pure equilibrium might depend on the informational structure. Nevertheless, we prove a general result in
the case where the level of influence is small: it is then optimal for both players to systematically target
the node with the largest eigenvector centrality in the network.

The results of the paper also highlight the importance of the temporal structure of strategies. For
certain networks, there exist pure equilibria with dynamic targeting strategies whereas no pure equilibria
exist when a fixed target must be chosen (as in Grabisch et al., 2017). This stems from the fact that
dynamic strategies are less easily counteracted than static ones. More generally, our results suggest that
optimal targeting sequences can be determined when the forward-looking perspective dominates whereas
mixed strategies ought to be used when one’s influence can be neutralized by the opponent.

The remaining of the paper is organized as follows. Section 2 briefly reviews the related literature.
Section 3 presents a game-theoretic model of dynamic competitive targeting. Section 4 proves the ex-
istence of an uniform value for this game. Section 5 provides a partial characterization of equilibrium
strategies. Section 6 concludes.
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2 Related litterature
Since the seminal work in quantitative sociology of the 1970s (notably Bonacich, 1972; Freeman, 1977),
the identification of central agents has been a key research question in the analysis of socio-economic
networks. With the raise of digital social networks and the correlative flow of data, numerous applica-
tions in communication and marketing have been identified, and the problem has been approached from a
more goal-oriented perspective at the interface between economics and computer-science. The targeting
problem, i.e. the choice of an optimal target in view of the diffusion of a product or a message, has been
widely investigated from an algorithmic perspective in computer science following on the early contribu-
tions of Domingos and Richardson (2001) and Kempe et al. (2003, 2005). In economics, two important
contributions are Ballester et al. (2006), which characterize a key target through an “intercentrality mea-
sure” that takes into account both a player’s centrality and his contribution to the centrality of others
and Banerjee et al. (2013), which develop a model that discriminates between information passing and
endorsement and derive a measure of "Diffusion centrality” that characterize efficient targets.

Now, the bulk of the literature has approached the targeting problem as an optimization problem for
a single influencing agent. A competitive perspective has been introduced in a few recent contributions,
which develop game-theoretic models in which agents choose, ex ante, a targeting strategy to maximize
their influence on the outcome of the ensuing opinion dynamics. Bharathi et al. (2007) and Goyal et al.
(2014) offer an algorithmic perspective on the issue while (Lever, 2010; De Meyer et al., 2014; Bimpikis
et al., 2016; Grabisch et al., 2017) focus on the characterization of optimal targets. In particular, Grabisch
et al. (2017) is a direct predecessor of this work and puts forward "intermediacy centrality" as a minmax
characterization of the key target that accounts for the fact that, in a competitive context, agents should
focus on relative, rather than absolute, centrality.

The importance of adopting a dynamic perspective when designing influence strategies is also clearly
identified in the literature. In political science, Box-Steffensmeier and Lin (1996) emphasizes the fact that
"at different stages of the campaign process candidates have different goals, and their expenditures should
have different effects on the final election outcome". Granato and Wong (2004) provides a simulation
model of the dynamics of an electoral campaign from this perpective while Demange and Van der Straeten
(2009); Aragones et al. (2015) and Amorós and Puy (2013) investigate in a game-theoretic setting how
candidates should allocate their campaign time on the different issues of concern for the electorate. In the
computer science literature, Zhuang et al. (2013) considers the problem of network influence maximization
in a dynamic setting but puts forward an adaptive approach where a single influencer periodically probes
the network in order to adjust its influence strategy. Yadav et al. (2016) approaches the same problem
but from the more formal perspective of Partially observable Markov decision process (POMDP). From a
more economic perspective, Hartline et al. (2008) analyses the marketing strategy of a firm over a social
netwok in a dynamic programming framework and emphasizes the complementarity between pricing and
targeting: "In general it is advantageous to get influential buyers to buy the item early in the sequence;
it even makes sense to offer such buyers smaller prices to get them to buy the item." There also is a
wide literature on competition in advertising. Chakrabarti and Haller (2011) provides a simple model
of advertising wars, which have a long history documented in Beard (2010). Doraszelski and Markovich
(2007) model dynamic competition among firms through advertising and analyze its impact on industrial
dynamics. Finally, Pastine and Pastine (2002) analyze the use of advertising by two competing firms as
an expectation coordination device of purchasing decision of consumers in a setting with consumption
externalities.

However, this paper is, to our knowledge, the first that brings together a dynamic and a competitive
perspective on the problem of targeting in a social network. As such, it raises a number of theoretical
issues. The first one is the definition of an appropriate concept of solution. We choose to focus on the
mean-average payoff and on the uniform approach (Mertens and Neyman, 1981), which seems to us well
fitted to extend the results of Grabisch et al. (2017) to a dynamical framework. However, the existence
of the uniform value in our framework, where the set of states is compact, is a complicated question. It
has been solved positively in several classes of stochastic games (Venel, 2014) or as intermediary result
for stochastic games with incomplete information (Renault, 2012; Aumann et al., 1995). However none
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of these results apply here. Moreover, it was recently shown that even under very regular assumption,
the uniform value might not exist (Ziliotto, 2016).

3 Model

3.1 Notation
Given a finite set K, we denote by e′ = (1, ....,1) the vector of size K composed of 1. Given a subset S
of K, we denote by δS the indicator function of S. If S = {i} for some i ∈K then we denote it by δi.

3.2 Opinion game
We consider two strategic players who compete for influence on a social network through dynamic tar-
geting strategies. The network is formed by K non-strategic agents whose social ties are represented by a
row-stochastic matrix M of size K ×K. Each of the non-strategic agent is characterized by its opinion on
an issue of concern for the two strategic players: e.g. the relative quality of two products or the proximity
with respect to two opposite electoral platforms. This opinion is represented by a number in [−1,1] and,
by default, evolves according to the social influence exerted on the agent, i.e. each agent updates his
opinion by combining linearily the opinions of his neighbors proportionally to the corresponding row of
the social network matrix M. This boundedly rational model of opinion formation has been introduced
by DeGroot (1974) and has received a wide attention in the economic literature as a model of opinion
formation in social networks (see e.g. Golub and Jackson, 2010, and references therein). It is particularly
well-suited to contrast the myopic behavior of a "crowd" with the strategic behavior of external influ-
encers such as lobbies, advertisers or political campaigners (see also Bimpikis et al., 2016; Grabisch et al.,
2017).

In our framework, two strategic influencers have a fixed opinion, 1 and −1 respectively, and are
accordingly referred to as agent 1 and agent −1. They aim at bringing the average opinion in the network
as close as possible to their own opinion, e.g. to trigger the purchase of their product or a vote for their
political platform. Therefore, they perturb the process of opinion formation by targeting each period
one of the non-strategic agents in order to influence his opinion. The non-strategic agent k ∈ {1,⋯,K}
then assigns a weight D(k) ∈ R+ to the opinion of his neighbors and, if targeted, a weight λ ∈ R+ to the
opinion of agent 1 and a weight µ ∈ R+ to the opinion of agent −1 (note that the influence potential of
the two strategic players can differ). There are then four different cases to compute the updated opinion
of an agent k in the perturbed process:

• If agent k is not the target of any influencer, then his opinion is the M -weighted average of the
opinions of his neighbors.

• If agent k is the target of influencer 1 then his opinion is the convex combination of 1 with weight
λ

λ+D(k)
and the M -weighted average of the opinions of his neighbors with weight D(k)

D(k)+λ
.

• If agent k is the target of influencer −1 then his opinion is the convex combination of −1 with weight
µ

µ+D(k)
and the M -weighted average of the opinions of his neighbors with weight D(k)

D(k)+µ
.

• If agent k is the target of both influencers then his opinion is the convex combination of 1 with weight
λ

λ+µ+D(k)
, −1 with weight µ

λ+µ+D(k)
and the M -weighted average of the opinions of his neighbors

with weight D(k)
D(k)+µ+λ

.

Remark 3.1 An interesting particular case to consider is the one where each non strategic agent listens
uniformly to his neighbors and the share of influence received from the network is proportional to the
number of neighbors. In this case, D(k) is the degree of agent k in the network and all non-zero entries
of Mk,. have value 1/D(k).
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Hence, a strategic influencer faces a number of trade-off. At each stage, he must first choose whether
to influence an easily influenceable agent, with low D(k), or a central agent, which might however have
a high D(k) and be harder to influence (in particular in the case of remark 3.1 above). Second, he must
choose whether to confront the other influencer by choosing the same target or to shield away by choosing
another target or playing a mixed strategy (e.g. if he has a much weaker influence potential than his
opponent). Both trade-offs are already present in the static targeting problem where the influenced agent
is fixed through time (Bimpikis et al., 2016; Grabisch et al., 2017). The key issue when strategic influencers
can use dynamic strategies is the trade-off between adopting a forward-looking or a backward-looking
perspective. Influencers adopt a purely forward looking perspective if they only focus on the forward
diffusion of their influence via the social network and neglect their opponent’s previous actions. They
adopt a purely backward looking perspective if their sole focus is to prevent the spread through the
network of the influence precedently exerted by their opponent. In general, they ought to use a strategy,
which implements a trade-off between both perspectives. We shall analyze these issues by formalizing
the problem as a two-player stochastic game.

Definition 3.2 The two player stochastic game Γ = (X,I, J, q, g) is defined as follows.

• The set of state X = [−1,1]K represents the vector of opinions among non-strategic agents.

• The set of actions of player 1 is I =K, i.e. the choice of a target among non-strategic agents.

• The set of actions of player −1 is J =K, i.e. the choice of a target among non-strategic agents.

• The transition q ∶ X × I × J → X represents the deterministic evolution of the vector of opinions
under the joint influence of the social network and of the strategic influencers. It is defined as
follows.

– For a fixed i ∈ I and j ∈ J , we define B(i, j) the K×K matrix such that for every (k, l) ∈K×K,

B(i, j)kl =
⎧⎪⎪⎨⎪⎪⎩

D(k)Mkl

D(k)+λδi(k)+µδj(k)
if D(k) ≠ 0,

0 otherwise.

and A1(i, j) and A−1(i, j) the two vectors such that

A1(i, j)k =
⎧⎪⎪⎨⎪⎪⎩

λ
D(k)+λ+µδj(k)

if k = i,
0 otherwise.

and

A−1(i, j)k =
⎧⎪⎪⎨⎪⎪⎩

µ
D(k)+λδi(k)+µ

if k = j,
0 otherwise.

They correspond respectively to the weights in the opinion updating process of the social network
and of both influencers, given these target i and j respectively.

– One then defines the transition q as:

⎛
⎜
⎝

1
−1

q(p, i, j)

⎞
⎟
⎠
=
⎛
⎜
⎝

1 0 0
0 1 0

A1(i, j) A−1(i, j) B(i, j)

⎞
⎟
⎠

⎛
⎜
⎝

1
−1
p

⎞
⎟
⎠

(3.1)

• the payoff function g ∶X → [−1,1] is given by the mean average opinion in the network

g(p) = 1

K

K

∑
k=1

pk.

Remark 3.3 The stochastic game Γ is similar (state space, action space, payoff) to the auxiliary game
associated to POMDP in the dark as was introduced in Rosenberg et al. (2002) or stochastic game with
"state-blind" players like in Venel (2014). A key difference is in the transition, which is non-expansive
for the ∥.∥∞-norm in the present case.
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3.3 Information structure and strategies
The sequence of actions of players in the game induces an history. For every n ≥ 1,we denote by Hn =
(I × J)n the set of finite n-stage histories. We then extend the definition of q to histories of finite length
by induction:

∀p ∈X,∀hn−1 ∈ Hn−1,∀i ∈ I,∀j ∈ J, q(p, hn−1, i, j) = q(q(p, hn−1), i, j).

Hence, given an initial vector of opinions, a finite history of actions induces deterministically a finite
history of opinions. Influencers might then condition their strategies on both the history of actions and
of opinions. Yet, they might imperfectly observe the actions of their opponents or the vector of opinions
in the network. More specifically, we define the information structure of the game and the strategies of
players as follows.

Definition 3.4 An information structure is a triple (C1,C−1, s) of two finite sets C1 and C−1 and a
function s ∶ I × J →∆(C1 ×C−1).

• Agent 1 observes the signal in C1 and his own actions. Hence, for every integer n ≥ 1, the history
observed by player 1 is H1

n = (C1×I)n−1×C1 and a strategy for player 1 is a function σ ∶ ∪+∞n=1H
1
n →

∆(I).

• Agent −1 observes the signal in ,C−1 and his own actions. Hence, for every integer n ≥ 1, the
history observed by player −1 is H−1

n = (C−1 ×J)n−1 ×C−1 and a strategy for player −1 is a function
τ ∶ ∪+∞n=1H

−1
n →∆(J).

• We denote respectively by Σ and T the sets of strategies of players 1 and −1.

• We say that a strategy is pure if the image of every finite history is a Dirac.

Remark 3.5 Given the transition function is deterministic, information about the history of opinions in
the network can be deduced from information about the history of actions in the game provided that the
initial vector of opinions is known. Yet, as we shall see below, equilibrium can be determined independently
of the initial vector of opinons. Therefore, one can restrict attention to the case where the influencers
are informed only (and possibly incompletely) about the history of actions.

Remark 3.6 One could extend the class of information structures to consider cases where the type of
signal received depends on the state of the network, e.g. in cases where an influencer receives information
only about the states of players whose opinion is sufficiently close to his. This is outside the scope of
this paper.

Two structures of information will be of particular concern in the following.

• The complete information structure where C1 = J , C−1 = I and for every (i, j) ∈ I×J , s(i, j) = (j, i).
Then, both players are perfectly informed about the history of past actions in the game.

• The blind information structure where C1 = C−1 = {1} and s is the constant mapping. Then, the
players have no information about their opponent’s actions and only take into consideration their
own history of play.

3.4 Evaluations
In order to evaluate this model, we will adopt two different notions coming from the literature of stochas-
tic games: asymptotic value and uniform value.
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For every n ≥ 1, we define the average n-stage payoff as:

γn(p1, σ, τ) = Ep1,σ,τ (
1

n

n

∑
t=1

g(pt)) ,

and for every ρ ∈ (0,1], the discounted payoff as:

γρ(p1, σ, τ) = Ep1,σ,τ (ρ
+∞

∑
t=1

(1 − ρ)t−1g(pt)) ,

It is clear that for every n ≥ 1, (resp. ρ ∈ (0,1]), the game with payoff γn (resp. γρ) has a value denoted
vn (resp. vρ):

vn(p1) = sup
σ∈Σ

inf
τ∈T

γn(p1, σ, τ) = inf
τ∈T

sup
σ∈Σ

γn(p1, σ, τ).

A first extension to the infinite horizon case is provided by the notion of asymptotic value:

Definition 3.7 The game Γ(p1) has an asymptotic value if the sequence (vn(p1))n≥1 converges to a limit
denoted v(p1).

A stronger requirement is provided by the notion of uniform value.

Definition 3.8 Let v be a real number.

• Player 1 can guarantee v in Γ(p1) if for all ε > 0 there exists a strategy σ∗ ∈ Σ of player 1 such that

lim inf
n

inf
τ∈T

γn(p1, σ
∗, τ) ≥ v − ε.

We say that such a strategy σ∗ guarantees v − ε in Γ(z1).

• Player 2 can guarantee v in Γ(p1) if for all ε > 0 there exists a strategy τ∗ ∈ T of player 2 such that

lim sup
n

sup
σ∈Σ

γn(p1, σ, τ
∗) ≤ v + ε.

We say that such a strategy τ∗ guarantees v + ε in Γ(p1).

• If both players can guarantee v, then v is called the uniform value of the game Γ(p1).

Remark 3.9 If the game Γ(p1) has a uniform value then it has an asymptotic value and both values
coincides.

In the following, we focus on the existence of an uniform value. Note that the existence of the uniform
value is a very strong result. Indeed, informally it ensures that both players can guarantee that the
mean-average opinion is above (resp. below) a fixed threshold. Moreover, contrary to the asymptotic
approach, the optimal strategy does not depend on the length of the game.

In addition, the existence of the uniform value also implies the existence of other solutions concepts.In
particular, the discounted value vρ also converges to the uniform value when the influencers become
patient.

4 Existence of a uniform value

4.1 Existence Result
In the following, we restrict attention to connected social networks and further assume that the matrix
M is primitive, that is:
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Definition 4.1 A positive matrix M of size K ×K is primitive if there exists m ≥ 1 such that

∀k ∈K,∀l ∈K, (Mm)kl > 0.

The assumption holds in particular if the network associated to M is connected and, at least one agent
is self influencing (i.e Mk,k > 0 for some k). Informally, it implies that after m stages of the game, every
non-strategic agent k ∈K is taking into account the opinion initially held by every other agent.

In this setting, one can show that the opinion game admits an uniform value and, moreover, that this
value is independent of the initial distribution of opinions. Namely, one has:

Theorem 4.2 Let Γ be an opinion game such that M is primitive and (C1,C−1, s) be a signaling struc-
ture. For every p1, the opinion game Γ(p1) has a uniform value. Moreover there exists v ∈ R such that
for every p1 ∈X,

v∞(p1) = v.

Remark 4.3 In general, the value v∞ does depend on the signaling structure (C1,C−1, s).

A key insight brought about by Theorem 4.2 is that influencers can design robust targeting strategies
that are ε-optimal independently of the initial distribution of opinions in the network or of the length of
the game (provided it is long enough). In other words, influence strategies can be determined in function
of the structure of the network only.

Remark 4.4 The key argument in the proof of Theorem 4.2 is to make appear a contracting property of
the transitions. It implies that when considering a long block of actions, the final state almost does not
depend on the starting state. Hence, our model shares some similarities with stochastic games with state
independent transitions (Thuijsman, 1992) where the transition does not depend on the state variable.
Nevertheless, our assumption is weaker since it is only asymptotically true.

4.2 Existence Proof
This subsection provides a proof of Theorem 4.2, i.e. the existence of an uniform value and its indepen-
dence from the initial vector of opinions. Throughout, we fix an opinion game Γ such that M is primitive
and a signaling structure (C1,C−1, s). Moreover, we denote by m the smallest integer such that

∀k ∈K, ∀l ∈K, (Mm)kl > 0.

We shall also introduce a specific notation for indexed product of matrices. Namely, given a sequence of
indexes (i1, j1, ...., in, jn), we let:

n
←ÐÐ

∏
l=1

B(il, jl) ∶= B(in, jn)B(in−1, jn−1)...B(i2, j2)B(i1, j1).

A first lemma proves that the transition function is contracting over block of actions of length m + 1.

Lemma 4.5 There exists θ ∈ (0,1) such that for every h = (i1, j1, .., in, jn, ...) ∈ (I ×J)∞, for every p ∈X
and every p′ ∈X then

∥q(p, hn(m+1)) − q(p′, hn(m+1))∥∞ ≤ θn∥p − p′∥∞.

Proof. Fix h = (i1, j1, ...i(m+1), j(m+1)) ∈Hn(m+1) then

⎛
⎜
⎝

1
−1

q(p, h)

⎞
⎟
⎠
=
⎛
⎜
⎝

1 0 0
0 1 0

A1(h) A−1(h) B(h)

⎞
⎟
⎠

⎛
⎜
⎝

1
−1
p

⎞
⎟
⎠

(4.1)
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where

B(h) =
n(m+1)
←ÐÐÐÐÐ

∏
l=1

B(il, jl),

A1(h) =
n(m+1)

∑
l=1

⎛
⎜
⎝

n(m+1)
←ÐÐÐÐÐ

∏
t=l+1

B(it, jt)
⎞
⎟
⎠
A1(il, jl)

and

A−1(h) =
n(m+1)

∑
l=1

⎛
⎜
⎝

n(m+1)
←ÐÐÐÐÐ

∏
t=l+1

B(it, jt)
⎞
⎟
⎠
A−1(il, jl).

By construction, for every (i, j) ∈ I × J B(i, j) and M have the same positive coefficients. The primi-
tiveness of M then implies that any product of m B-matrices has strictly positive coefficients. It follows
that A1(h) and A−1(h) are strictly positive vectors. Then, since each linear combination computed in
Equation 4.1 is convex, there must exist θ(h) ∈ (0,1) such that for every k, l ∈K,

0 ≤
K

∑
l=1

B(h)kl ≤ θ(h).

Let p, p′ ∈X, we then have

∥q(p, h) − q(p′, h)∥∞ = ∥A1(h) −A−1(h) +B(h)p −A1(h) +A−1(h) −B(h)p′∥∞,

≤ max
k=1,...,K

∣
K

∑
l=1

B(h)kl(pl − p′l)∣

≤ θ(h)∥p − p′∥∞.

Taking θ = suph∈Hm+1 θ(h) and splitting an history h ∈Hn(m+1) of length n(m+1) into n blocks yields by
an immediate induction that

∥q(p, h) − q(p′, h)∥∞ ≤ θn∥p − p′∥∞.

Therefore, we can deduce that the payoff function is contracting over block of actions of length m+1 ∶

Corollary 4.6 There exists θ ∈ (0,1) such that for every strategy σ ∈ Σ and every strategy τ ∈ T , for
every p ∈X and every p′ ∈X then

∣γn(m+1)(p, σ, τ) − γn(m+1)(p′, σ, τ)∥ ≤
1

n

1 − θn

1 − θ
∥p − p′∥∞.

Proof. Given an history of actions (i1, j1, ..., in(m+1)−1, jn(m+1)−1), we denote by (p1, ..., pn(m+1)) and
by (p′1, ..., p′n(m+1)) the sequence of states generated by h respectively from p = p1 and p′ = p′1. By the
previous proposition, we know that for every t ∈ {1, ..., n},

∥p1+(t+1)(m+1) − p′1+(t+1)(m+1)∥∞ ≤ θ∥p1+t(m+1) − p′1+t(m+1)∥∞

and for every l ≥ 1,
∥pl+1 − p′l+1∥∞ ≤ ∥pl − p′l∥∞.
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It follows that

∣γn(m+1)(p, h) − γn(m+1)(p′, h)∣ ≤
1

n(m + 1)

n(m+1)

∑
t=1

∣g(pt) − g(p′t)∣,

≤ 1

n(m + 1)

n−1

∑
l=0

(m + 1)∥pl(m+1)+1 − p′l(m+1)+1∥∞.

≤ 1

n(m + 1)

n−1

∑
l=0

(m + 1)θl∥p1 − p′1∥∞.

≤ 1

n

1 − θn

1 − θ
∥p1 − p′1∥∞.

We now need to extend this result to strategies. Since a signaling structure does not depend
on the states, given a pair of strategy (σ, τ), the distribution over actions is the same starting from p
or from p′, hence

∣γn(m+1)(p, σ, τ) − γn(m+1)(p′, σ, τ)∥ ≤
1

n

1 − θn

1 − θ
∥p − p′∥∞.

Proposition 4.7 Let w = supp∈X(lim sup vn(p)) then Player 1 can uniformly guarantee the payoff w.
More precisely, for every ε > 0 there exists N ≥ 1 and σ∗ ∈ Σ such that

∀p ∈X,∀n ≥ N, ∀τ ∈ T , γn(p, σ∗, τ) ≥ w − ε.

Proof. Let ε > 0 and n0 = max ( 8(m+1)
ε

, 4
ε(1−θ)

). By definition of w, there exists p∗ ∈X and n ≥ n0 such
that vn(p∗) ≥ w − ε/8. For every n, l ≥ 1, for all p ∈X we have

∣vn(p) − vl(p)∣ ≤
∣n − l∣

min(n, l)
.

Denote N = ⌈ n
m+1

⌉, it follows that n ≤ N(m + 1) ≤ n + (m + 1) and

vN(m+1)(p∗) ≥ vn(p∗) −
(m + 1)

n
≥ w − ε/8 − ε/8 = w − ε/4.

Let σ∗ be a strategy such that for every τ ∈ T ,

γN(m+1)(p∗, σ∗, τ) ≥ vN(m+1)(p∗).

By Corollary 4.6, it follows that for every p ∈X and every τ ∈ T ,

γN(m+1)(p, σ∗, τ) ≥ γN(m+1)(p∗, σ∗, τ) −
1

N

1

1 − θ
∥p − p∗∥∞,

≥ vN(m+1)(p∗) − ε/2,
≥ w − 3ε/4.

We proved that player 1 has one strategy that can guarantee w − ε whatever is the initial vector of
opinions. It implies that he can guarantee w − ε in the following modified game: at the initial stage, an
opinion vector p is randomly chosen along µ ∈ ∆f(X). Player −1 learns p whereas Player 1 only knows µ.
Hence Player −1 may use different strategies for different vector opinion, whereas Player 1 is restricted
to use the same one. A strategy of Player −1 in this new game is therefore a collection of strategies, one
for each p ∈X. Given σ ∈ Σ and τ ∈ (T )X , we have

γN(µ,σ, τ) = ∑
p∈X

µ(p)γN(p, σ, τ(p)).
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It follows that for every τ ∈ (T )X ,
γN(µ,σ∗, τ) ≥ w − ε.

Hence Player 1 can guarantee w − ε.

The previous case was a worst-case scenario where Player 1 has no information whereas Player −1
knows perfectly the initial vector of opinion. Since Player 1 can guarantee w− ε in this game, he can also
guarantee w − ε in any N -stage game where he learns more and Player −1 learns less.

We now consider the strategy of Player 1 that repeatedly follow σ∗ during N stages. This strategy
guarantees w − 2ε in the long run.

Remark 4.8 Contrary to the static model of Grabisch et al. (2017), connectivity is not a sufficient
condition for our proof. Given a 2-periodic Markov Chain M , one can define the network associated to
the Markov chain M2. This new network has at least 2 separated components. In Grabisch et al. (2017),
this is not a problem since a strategic may not change its target: every non-strategic agent is influenced
at every stage in the long run. Since in our model targets can change,for certain strategies, the influence
of a player might never reach certain non-strategic. Our proof wouldn’t apply in this case.

5 Characterization of Equilibrium Strategies
In this section, we focus on the characterization of equilibrium strategies in the opinion game Γ. As
emphasized in Theorem 4.2, the asymptotic value of the game and asymptotically optimal strategies are
independent of the initial distributions of beliefs among non-strategic agents. Therefore, we can focus on
the case where initial opinions are uniformly set to 0. In this case, we can write a closed form formula
for the payoff.

Given a sequence of pair of actions h = (i1, j1,⋯, iN , jN) the vector of beliefs after n steps is given
by1:

pn =
n

∑
l=1

⎛
⎝

n
←ÐÐ

∏
m=l+1

B(im, jm)
⎞
⎠
(A1(il, jl) −A−1(il, jl)).

Accordingly, the payoff in period n is the mean average over the K non-strategic agents in the network:

1

K
e′ ⋅

n

∑
l=1

⎛
⎝

n
←ÐÐ

∏
m=l+1

B(im, jm)
⎞
⎠
(A1(il, jl) −A−1(il, jl)).

And the average payoff in the game of length N is:

γN(h) = 1

NK
e′ ⋅

N

∑
n=1

⎛
⎝

n

∑
l=1

⎛
⎝

n
←ÐÐ

∏
m=l+1

B(im, jm)
⎞
⎠
(A1(il, jl) −A−1(il, jl))

⎞
⎠

(5.1)

5.1 An alternative ball game
Using an approach similar to Acemoglu et al. (2013), our characterization of optimal strategies builds
on a correspondence2 between the opinion game Γ and the stochastic game where players ought to catch
balls that move backwards in time over the network according to the transition probabilities given by M.

More precisely, given an opinion game (K,M,D,λ,µ), we can define a new game, which we will call
the “ball game” and for which the timing of events is every period as follows:

1Here and below, in order to simplify notation, we let by convention ∏m∈∅Bm = I for any indexed family of matrices
(Bm) where I is the identity matrix.

2This correspondence was also put forward by one of the anonymous referee to Grabisch et al. (2017).
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• The two strategic players choose nodes in the network where to position themselves, denoted re-
spectively by i and j.

• A new ball is launched uniformly at random (uniform distribution) in the network.

• A ball in node k is caught by player 1 with probability A1(i, j)k (resp. by player −1 with probability
A−1(i, j)k)

• All balls that have not been caught yet make a move in the network according to the transition
probabilities given by the matrix M.

After n stages, the game stops and the winner is the strategic agent that caught more balls. The ball
game can be related to the opinion game by inverting the direction of time. Namely, the probability for a
strategic player of catching a ball launched in node k after n steps corresponds to the influence he exerts
after n steps on the opinion of agent k.

To formalize this relation, let us first note that the ball game can be represented as a stochastic game,
which we shall denote

←Ð
Γ = (Y, I, J, f, r) and which has the following characteristics.

Definition 5.1 The game
←Ð
Γ = (Y, I, J, f, r) is the stochastic game defined as follow.

• The set of states is Y = RK+ and represents the expected number of balls in each node of the network.

• The set of actions of player 1 is I = K, i.e the choice of a position in the network where to catch
balls.

• The set of actions of player −1 is J =K, i.e the choice of a position in the network where to catch
balls.

• The transition f ∶ Y × I × J → Z is defined for all y ∈ Y , for all i ∈ I and for all j ∈ J by

f(y, i, j) = yB(i, j) + 1

K
e′. (5.2)

It represents the evolution of the expected number of balls in each node of the network after the
already present balls have been caught or have moved over the network according to the Markov
chain and a new ball has been added uniformly at random.

• The stage payoff r ∶ Y × I × J → [−1,1] is given by the difference between the expected number of
balls caught by players 1 and −1 at the current stage:

r(y, i, j) = y (A1(i, j) −A−1(i, j)) .

One can remark, that the law of evolution of the expected number of balls (Equation 5.2) has an
inverse temporal structure with respect to the law of evolution of the opinions (Equation 3.1). More
precisely, the expected number of balls that can be caught in node k, given an history of length n hn,
corresponds to the cumulative influence that the choice of k as a target in the current stage would yield
in the coming n steps, if both players were then to play the time-inverse of the history hn. Formally, one
has the following proposition.

Proposition 5.2 Let n ≥ 1 and h = (i1, j1, ...., in, jn). Denote by
←Ð
h = (in, jn, ...., i1, j1) the time-inverted

history, then we have
γn(
←Ð
h ) = ←Ðγ n(h),

where ←Ðγ denote the n-stage payoff in the game
←Ð
Γ .
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Proof. Let us compute the payoff associated to a sequence of actions h = (i1, j1,⋯, iN , jN) in the game
←Ð
Γ . We denote by

←Ð
h = (iN , jN , ...., i1, j1) = (i′1, j′1, ..., i′N , j′N) the inverted history. The expected number

of balls in each of the K nodes of the network after l moves is denoted by yl ∈ RK+ . It satisfies the following
equations:

• y1 =
1

K
e′,

• for l ≥ 1, yl+1 = ylB(il, jl) +
1

K
e′

Hence, we have

yl =
l

∑
n=1

1

K
e′ (

l−1

∏
m=n

B(im, jm)) (5.3)

The payoff is then given by the difference between the expected number of balls caught by players 1 and
−1, that is

←Ðγ N(h) ∶=
N

∑
l=1

yl[A1(il, jl) −A−1(il, jl)] (5.4)

or equivalently:

←Ðγ N(h) =
N

∑
l=1

(
l

∑
n=1

1

K
e′ (

l−1

∏
m=n

B(im, jm))) [A1(il, jl) −A−1(il, jl)] (5.5)

=
N

∑
l=1

(
N+1−l

∑
n=1

1

K
e′ (

l−1

∏
m=n

B(i′N+1−m, j
′
N+1−m))) [A1(i′l, j′l) −A−1(i′l, j′l)] (5.6)

=
N

∑
l=1

⎛
⎜
⎝

N+1−l

∑
n=1

1

K
e′

⎛
⎜
⎝

N+1−n
←ÐÐÐÐ

∏
m=N+1−(l+1)

B(i′m, j′m)
⎞
⎟
⎠

⎞
⎟
⎠
[A1(i′l, j′l) −A−1(i′l, j′l)] (5.7)

=
N

∑
l=1

⎛
⎝

N

∑
n=l

1

K
e′

⎛
⎝

n
←Ð

∏
m=l+1

B(i′m, j′m)
⎞
⎠
⎞
⎠
[A1(i′l, j′l) −A−1(i′l, j′l)] (5.8)

We obtain the same formula than Equation 5.1 proving that the two payoffs are indeed equal. They
are both expressing the time-average of a Markov process.

An information structure of the form (C1,C−1, s) can be associated to the game
←Ð
Γ in a similar

manner than for the game Γ (see definition 3.4). Hence, strategies in the games Γ and
←Ð
Γ formally

have exactly the same structure. However, the two games are played in two inverse direction of times.
This makes impossible in general to use a strategy in one the two games in the other game. However, a
fundamental exception is the state-blind information structure. In this setting, the players do not observe
their opponent’s actions ex interim and have to best response to the complete history of play. Then, the
direction of time is not pertinent anymore and can be discarded. It follows immediately from Proposition
5.2 that, then, the two games are equivalent.

Corollary 5.3 In the case of a blind structure of information, the two games Γ and
←Ð
Γ are equivalent.

Remark 5.4 We could have defined a third game played as follows. Each player is choosing a strategy
in Γ. The two strategies induce a probability distribution π over finite histories of length n. Then we can
compute the payoff by using the ”ball game” interpretation: consider the probability distribution ←Ðπ induced
by π by inverting time. We then compute the payoff as the payoff in the "ball game". By Proposition 5.2,
this new game is completely equivalent to the game Γ. It only differs on the interpretation of the payoff
function.
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5.2 Forward looking equilibrium strategies

On top of providing a correspondence between the games Γ and
←Ð
Γ , pure equilibrium strategies for the

blind-information structure are also very robust. Indeed, they must provide a best-response to any history
of play by the opponent. If such a pure strategy exists, it can in fact be used for any information structure.

Namely, given a pure strategy σ of player 1 for the blind-information structure (i.e an history of play),
let us denote by σ(C1,C−1,s) the strategy in the game with information structure (C1,C−1, s) that plays
the sequence of actions σ independently of the actions of the opponent (and respectively for player −1.).
This was already noticed in a weaker form by Amir (2003) that was comparing strategies in the blind
case and strategies in the complete information case in deterministic stochastic games.

Proposition 5.5 Let (σ, τ) be an equilibrium in pure strategies in the n-stage blind game Γ (resp.
←Ð
Γ ).

Then, for any information structure (C1,C−1, s), (σ(C1,C−1,s), τ(C1,C−1,s)) is an equilibrium in the n-stage

game Γ (resp.
←Ð
Γ ). Moreover all the games have the same value.

Proof. It is a general result that apply to any game. We will prove the result in the case of Γ. Recall
that a strategy in the blind game is a distribution over actions. Hence a pure strategy is a sequence of
actions. Let (σ, τ) = ((in)n≥1, (jn)n≥1) be an equilibrium in the blind game. We know that for every
sequence of actions of player 2, (j′n)n≥1,

vn = γn((i1, ..., in), (j1, ..., jn)) ≤ γn((i1, ...., in), (j′1, ...., j′n)).

Let (C1,C−1, s) be a structure of information. Given a strategy τ ′ for this new structure of informa-
tion, (σ(C1,C−1,s)), τ ′) induces a distribution over actions such that the marginal on IN is σ. Hence

γ′n(σ(C1,C−1,s)), τ ′) ≥ γn((i1, ..., in), (j1, ..., jn)) = vn.

It follows that σ(C1,C−1,s) also guarantees vn. By symmetry, we can show that τ(C1,C−1,s) is guaranteeing
vn.

A natural question then is whether we can characterize equilibrium strategies for the opinion game
with blind-information structure. In this perspective, we can build on Corollary 5.3 and first characterize
equilibrium strategies in the ball game

←Ð
Γ . Indeed, one obtains as a direct corollary of Proposition 5.5

and Corollary 5.3 that:

Lemma 5.6 Assume that the blind "ball game" admits a pure Nash equilibrium (σ, τ).Then for any
information structure (C1,C−1, s), (σ(C1,C−1,s), τ(C1,C−1,s)) is an equilibrium of the opinion game.

Now, one can note that, in the ball game, the choice of a target has two consequences. First, it determines
the probability to catch a ball this period. Second, it influences the future distribution of balls in the
network. Yet, at an equilibrium for the blind-information structure, the players can focus on maximizing
the probability of catching the ball this period without concern for the future distribution of balls induced.
Indeed, on the one hand the value of the game with equal influence is zero and, on the other hand, if at
equilibrium the probability of catching a ball wasn’t maximized every period, a player could deviate to the
strategy that maximizes the probability to catch the ball this period (in order to gain a payoff advantage)
and then mimic the strategy of the opponent for all the remaining periods in order to guarantee a zero
payoff in future periods. In other words, one has:

Corollary 5.7 Assume that the blind "ball game" of length N admits a pure Nash equilibrium (σ, τ)
then for every n ∈ {1, ...,N},

σn ∈ {k, yn(k) = ∥yn∥∞},
and

τn ∈ {k, yn(k) = ∥yn∥∞},
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Note that, from the point of view of the opinion game, yn(k) represents the cumulative influence that
the player would exert in future periods (given the future pattern of actions) if he were to target agent k
this period. Hence, targeting the agent for which yn(k) is maximum amounts to adopt a purely forward
looking perspective, i.e to only take into consideration the future propagation of one’s influence. In
particular, from this perspective, a player is only concerned by the future actions of his opponent and
can neglect the current state of opinions in the network . This is to be contrasted with the general case
in which, à priori, a player ought to implement a trade-off between maximizing his own future influence
and counteracting the influence exerted by his opponent in the previous periods.

Remark 5.8 Given the inversion of the direction of time between the ball game and the opinion game,
maximizing future influence in the opinion game amounts to maximize the probability to catch a ball
in the current period while counteracting the influence exerted by the opponent in the previous periods
corresponds to minimizing the probability for the opponent to catch a ball in future periods.

In the blind information structure, the player can not condition his behavior on previous actions of
his opponent (because the complete sequence of targets must be chosen ex ante). Hence, he must adopt
a purely forward looking behavior at a pure equilibrium. This requires the existence of a target (see
Example 5.9) or of a sequence of targets (see Example 5.10) that strongly dominates in terms of influence
propagation. If such a dominant sequence of target does not exist, the players ought to add a backward
looking perspective to their strategies in order to counteract their opponent’s influence (and conversely
to prevent their influence from being counteracted by their opponent). In the blind-information game,
the only way to account for this backward looking perspective is to play a mixed strategy.

For finer information structures, this backward looking perspective can be implemented by condition-
ing behavior on the previous action of the opponent or, equivalently, on the current state of opinions in
the network. Indeed, in order to react to the current state of opinions, the player must be able to infer
it from the previous action of his opponent, i.e. to adopt a backward looking perspective (see 3.5). As
highlighted in Example 5.11, this perspective enriches the set of strategies available to the players so that
there might exist equilibria in pure strategies with complete information for networks in which there is
no equilibrium in pure strategies for the blind information structure.

The introduction of a dynamic perspective also allows to consider a much richer set of behavior than
in the static game à la Grabisch et al. (2017) where both players choose a single target that is then fixed
throughout the game. As illustrated in Example 5.11, the flexibility brought by the choice of a sequence
of targets allows to devise equilibrium in pure strategies for networks in which no pure equilibrium exists
in the static game.

Example 5.9 (Star) We consider a star-network with N agents. Agent 1 is the central agents that is
linked to each of the other agents. The N − 1 other agents are only listening to agent 1. If the lobbying
power is small compared to N − 1 then, whatever the strategies of the player, the number of ball in the
center is far greater than the number of balls on the side and therefore the influencers should focus on
the center of the star.

Example 5.10 Let us consider the network represented in figure 1, which consists of three layers. The
lower layer has one node, which is influencing the n nodes of the second layer, which in turn are each
influencing n2 nodes at the third layer. Moreover, each node of the third layer is influencing equally the
node of the first layer. The games with blind information structure are straightforward to analyze in this
setting using the ball game metaphor (arrows point in the direction of the movement of balls3). In the first
period of the ball game, any target can be chosen, according to corollary 5.7, as the balls are uniformly
distributed. In the second period, a node in the second layer must be chosen as it is clearly in the second
layer that the expected number of balls is the largest (independently of the action in the first period). From
the third period on, the expected number of balls is the largest in the node of the first layer, which must
then be chosen as a target.

3Equivalently an agent has outgoing arrows towards the agents that influence him
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Figure 1: network with layers of increasing size

This example can be generalized by recursion to an arbitrary number K of layers with layer k + 1
having nak clusters of nak+1 when layer k has nak nodes. Then, players shall target the upper layer in the
first period and go down layer by layer period after period until they reach the lowest layer, which they
shall then systematically target. In the influence game, the timing is inverted, agents should first target
the agent in the lower layer (whose influence propagates in the direction opposite to arrows) and, in the
last K periods of the game, sequentially target one of the agent in each of the upper layers.

Example 5.11 Let us then consider the the network represented in Figure 2. It is formed on the canvas
of a circle among three non-strategic agents, K = {α,β, γ}. The circle is however perturbed to ensure the
network’s matrix is primitive, consistently with our assumption for the existence result (the results below
nevertheless apply to the circle as well).

Figure 2: Perturbed Circular Network

Formally, the interactions are captured by the following matrix M.

α β γ
α
β
γ

⎛
⎜
⎝

1/10 8/10 1/10
1/10 1/10 8/10
8/10 1/10 1/10

⎞
⎟
⎠
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In this setting, we assume that both players have equal influence potential λ = µ = 1, whereas the local
weight are equal to D(α) = D(β) = D(γ) = 0. In other words, the relative influence of strategic players
is infinite. We consider three variations of the opinion game in this case: the static case à la Grabisch
et al. (2017), the dynamic game with complete and blind information structures respectively. We shall
show that there exists equilibrium in pure strategies for the complete information structure whereas in the
two other cases, there only exist mixed equilibria.

1. We start by studying the static game à la Grabisch et al. (2017) where both players choose a fixed
target in view of maximizing (resp. minimizing) the average asymptotic opinion in the network.
One can easily check that, in our setting, the asymptotic opinions of the non-strategic agents for
each pair of actions are given by:

⎛
⎜
⎝

(0,0,0) (1,−1,7/9) (1,−7/9,−1)
(−1,1,−7/9) (0,0,0) (7/9,1,−1)
(−1,7/9,1) (−7/9,−1,1) (0,0,0).

⎞
⎟
⎠

Consequently, one obtains the following payoff matrix for the game:

⎛
⎜
⎝

0 7/9 −7/9
−7/9 0 7/9
7/9 −7/9 0

⎞
⎟
⎠
.

It is clear that there is no pure equilibrium in the static game.

2. Let us now consider the dynamical version of the game with complete information. We consider the
following strategy of Player 1: given a vector of opinion (a, b, c) consider the node with the lowest
opinion and target the preceding in the list (α if it is β, β if it is γ and γ if it is α). Let us show that
this strategy ensures that starting from the initial vector of opinion (0,0,0) then the mean-average
opinion is non-negative at every stage in the society.
Starting from (0,0,0), there are only two different cases. Either both lobbies target the same nodes,
yielding to a new vector of opinions (0,0,0), or they target two different nodes yielding a vector of
opinions of the form (−1,0,1). In both cases, the mean-average is non-negative.
Let us consider now consider opinion vectors of the form (−1,0,1). By assumption, Player 1 targets
γ and Player −1 has three possibilities:

• If Player −1 targets α, then the new vector of opinion is (−1,7/10,1) that is greater coordinate
by coordinate than (−1,0,1)

• If Player −1 targets β, then the new vector of opinion is (0,−1,1) that is symmetric to (−1,0,1)
• If Player −1 targets γ, then the new vector of opinion is (0,7/10,0) that is greater coordinate
by coordinate then (0,0,0)

All the vector of opinions that appeared in the previous discussion have a non-negative average,
hence Player 1 strategy guarantees a non-negative payoffs. Hence, by symmetry, the game has a
value of 0. therefore the game has a pure equilibrium.

3. Finally, we consider the dynamical version of the game for the blind information structure. In this
framework, let us prove that Player 1 can not guarantee with a pure strategy a non-negative payoff
in any N -stage game . In order to prove this result, we will use the correspondence between the
opinion game Γ and the Ball game

←Ð
Γ .

Let σ be a pure strategy of Player 1 in the blind opinion game, i.e. a sequence of actions (i1, ...., iN).
We define then the reverse sequence of actions (i′1, ...., i′N) = (iN , ...., i1) and consider the strategy
of Player −1 that chooses an action in period t according to the following rule:
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• α if i′t+1 = β,
• β if i′t+1 = γ,
• γ if i′t+1 = α.

That is player −1 chooses the node right before the one previously targeted by player 1, where the
probability to find a ball is maximum. As D(k) = 0, both players catch the ball with probability 1 if
they target the right node. Hence, one can easily check that player −1 hence ensures that Player 1
catch at most 1/3 of the balls and therefore can’t guarantee a non-negative payoff.

5.3 Characterization in the case of small influence
Finally, we focus on the limit case where the influence exerted by the strategic players is vanishingly small.
In this setting, the dynamics without external influence provide a useful benchmark: one knows that the
vector of beliefs converge to a consensus in which the influence of each initial opinion is proportional to
the eigenvector centrality of the corresponding node (see e.g. Golub and Jackson, 2010). Accordingly, if
balls move in the network without being caught, they should eventually distribute themselves according
to the invariant distribution of M, which is proportional to eigenvector centrality. Both remarks suggest
that strategic players with small influence should target nodes with high eigenvector centrality in order
to maximize their influence. This is actually the case. Namely, if there is a unique node i∗ for which the
eigenvector centrality of the matrix M is maximal, one can state the following result.

Theorem 5.12 Assume that for every k ∈ K, D(k) > 0. There exists N0 ∈ N and λ0 ∈ R+ such that for
every N ≥ N0, and for every λ < λ0 any equilibrium strategy in the game

←Ð
ΓN(λ) targets the node with

the highest eigenvector centrality from stage N0.

The previous result holds for any information structure, in particular it is true for the blind one. Since
we showed that in this case, the game

←Ð
Γ and Γ are equivalent up-to the time inversion we obtain the

following result.

Theorem 5.13 Assume that for every k ∈ K, D(k) > 0.There exists N0 ∈ N and λ0 ∈ R+ such that for
every N ≥ N0, and for every λ < λ0 any equilibrium strategy in the game ΓN(λ) targets the node with the
highest eigenvector centrality between stage 1 and stage N −N0.

Together with proposition 5.5, this implies that if influence levels are small enough and the game
is long enough, it is an equilibrium strategy to target the node with the largest eigenvector centrality
independently of the information structure in the game. This is again an instance of forward looking
strategy where an agent can restrict attention to the diffusion of his own opinion. This is also adding
evidence to the importance of eigenvector centrality as a measure of influence.

5.3.1 Proof of Theorem 5.12

Given h = (i1, j1, i2, j2, ....) ∈ H∞ an infinite history of actions, we denote by h′ the translated history
defined by h′ = (i2, j2, i3, j3, ....). We then define by induction for every l ≥ 2 the l-translated history by
h(l) = (h′)(l−1).

Let us denote by χ ∈ ∆(K) the eigenvector centrality of M, and let i∗ ∈ K be the unique node with
maximal eigenvector centrality. We then set

ε ∶= 1

4
min
i/=i∗

∣χi∗ − χi∣. (5.9)

By assumption, one has ε > 0.
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If M is a primitive matrix, the sequence (Mn)n≥1 is converging to some matrix M∞. Let N0 ≥ 1 such
that for every n ≥ N0, ∥Mn −M∞∥∞ ≤ ε and ∥Mne′ − χ∥∞ ≤ ε. Let N1 ≥ max(N0

ε
,2).

Let us now define a model that keep track of every ball in the “Ball game" instead of only considering
the expected number of balls at every stage. Informally, for every l ≥ 1 we define (X l)t≥1 a process
describing the behavior of the ball introduced at stage l and Tl the time where the ball introduced at
time l is caught by one of the two players. For every l ≥ 1, we define the stochastic process (X l)t≥1

(inhomogenous Markov chain) with values in {∅} ∪K such that

• for every t ≤ (l − 1), X l
t = ∅,

• for t = l, X l
t is uniformly distributed over K,

• for every t ≥ l, if X l
t = ∅ then X l

t+1 = ∅. If X l
t = k ∈K then X l

t+1 has the following distribution

– with probability A1(it, jt)k +A−1(it, jt)k, it is equal to ∅.
– with probability B(it, jt)k,m, it is equal to m.

We assume that conditionally on the sequence h, the stochastic processes are independent. Finally, we
define the stopping time Tl = inft≥l{X l

t = ∅} corresponding to the stage the ball introduced at stage l is
caught by one of the influencer.

For every k ∈K and h ∈H∞, one can check that

ym(k) = Eh (♯{X l
m(k), l ≥ 1}) =

+∞

∑
t=1

Ph(X l
m = k).

Hence the correspondence between the two models.
Let us now prove that provided the influence potentials are sufficiently small, we can guarantee that

the probability that each ball is absorbed in less than N1 stages is small and therefore at every stage, the
probability that the last N1 Balls introduced in the network have not been caught is close to 1.

We first focus on the probability of absorption of the first ball. We then deduce that at stage N1 all
the balls are still present in the network with high probability and we conclude by an invariance property.

Lemma 5.14 There exists λ0 > 0 such that for every h ∈H∞ and for every λ,µ ≤ λ0,

Ph(T1 ≥ N1 + 1) ≥ (1 − ε)
1

N1 .

Proof. Fix an history h ∈ H∞. Denote by D = mink∈KD(k) > 0 and by η = 1 − (1 − ε)(
1

N1
)
2

. Let
λ0 = η

1−η
D. At every stage t, the probability that the ball is caught is

• 0 if the ball is at a node that is not targeted by any player,

• λ
λ+D(k)

or µ
µ+D(k)

if the node is targeted by one of the two lobbies,

• λ+µ
λ+µ+D(k)

if the node is targeted by the two lobbies.

Since the function x→ x
x+D(k)

is increasing in x and decreasing in D(k), we obtain that

Ph(T1 = t∣T1 ≥ t) ≤
2λ0

2λ0 +D
.

Hence
Ph(T1 = t∣T1 ≥ t) ≤ η.
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It follows by the chain rule that
Ph(T1 ≥ N1 + 1) ≥ (1 − η)N1 .

By the choice of η, we obtain the result.

It follows that at stage N1, we are sure that the probability that none of the ball has been caught is

Ph(∩N1

l=1{Tl ≥ N1}) ≥ Ph(∩N1

l=1{Tl ≥ N1 + l})

≥
N1

∏
l=1

Ph(Tl − l ≥ N1)

≥
N1

∏
l=1

Ph(l)(Tl ≥ N1)

≥ (1 − ε)
1

N1
N1

≥ 1 − ε.

By assumption given a sequence h of actions, the sequence (Ti)i≥1 is a sequence of independent
variables. Moreover, the law of Tl+1 under the sequence h is the same as the law of T1 +N1 under h(l).
The previous result being true for every h ∈H∞, we have more generally,

Ph(∩N+N1

l=N {Tl ≥ N +N1}) ≥ 1 − ε.

Informally, we are sure that with high probability all the balls that have been introduced in the network
between stage N and N +N1 are still there at stage N +N1.

Let us deduce that the distribution of balls at stage N +N1 is very close to the ergodic distribution
of M . There are three types of balls:

• Balls that have been caught and that are not counted anymore.

• Balls that have been introduced between stage 1 and N +N1 −N0 and not caught.

• Balls that have been introduced between stage N +N1 −N0 and N +N1.

The first case does not concern us. Each of the balls in the second case is distributed close to the invariant
measure at stage N +N1. Moreover, we know that with high probability, there are at least N1 balls in this
case. Finally, we know that there are at most N0 balls in the last case. It follows that the distribution
on Balls is mainly driven by the invariant distribution. Formally, we have

ym(k) = Eh(♯ l ∈ [1,m],X l
n = k) (5.10)

=
m

∑
l=1

Ph(X l
m = k), (5.11)

=
m

∑
l=1

Ph(X l
m = k∣X l

m ≠ ∅)Ph(X l
m ≠ ∅), (5.12)

=
N+N1−N0

∑
l=1

Ph(X l
m = k∣X l

m ≠ ∅)Ph(X l
m ≠ ∅) +

N0

∑
l=N+N1−N0

Ph(X l
m = k∣X l

m ≠ ∅)Ph(X l
m ≠ ∅). (5.13)

In addition, we know that if l ≤ N +N1 −N0, then

∣Ph(X l
m = k∣X l

m ≠ ∅) − χ(k)∣ =
RRRRRRRRRRR

K

∑
p=1

1

K
Mm−l
pk −

K

∑
p=1

1

K
M∞
pk

RRRRRRRRRRR
(5.14)

≤ ε, (5.15)
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and

N+N1−N0

∑
l=1

Ph(X l
m ≠ ∅) ≥ N1(1 − ε). (5.16)

Let us deduce from Equation 5.13, Equation 5.14 and Equation 5.16 that ym(i∗) > maxi≠i∗ ym(i). We
have

ym(i∗) ≥ (χ(i∗) − ε)(
N+N1−N0

∑
l=1

Ph(X l
m ≠ ∅)) ,

≥ (χ(i∗) − ε)N1(1 − ε),
≥ χ(i∗)N1 −N1ε − εχ(i∗).

Moreover, for every i ∈K, we have

ym(i) ≤ (χ(i) + ε)(
N+N1−N0

∑
l=1

Ph(X l
m ≠ ∅)) +

N+N1

∑
l=N+N1−N0

Ph(X l
m ≠ ∅),

≤ (χ(i) + ε)N1 +N0,

≤ χ(i)N1 +N1ε +N0.

Hence the difference between ym(i∗) and ym(i) is equal to

ym(i∗) − ym(i) ≥ N1 ((χ(i∗) − χ(i) − 2ε − N0

N1
) − ε ≥ N1 (4ε − 2ε − ε) − ε ≥ ε.

and we have the strict inequality. Since this is true for every m ≥ 1 and independently of the actions
played by the players, it follows that the optimal strategy for both players is to target i∗ at every stage.

6 Conclusion
We consider the problem of maximizing influence through the choice of a sequence of targets when two
players compete for predominance over a social network. We show that the problem can be captured as a
stochastic game with compact state space. This raises the question of the existence of an uniform value,
which we positively answer under the assumption that the adjacency matrix of the network is primitive.
Hence strategic players can design optimal targeting strategies independently of the length of the game
or of the discount factor (provided it is small enough).

Further analysis of the structure of equilibrium strategies shows that they strongly depend on the level
of information each player has about the actions of his opponents and hence about the state of opinions
in the network. In absence of information, there exist pure equilibria only if players can devise strate-
gies that are efficient independently of the current state of the network, i.e. they must adopt a purely
forward looking perspective on the diffusion of their influence. When players are well informed, they can
implement more flexible strategies that account for the state of opinions in the network and implement
a trade-off between a forward-looking perspective, according to which they aim at maximizing the future
spread of their opinion in the network, and a backward-looking perspective, according to which they aim
at counteracting their opponent’s previous actions. This flexibility sustains the existence of equilibria in
pure strategies in networks where there is no such equilibrium with low level of information or in the
static game à la Grabisch et al. (2017) with fixed targets.

These results emphasize the pertinence of adopting a dynamic approach, in particular in view of em-
pirical applications: sequential strategies allow to solve the targeting problem in a wide range of networks
and independently of the length of the game. A complete characterization of these strategies seems very
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difficult to obtain analytically but it seems to us that an algorithmic approach could be fruitfully applied
to the problem in future work.
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