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Abstract

The arrival of big data strategies is threatening the latest trends in financial regulation re-

lated to the simplification of models and the enhancement of the comparability of approaches

chosen by financial institutions. Indeed, the intrinsic dynamic philosophy of Big Data strate-

gies is almost incompatible with the current legal and regulatory framework as illustrated

in this paper. Besides, as presented in our application to credit scoring, the model selection

may also evolve dynamically forcing both practitioners and regulators to develop libraries of

models, strategies allowing to switch from one to the other as well as supervising approaches

allowing financial institutions to innovate in a risk mitigated environment. The purpose of

this paper is therefore to analyse the issues related to the Big Data environment and in

particular to machine learning models highlighting the issues present in the current frame-

work confronting the data flows, the model selection process and the necessity to generate

appropriate outcomes.3.
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1 Introduction

The latest trends in financial regulation are simplified models as the current ones were consid-

ered too complicated. One can remember the analysis of the Bank of England which shows that

models tested on the same market segment, i.e. similar data, were producing results scattered

by up to several standard deviations.

Unfortunately for regulators, the arrival of Big Data is going to have an even larger impact.

Not because the models are necessarily more complicated but mainly because the data flows will

differ from an entity to the next, from one moment to the next, or if a transfer learning strategy

is implemented. Even if the data flow does not differ, the model used to capture their evolution

will have to evolve dynamically and consistently with the data. Consequently, we already saw

that the demands for new models and the decisions made relying on these models are growing

exponentially. We expect this movement to amplify in the near future. Thus, the risks associated

to the models will only go increasing.

In the meantime, the regulatory and legal considerations that support avoiding companies "too

big to let fail" are also changing financial institutions relationships towards data. Indeed, (i) the

arrival of the PSD2 in the EU (though the UK have been pioneer in this aspect) which demands

financial institutions to transmit third party providers clients’ data as soon as these customers

requires them, (ii) the enforcement of the right to be forgotten and (iii) the use of non structured

data will change the data environment quantitatively and qualitatively for which banks will have

to evolve.

So the nebula referred to as big data covers a broad term for data sets so large or complex that

traditional data processing applications are inadequate. Challenges include analysis, capture,

cleansing, search, sharing, storage, transfer, visualization, and information privacy. The term of-

ten refers simply to the use of predictive analytics or other certain advanced methods to extract

value from data. Seldomly does it refer to a particular size of data set, though this restric-

tive perception is probably the best. Accuracy in big data may lead to more confident decision

making. Better decisions can mean greater operational efficiency, cost reduction and reduced risk.
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Data analysis is the key to the future of financial institutions. Our environment will move from

traditional to rational though the path might be emotional. Data analysis allows for looking at

a particular situation from different angles. Besides, the possibilities are limitless as long as the

underlying data is of good quality. Indeed, data analysis may lead to the detection of correla-

tions, trends, etc. and can be used in multiple areas and industries. Dealing with large data sets

is not necessarily easy. Most of the time it is quite complicated as many questions arise related

to data completeness, the size of the data sets and reliability of the technological infrastructure.

The work requires parallel computing as well as multiple servers. To summarize, what is con-

sidered Big Data embraces the capabilities, the users objectives, the tools deployed and the

methodologies implemented. It evolves quickly because what is considered Big Data one year

becomes business as usual the next. Depending on the organization, the infrastructure to put

in place will not be the same as the needs are not identical from one entity to another. Finally,

in Big Data management there is no "one-size-fits-all", and any piece of information is a risk data.

This paper points out the necessary legal environment for Big data using models and data flows.

Thus, the paper is organized as follows: in the next section we specify the legal and regulatory

environment necessary to develop, which will open some research routes. In Sections three and

four, we present the machine learning techniques we use. In Section five, we present a credit

data application and discuss our results. A last section concludes and discuss the possibility to

regulate such a topic and even more importantly the possibility to supervise it. We also address

the cultural change required from both sides, i.e. the necessity of financial institutions and the

regulators to adopt a better quantitative culture.

2 Legal Environment

As implied in the previous section, Big Data is a buzzword used frequently in private and public

sectors, the press, and online media. Large amounts of money are being invested to make com-

panies Big Data users. Governmental institutions are eager to experiment Big Data applications

in the fields of crime prevention, intelligence, fraud, among others. Though the exact nature
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and delineation of Big Data is still unclear, it seems likely that Big Data will have an enormous

impact on our daily lives.

Though these impacts expected to be quite positive, there are naturally inherent risks to Big

Data applications because it might result in discrimination, privacy violations, and model risk.

Therefore an adequate framework is necessary to ensure that the beneficial uses of Big Data are

promoted and facilitated, while the negative effects are mitigated. Van der Sloot and Van Schen-

del (2016) provides building blocks for developing such a framework by giving an overview of the

experience in the use and regulation of Big Data in multiple countries. Though there analysis

is mainly focused on the use of Big Data by governments, most findings are applicable to banks

and financial institutions.

Their analysis shows that the dangers of Big Data may materialize in two areas: (i) a possible

violation of the right to privacy or to data protection and (ii) the danger of discrimination

and stigmatization: "Regarding the first point, it appears from underlying research that most

countries are well aware of the risks to the privacy of citizens. With regard to the risk of

discrimination and stigmatization, this appears to be true to a lesser extent" for governments.

We believe that in financial institutions this might become a real issue (as shown with an example

developed in Section 5). According to their analysis, it appears that, in most countries, the

current regulations in the area of privacy and data protection are applied to Big Data processes:

Germany with the distinctive personality right, the United States without an umbrella law for

the regulation of privacy, but with sectoral legislation, and most other countries with relatively

similar rules concerning privacy and data protection. Current legislation is generally applicable

to Big Data, but it is necessary to formulate new rules regarding models and analytics. Now,

we will focus on the technologies and show through an example the necessity of considering the

regulatory learning framework.

3 Machine Learning Prerequisites: The Data

A point needs to be made absolutely clear before any further presentation. None of the method-

ologies presented in the following sections can be used if they are not fed by appropriate inputs.
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Therefore, we will start this chapter defining data. Then we will discuss pre-processing these

inputs.

Data is a set of qualitative and quantitative pieces of information. Data is engendered and ob-

tained by both observation and measurement. It is collected, reported, analyzed, and visualized.

Data as a general concept refers to the fact that some existing information is represented in

some form suitable for processing. Raw data, or unprocessed data, is a collection of numbers

and characters; data processing commonly occurs by stages, and the "processed data" from one

stage may be considered the "raw data" of the next one. Field data is raw data that is collected

in an uncontrolled environment. Experimental data is data that is generated within the context

of a scientific investigation by observation and recording, this is data generated during analy-

sis. It is particularly important to understand, particularly for scenario analysis, that the data

used to support the process are not usually numeric values. Indeed, these are usually pieces of

information gathered to support a story line, such as an article, media, incidents experienced by

financial institutions and expert perceptions.

Data is any facts, numbers, or text that can be processed. Nowadays, organisations are gathering

and accumulating vast and growing amounts of data in various formats and databases. We can

split the data into three categories:

• operational or transactional data: sales, cost, inventory, payroll, and accounting

• non operational data: industry sales, forecast data, and macro economic data

• meta data - data about the data itself, such as logical database design or data dictionary

definitions

Recent regulatory documents, for instance the Risk Data Aggregation (Palace (1996)), aim at

ensuring the quality of the data used for regulatory purposes. However, one can argue that any

piece of data could be used for regulatory purposes. In the long term, this piece of regulation

should lead in the long term to better risk management. Indeed, Palace (1996) requires that the

information banks used in decision-making process capture all risks accurately as well as timely.

This piece of regulation sets out principles of effective and efficient risk management by pushing

banks to adopt the right systems and develop the right capabilities instead of ticking regulatory
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boxes to be compliant at a certain date.

Before being in a position to use this information, it has to be pre-processed, i.e. made usable

by models. For that we can rely on data mining strategies (Hastie et al. (2009)). The purpose

of data mining is to extract information from data sets and transform it into understandable

structure given the ultimate use of the data. The automatic or semi-automatic analysis of large

quantities of data allows to detect interesting patterns such as clusters (Everitt et al. (2011)),

anomalies, and dependencies. Outcomes of the analysis can then be seen as the essence or the

quintessence of the original input data, and may be used for further analysis in machine learning,

predictive analytics and more traditional modelling. Until now, data mining was mainly used by

companies with a strong consumer focus, in other words: retail, financial, communication, and

marketing organizations (Palace (1996)). We recall some of the major elements of data mining.

They are:

• Data capture: data is collected from various sources and gathered in a data base.

• Data pre-processing, i.e. before proper mining:

– Data selection: Given the ultimate objective, particular data needs to be selected as

these will be used for further analysis.

– Data cleansing and anomaly detection: Collected data may contain errors, may be

incomplete, inconsistent, outdated, erroneous, etc. These issues need to be identified,

investigated and dealt with.

– Data transformation: Following the previous stage, the data is not ready for min-

ing, it requires transformations such as kernel smoothing, aggregation, normalisation,

interpolation etc.

• Data processing is only possible once the data has been cleansed and fit for purpose. This

step combines:

– Outlier detection: finding an observation point that is distant from other observations.

– Relationship analysis: gathering data with similar characteristics, classification and

analysing interactions.
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– Pattern Recognition: regression analysis, time series analysis, distributions etc.

– Summarization and knowledge presentation: This step deals with visualization, as one

should beware that key aspects are not lost in the middle of the process.

• Decision making process integration: this step uses the knowledge obtained from the pre-

vious manipulations.

• The analysis. This is the ultimate objective of data mining.

Once the preliminary work has been achieved, it is time to analyse and process data. This will

be addressedin the next section.

4 Machine Learning and Artificial Intelligence

Once the data has been correctly formatted for specific objectives, it can be used for prediction,

forecasting, evaluation, in other words, for modelling. Now, we will describe some of the tools

that can be used. We will use them in the example provided in the next Section by analysing

the capability of a company to reimburse a loan.

Machine learning deals with the study of pattern recognition and computational learning theory

in artificial intelligence. Machine learning aims at building algorithms that can learn from data

and make predictions from them. This means it operates dynamically, adapting itself to changes

in the data, not only relying on statistics, but also on mathematical optimization. Automation

is a keyword for all this technology. The objective being to make machines mimic the cognitive

processes exhibited in the human brain.

Machine learning tasks are usually classified into four categories (Russell and Norvig (2009))

depending on inputs and the objective. These are:

• Supervised learning (Mohri et al. (2012)): the goal is to infer a general rule from example

data mapped to the desired output. The example data is usually called training data. This

consists in couples of input object and desired output, or supervisory signal. Once the

algorithm analyses the training data and infers the function, it can be used to map new

examples, and generalize its use to previously unknown situations. Optimization algorithms
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should perfectly react to new instances providing unbiased and accurate outcomes, e.g. a

methodology with outcomes that are accurate once they can be compared with the real

occurrences.

• Unsupervised learning: in this case no training data is given to the learning algorithm,

consequently it will have to find patterns using the inputs. Unsupervised learning can ac-

tually be used to find hidden structures and patterns embedded within the data. Therefore,

unsupervised learning aims at finding hidden patterns from unlabelled data (Hastie et al.

(2009)). In the case of unsupervised learning, it is not possible to evaluate the quality of

the solution as we have no benchmark to go off of.

• Semi-supervised learning: when the initial training information (i.e. data and/ or targets)

is incomplete, an intermediate strategy is used.

• Reinforcement learning (Sutton and Barto (1998)): it is a program that interacts and

evolves within a dynamic environment in which it is supposed to achieve a specific task.

However, once again there is no training data and no benchmark. This approach aims at

learning how to map situations to actions, so as to optimise a numerical function, i.e. the

output. The algorithm has to discover which actions lead to the best reward signal by

trying them. These strategies capture situations where actions may affect all subsequent

steps with or without any delay. This might be of interest.

The machine learning goal is to make accurate prediction relying on the generalization of patterns

originally detected and refined by experience. In the following, we briefly present the models

(which are part of the machine learning approach) implemented in the credit risk application.

That will be further referenced in the next section.

• Logistic Regression: this is a regression model where the dependent variable is categori-

cal. In this paper we consider the case of a binary dependent variable. Cases where the

dependent variable has more than two outcome categories may be analysed in multinomial

logistic regression, or, if the multiple categories are ordered, in ordinal logistic regression.

• Least absolute shrinkage and selection operator or lasso: this is a regression analysis method

performing both variable selection and regularisation to improve the prediction accuracy

and the interpretability of the statistical model created. Originally formulated for least
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squares models, the Lasso led to a better approximation of the behaviour of the estima-

tor (including its relationship to ridge regression) and a much better selection of subsets.

As well, the Lasso approach provides valuable information on the connections between

coefficient estimates and so-called soft thresholding. As for standard linear regressions,

if covariates are colinear, the coefficient estimates do not need to be unique (Tibshirani

(1996)).

• Decision tree learning and Random Forest (deVille (2006)): this is used to predict the

values of a target variable based on several inputs, which are graphically represented by

nodes. Each edge of a node leads to children representing each of the possible values of that

variable. Each leaf represents a realisation of the target variable given the input variables

represented by the path from the root to the leaf. A decision tree may be implemented for

classification purposes or for regression purposes, respectively to identify to which class the

input belongs or to evaluate a real outcome (prices, etc.). Some example of decision tree

strategies are Bagging decision trees (Breiman (1996)), Random Forest classifier, Boosted

Trees (Hastie et al. (2009)) and Rotation forest.

• Artificial neural networks: these are learning algorithms that are inspired by the struc-

ture and functional aspects of biological neural networks. Modern neural networks are

non-linear statistical data modelling tools. They are usually used to model complex rela-

tionships between inputs and outputs, to find patterns in data, and to capture the statistical

structure in an unknown joint probability distribution between observed variables. Artifi-

cial neural networks are generally presented as systems of interconnected "neurons" which

exchange messages between each other. The connections have numeric weights that can

be tuned based on experience making them adaptive to inputs and capable of learning.

Neural networks might be used for function approximation, regression analysis, time series,

classification, including pattern recognition, filtering, clustering, among others.

• Support vector machines (Cortes and Vapnik (1995), Ben-Hur et al. (2001)): these are

supervised learning models in which algorithms analyse data and recognize patterns. They

are usually used for classification and regression analysis. Given a set of training data - each

of them associated to one of two categories - the algorithm assigns new examples to one

of each two categories based on fully labelled input data. The parameterization is quite
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complicated to interpret. This strategy can also be extended to more than two classes,

though the algorithm is more complex. Interesting extensions are (i) the support vector

clustering which can be used as an unsupervised version, (ii) the transductive support

vector machines which is a semi-supervised version, or (iii) the structured support vector

machine.

These approaches have all been implemented in the following credit application and we summarise

the outcomes obtained for each approach.

5 Credit Scoring Application

The objective of this Section is to illustrate the differences of the selected models (introduced

previously) in the context of Big Data comparing the resulting Gini index of each model. The

exercise has been performed at time t, and the results are nothing more than snapshots. They

are not a predictive picture for the future. The discussions will refer to the choice of the models,

the choice of the indicator to determine what could be the best model, and the question of the

dynamics: how to introduce them in order to provide a figure of the future risks.

343 factors representing the credit repayment capability (for instance the turnover, the gross

margin, the result, the number of employees, the industry turnover, etc.) of a set of 12 544

companies (SME) over the year 2016 have been considered for evaluation on their probability to

default. We did this using the 6 models presented in the previous section: a logistic regression,

a Lasso approach, a random forest (simple or considering gradient boosting), a neural Network

approach and Support Vector Machine strategy (SVM). In order to rank the models with respect

to companies credit worthiness, the Gini index (Gini (1936)) and the ROC curve (Hanley and

McNeil (1982)) are being used. A last classification is provided through a Box Plot representation.

One of the stakes when working with Big Data is dimension reduction. Thus, to obtain a score

associated to each company the most pertinent factors (or variables) characterising default risk

have been selected. So, even if the exercise proposed here does not address all the questions and

does not systemically perform the optimal search of these factors. In our approach the outcome

of the most advanced machine learning models has been benchmarked with the most traditional
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approach used within financial institutions, i.e. logistic regression. In parallel of the presentation

of the outcomes, we describe in the following how the models of interest have been implemented.

1. The first model implemented is a logistic regression. To apply the logistic regression, the

dependent variable is the defaults/non-default for the companies and we consider a set of

343 variables (the factors which can explain the behaviour of these companies). We retain

23 factors. These 23 variables have been selected following the elimination of the corre-

lated variables and the variables not properly collected at a time. As discussed previously,

the logistic regression will capture interaction between a dependent variable and various

independent variables.

For each company we compute the Gini index and we associate to it the ROC curve that

we represent on Figure 1. The regression model is adjusted considering 80% of the data

(60% for the fitting and 20% for the cross validation) and then 20% of this data is used

for test purposes. A ROC curve is then used to evaluate the quality of the model. Recall

that the Gini index is equal to 2 ∗ AUC − 1 where AUC correspond to the "Area under

the curve". Then just to check the quality of the model initially created we successively

and randomly removed some variables. It is interesting to note that the AUC value kept

increasing, so in our case less information led to a better adjustment. The curves represent

for each cut-off points how many "good" are approved over "total good" and how many

"bad" are approved over the "total bad". Therefore the perfect model is the one that has

a perfect cut-off (100% good, and 0% bad approved) so the ROC is 1.

In Figure 1 we observe that the better ROC Curve is provided for AUC= 0.7626, because

it corresponds to the best trade-off between the "good/total good" and "bad/total bad".

It is interesting to note that the performance obtained in that last case has been obtained

only with 17 variables. Thus, it is not the number of variables which is predominant but

the relevance of the variables for the objective we have.

2. In order to be close to the reality of the possible defaults of the companies, we want to

analyse in more detail the impact of the factors and then we choose to consider a Lasso ap-
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Figure 1: Results obtained implementing the logistic regression. We observe on this figures

that for every time a variable is removed the Gini index increases. Note that the bottom right

hand graph represents a logistic regression performed on the 343 variables simultaneously, and

therefore without any variable selection. The curves represent for cut-off how many "good" are

approved over "total good" and how many "bad" are approved over the "total bad". Therefore

the perfect model is the one that has a perfect cut-off (100% good, and 0% bad approved) so the

ROC is 1.

proach which consists in a penalisation function to avoid overfitting. This one penalisation

function requires the fitting of an additional parameter usually referred to as lambda4.

The adjustment for that parameter is presented in figure 2. Each coloured line represents

the value taken by a different coefficient in your model. Lambda is the weight given to the

regularization term (the L1 norm), so as lambda is getting close to zero, the loss function

of the model approaches the OLS loss function. Consequently, when lambda is very small,

the LASSO solution should be very close to the OLS solution, and all of the coefficients

are in the model. As lambda grows, the regularization term has a greater effect and we see

fewer variables in the model.

On Figure 3, we provide the ROC curve associated to the Gini index when we apply the

Lasso regression to the best previous case, corresponding to AUC = 07626. Comparing
4Zou and Hastie (2005) elastic net strategy has been implemented considering a second quadratic penalisation

function.
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the two curves we observe that the percentages of the "good/total good" companies versus

"bad/total bad" companies increases. Indeed, the curve increases quickly toward 1 being

close to zero5.
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Figure 2: This figure represents the impact of the regularization on the coefficient and therefore

the most appropriate λ parameter.

3. The third model created is a random forest. We used all the data available as random

forests are supposed to capture linear and non linear dependencies. In our case, to evaluate

the probability of default of customers, the model functions as a successive segmentation

program. Each variable is split in two and then reinjected in a subsequent layer if their is

some valuable information remaining. A random forest can be represented as the combi-

nation of a binary decision tree and a bootstrap strategy. Figures 4 and 5 provide us with

an illustration of the random forest obtained considering the data used. In Figure 5, we

have used a different process to optimize the random forest with less iterations, minimizing

the error at each step, thus it appears more informative than what is represented in Figure
5in R, the function runs glmnet nfolds+1 times; the first to get the lambda sequence, and then the remainder

to compute the fit with each of the folds omitted. The error is accumulated, and the average error and standard

deviation over the folds is computed. Note that cv.glmnet does NOT search for values for alpha. A specific value

should be supplied, else alpha=1 is assumed by default. If users would like to cross-validate alpha as well, they

should call cv.glmnet with a pre-computed vector foldid, and then use this same fold vector in separate calls to

cv.glmnet with different values of alpha. Note also that the results of cv.glmnet are random, since the folds are

selected at random. Users can reduce this randomness by running cv.glmnet many times, and averaging the error

curves.
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Figure 3: Results obtained implementing the Lasso approach. The curves represent for cut-off

how many "good" are approved over "total good" and how many "bad" are approved over the

"total bad". Therefore the perfect model is the one that has a perfect cut-off (100% goods, and

0% bads approved) so the ROC is 1.

4. Once again, we observe that it is not always when we use more variables that the best

adjustment is obtained.
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Figure 4: Tree obtained implementing a Random forest considering a first set of variables.

4. The next model is a random forest approach usually referred to a boosting approach. The

difference lies in the way the error associated to each leaf is computed and minimized at

each step of the process. In our analysis three error functions are compared: the Breiman’s

function, α = frac12ln
(
(1−err)

err

)
, the Freund’s function α = ln

(
(1−err)

err

)
and the Zhu

- SAMME algorithm implemented with α = ln
(
(1−err)

err

)
+ ln(nclasses − 1), where α is
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Figure 5: Tree obtained implementing a Random forest considering a second set of variables
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Figure 6: Results obtained implementing the Random Forest approach. The curves represent

for cut-off how many "good" are approved over "total good" and how many "bad" are approved

over the "total bad". Therefore the perfect model is the one that has a perfect cut-off (100%

good, and 0% bad approved) so the ROC is 1.

the weight updating coefficient. For this approach, in Figure 7 we provide the ROC curve

which still represents the impact of a choice of a learning function over another on the level

of false positive versus true positive. This impact is non negligible and could lead financial

institutions to a higher level of default. Indeed, we observe that we have increased the level

of the ROC curve.

5. A Support Vector Machine approach has been implemented. Recall that the SVM is used

here for regression purposes as it allows scoring customers evaluating their probability of
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Figure 7: Results obtained implementing the Boosting approach how many "good" are approved

over "total good" and how many "bad" are approved over the "total bad". Therefore the perfect

model is the one that has a perfect cut-off (100% good, and 0% bad approved) so the ROC is 1.

ROC Curve: Boosting models
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Figure 8: This figure allow comparing boosting approaches. The methodology is similar to the

random forest. The difference is that it works to reduce the error at each step of the process.

We compare three error functions: Breiman’s function, Freund’s function and Zhu’ SAMME

algorithm is implemented with α = ln
(
(1−err)

err

)
+ ln(nclasses− 1)

default considering different factors. It provides a classification of the companies which is

a little different approach than the previous approaches. Here the factors selected are once

again different from those used in the previous models. Indeed, the probability model for

classification fits a logistic distribution using maximum likelihood to the decision values of

all binary classifiers, and computes the a-posteriori class probabilities for the multi-class

problem using quadratic optimization. The probabilistic regression model assumes (zero-
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mean) Laplace-distributed errors for the predictions, and estimates the scale parameter

using maximum likelihood. Here, Figure 10 represents the two area representing potential

default and non-default.

AUC = 0.57560.00
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Figure 9: Results obtained implementing the Support Vector Machine approach how many

"good" are approved over "total good" and how many "bad" are approved over the "total

bad". Therefore the perfect model is the one that has a perfect cut-off (100% good, and 0%

bad approved) so the ROC is 1.
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Figure 10: This figure illustrates the SVM methodology, which in our case provides us with the

worst adjustment results.

6. Finally we have implemented a neural network. This one takes the same data set as for

the SVM, and consider the same activation function as the logistic regression though in

that case the way the factors are combined within the hidden layer is different. Indeed, the
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weights associated to the factors considered in the learning is different, therefore it natu-

rally results in a different set of outcomes. The ROC associated to the Neural Network

approach is given in Figure 11.

AUC = 0.69060.00
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Figure 11: Results obtained implementing a Neural Network approach showing how many "good"

are approved over "total good" and how many "bad" are approved over the "total bad". Therefore

the perfect model is the one that has a perfect cut-off (100% good, and 0% bad approved) so the

ROC is 1.

7. Finally, we provide in Figure 12 a way to compare the 6 different modellings computing the

variance of the Gini index and its level of randomness, except for the logistic regression.

On this figure we observe that on average, the Random Forest offers a better explanatory

power relying on a larger number of variable, however, the improvement offered by the

random forest compared to the logistic regression is not very large. Indeed, the logistic

regression relies on a subset of the pool of variables used for the Random Forest. However,

if we draw a parallel between this figure and the first one presented in that section, we may

conclude that these results are only valid considering the current data set. Indeed, the first

figure tells us that considering the set of data approved months ago does not provide the

best adjustment as randomly removing some variables leads to better Gini indexes, while

using the full set of 343 variables leads to an improvement as soon as a random forest is

selected. This statement leads us to the conclusion that if the data sets and the types

of variables change (for example using unstructured data), the order of the models may

change again.
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ROC curve: Model comparison
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Figure 12: This figure allows comparing the quality of the models adjusted in terms of Gini

drawing the ROC curves of each model parallel to each other.

●

●
●

Logistic Regression Lasso Random Forest Boosting Support Vector Machine Neural Network

0.
55

0.
60

0.
65

0.
70

0.
75

0.
80

0.
85

Figure 13: This figure allows comparing the quality of the models adjusted in terms of Gini. The

boxes provides a measure of the volatility of the gini.

Considering the results presented in the previous section, it is interesting to note that though all

the models could be used to achieve the same tasks, the way to perform the computations are not

identical and do not philosophically imply the same thing. Indeed, though for the logistic regres-

sion, the data has been selected such that no correlations are present, the other models do not

necessarily require that. The random forest strategies have the capability to capture non-linear

dependencies, while neural networks are entirely based on building and capturing relationships

between variables.

Furthermore, these results have been obtained on a static data set; therefore the evolution of the
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data set may lead to a different ranking of the models. Indeed, here though random forests seems

in average better than the others, this is not necessarily the same if the data set were to evolve.

Besides, we do not know yet how the integration of other data sources (such as integration of

social medias) would impact this ranking, however, considering the nature of the models, we are

inclined to think that neural networks or random forests would be more appropriate than the

others.

Finally, it is interesting to note that Figure 13 has been obtained considering a single sample

based on 80% of the original data, and we observed that if another subsample of 80% of the

original data were to be used, the Gini index of the logistic regression may decrease by up to

17%, while for other approaches, the results would still be contained in the confidence intervals of

the box plots. This observation may greatly impact the original ranking disclosed in this paper.

We have also observed that the selection of the activation function, the algorithms embedded

within the machine learning approaches presented, and the index used to evaluate the quality of

the models may lead to different results too. Therefore, this point should be carefully handled.

6 Conclusion

While the regulation and the legislation related to big data is still embryonic, the implementation

of machine learning models has to be done carefully as the dynamic philosophy implied cannot

yet properly be handled by the current static regulation and internal governance.

As we have shown in Section 5, the choice of the models is not naive, nor was the choice of the

indicator we chose to have as an answer to our objective. This exercise points to a number of

questions that will be the purpose of companion papers. If it appears necessary to compare dif-

ferent models to a given data set, this exercise would be even more relevant considering a larger

data set and considering data coming from alternative sources. Indeed, with a larger number of

data points, naturally containing more information, more dependence, some non linearity and

specific features like trends, seasonalities and so on, should lead to more relevant outcomes, as

well as potentially controversial questions. The choice of the indicator to retain the "best " model

is also very difficult when we base our modelling on machine learning: it is important to know
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exactly what are the underlying processes for automation to understand the specific features we

retain, the question of the number of iterations is also important to get a form of convergence,

and what convergence. This point is also important to discuss.

Concerning the existence of specific features, we cannot analyse strong dependence if all the

models are based on linear regression. The question also is to exactly know the error we measure

with this kind of modelling, are we close to a type 1 or a type 2 error? The application we provide

gives a picture at time t of the capability of companies to obtain a loan or not based on their

creditworthiness, therefore an important question is how to integrate new pieces of information

in these procedures.

Finally, this thoughtful process leads to questions concerning regulators. There is a strong

possibility of risk materialisation depending on the chosen models; the attitude of the regulator -

historically when dealing with the risk topic - is to be conservative or close to a form of uniformity.

This posture seems complicated with Big Data as the emergence of continuous flows mechanically

prevents imposing the same model to all institutions. Dynamics need to be introduced, and it is

not simple. We point out the fact that, even if all the models used are very well known in the

non-parametric statistics, these dynamics need to be clearly understood for the use they provide.

Furthermore, target specifications and indicators need to be put in place in order to avoid large

approximations and bad results.
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