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Abstract

I study the measurement of scientists’ influence using bibliographic data.

The main result is an axiomatic characterization of the family of citation-

counting indices, a broad class of influence measures which includes the

renowned h-index. The result highlights several limitations of these indices:

they are not suitable to compare scientists across different fields, and they

cannot account for indirect influence. I explore how these limitations can be

overcome by using richer bibliographic information. (JEL: C43, D85)

Keywords: intellectual influence, citation indices, comparability across

fields

∗I would like to thank Francis Bloch, Denis Bouyssou, Ernesto Dal Bó, Thierry Marchant,

Rafael Treibich and Ludo Waltman for useful comments on this project, as well as seminar

participants at the University of Paris 1 Panthéon-Sorbonne and conference participants at

Network Science and Economics and Social Choice and Welfare.
†CNRS, Paris School of Economics and École Normale Supérieure-PSL.
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1 Introduction

Bibliographic data are increasingly used to evaluate research activities (Hicks et al.,

2015; Hamermesh, 2018). In the case of individual scientists, citation indices such

as the h-index (Hirsch, 2005) or the Euclidean index (Perry and Reny, 2016) are

often employed to summarize a scholar’s research portfolio in a single number.

While many alternative citation indices have been developed, their key common

characteristic is their parsimonious informational basis. Most of these metrics are

citation-counting indices : they can be computed from the ordered list of citation

counts of all papers by a given author. Relatedly, this list of citation counts is

prominently displayed on an author’s page on Google Scholar, a major institution

of modern science routinely used to assess the influence of scientists.

This article aims to uncover the assumptions underlying the reduction of a

scholar’s bibliographic information to her list of citation counts. Is this informa-

tional basis adequate to measure the influence of scientists, and which limitations

does it suffer from? To address these questions, I undertake an axiomatic analysis

of influence measures in a rich framework that encompasses information on authors,

their papers and their citation links. The main result is a characterization of the

class of citation-counting indices by a set of independent properties. By laying

down the theoretical foundations for this class of indices, the result helps to frame

the discussion about their benefits and limitations, and to explore alternative

measures using richer bibliographic data.

The analysis underscores that the substantive restrictions implied by citation-

counting indices essentially boil down to two independent axioms. First, Citation

Anonymity asserts that a scholar’s influence should not depend on the specific

identities of the papers citing her own papers. This informational constraint

prevents indirect influence to be accounted for. This is a severe restriction as

indirect influence plays a major role in scientific research due to its cumulative

nature (Scotchmer, 1991). For instance, accounting for indirect influence has proved

instrumental in identifying influential papers by Nobel Prize-winning physicists

(Klosik and Bornholdt, 2014).

Second, Author Anonymity precludes a scholar’s influence to depend on the

authorship of papers written by other scholars. I argue that this axiom is the main

culprit behind the recognized inability of citation-counting indices to compare

scholars across different scientific fields. To show that, I formalize a property of

Field Comparability – a central yet often implicit desiderata in the bibliometric

literature (see below) – which requires the average influence of scientists to be
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equal in two independent fields. Alas, this property is essentially incompatible with

Author Anonymity. This implies that citation-counting indices are inadequate to

compare scholars across fields. Finally, I characterize a class of field-comparable

indices and explain how simple indices within this class can be constructed.

After discussing the relevant literature in Section 1.1, the model is introduced in

Section 2. The characterization of citation-counting indices is shown and discussed

in Section 3. Section 4 focuses on the ability of influence measures to compare

scientists across fields. I wrap up with a series of concluding remarks in Section 5.

1.1 Related literature

The present article contributes to the literature on the measurement of influence in

science – spurred by the advent of extensive bibliographic databases in the 1960s

and 1970s. While initial works addressed the measurement of the influence of

academic journals (Garfield, 1972; Pinski and Narin, 1976), a more recent literature

focuses on measuring the influence of scientists, following the introduction of the

h-index by Hirsch (2005). Much of this literature is devoted to the development

and analysis of various citation-counting indices, proposed as alternatives to the

h-index. The axiomatic method has been used to characterize some of these indices,

such as the h-index (Woeginger, 2008b; Marchant, 2009), the g-index (Woeginger,

2008a), the Euclidean index (Perry and Reny, 2016), the χ-index (Levene et al.,

2019), the class of step-based indices (Chambers and Miller, 2014) and the class of

measure-based indices (De La Vega and Volij, 2018).1 In all these works, each index

(or class of indices) is axiomatized within the class of citation-counting indices.

The present article thus complements this axiomatic literature by providing a

characterization of the very framework in which they are set. In turn, by combining

this characterization to that of any index in that literature, one obtains a new

characterization of this index, in a richer framework.

A notable exception to the previously mentioned literature is Bouyssou and

Marchant (2016), who characterize the fractional citation count2 within the broader

class of influence measures for authors defined on bibliographic databases. While

the present analysis operates in a similar framework, it diverges by characterizing

the entire class of citation-counting indices – encompassing most indices used in

1See also Bouyssou and Marchant (2014) for a series of characterizations of various citation-
counting indices. A distinct approach to evaluate citation indices is to explore how they align
with labor market outcomes, see for instance Ellison (2013) for the case of economics.

2The fractional citation count is very close to be a citation-counting index, in a sense that is
made clear in Section 3: it satisfies all the axioms that characterize citation-counting indices but
the Splitting axiom.
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practice – rather than focusing on a particular index.

Several studies emphasize the importance of accounting for indirect influence.

Palacios-Huerta and Volij (2004) propose the invariant method – an influence mea-

sure for journals where citations carry more weight if they stem from endogenously

influential journals. Recursive methods akin to the PageRank algorithm (Brin and

Page, 1998) have also been suggested to measure scientists’ influence (Radicchi

et al., 2009; West et al., 2013). However, such measures are biased as they only

account for indirect influence at the author level rather than at the paper level

(Wang et al., 2016). I discuss in Section 5 how to construct a measure accounting

for indirect influence that does not suffer from this bias.

As common influence measures vary significantly across fields, a pervasive theme

of the bibliometric literature is the idea of field-normalization (Ioannidis et al.,

2016; Waltman and van Eck, 2019). For instance, Radicchi et al. (2008) argue that

appropriately normalizing citations across diverse scientific fields yields a universal

distribution of normalized citations per paper. Building on this work, Perry and

Reny (2016) introduce the homogeneity property for citation-counting indices,

ensuring that re-scaling citations across fields preserves the relative ranking of

scientists within a given field. Overall, field-normalization emerges as a consensual

recommendation from the bibliometric community (Hicks et al., 2015). With regard

to this literature, the present article seeks to clarify the notion of comparability

across fields and to assess when and why citation indices may be comparable (see

Section 4 for a detailed discussion).

2 Model

Authors and papers. The set of authors is denoted by A, and the number of

authors is A. Each author a ∈ A has written a set of papers Pa, containing Pa

papers. The set of all papers is denoted by P = ∪a∈APa. The collection of the sets

of papers written by each author is denoted by PA = (Pa)a∈A.

Citations and references. Papers in P are related through a directed network

n : P × P → {0, 1}, where n(p, q) = 1 means that q cites p, a relation which we

will often interpret as an influence of p on q. For a given paper q ∈ P, the set of

references is Rq = {p ∈ P , n(p, q) = 1}, and its number of references is Rq. For a

given paper p ∈ P , the set of citations is Cp = {q ∈ P , n(p, q) = 1}, and its number

of citations is Cp.

Bibliographic databases. A database is a collection d = (A,PA, n). For the

clarity of the exposition, I focus in this article on the set of databases D such that
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each paper is single-authored, there is no self-citation, and each author cites at

least one other author. Formally:

D =

d = (A,PA, n) ,

∀a, b ∈ A, a 6= b, Pa ∩ Pb = ∅
∀a ∈ A,∀p, q ∈ Pa, n(p, q) = 0

∀a ∈ A,∃q ∈ Pa,∃p ∈ P\Pa, n(p, q) = 1

 .

These assumptions are discussed in Section 5.

Influence measures. An influence measure (or index) for authors f assigns to

any database d = (A,PA, n) ∈ D a vector of scores f(d) = (fa(d))a∈A ∈ (R+)A.

The number fa(d) is the influence of author a in the database d, as measured by

the index f .3

Neutral measures. A measure f is neutral if the allocation of influence to authors

is independent of their names and of the names of the papers. Formally, neutrality

requires that for any bijection of authors π : A → A′, for any bijection of papers

σ : P → P ′, if d = (A,PA, n), if d′ = (A′,P ′A, n′) with P ′A =
(
σ(Pπ−1(a))

)
a∈A′

and n′ (σ(p), σ(q)) = n(p, q) for all p, q ∈ P, then fπ(a)(d
′) = fa(d) for all a ∈ A.

Neutrality is a natural requirement that will be satisfied by all measures considered

in the article.

Example 1: the Euclidean index. This index, introduced by Perry and Reny

(2016), is defined by:

fa(d) =

∑
p∈Pa

(∑
q∈P

n(p, q)

)2
1/2

=

[∑
p∈Pa

(Cp)
2

]1/2
.

This index belongs to the class of citation-counting indices (see below) as the

influence of an author a only depends on the list of her citation counts (Cp)p∈Pa .

As this index is homogeneous (of degree 1), it is not comparable across fields. To

see this point, consider a database split into two distinct fields with the same

number of authors. Assume that for every author in the second field, there is a

corresponding author in the first field with twice as many citations for each paper.

The average index in the first field will then be twice as high as in the second

field, while Field Comparability requires these averages to be equal (see discussion

on Section 4). Furthermore, the Euclidean index neglects indirect influence, as it

3Note that we consider here a cardinal measure for the simplicity of exposition. A characteri-
zation result similar to Theorem 1 can be obtained for an ordinal measure (assigning an ordering
on A to each database d), by adapting each axiom to the ordinal setting (proof available upon
request).
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exclusively relies on direct citations.

Example 2: a comparable measure (intellectual debt):

fa(d) =
∑
p∈Pa

∑
b∈A

1

Pb

∑
q∈Pb

1

Rq

n(p, q).

The measure can be interpreted as follows: (i) each author holds one unit of

intellectual debt to the broader scientific community, (ii) this debt is then evenly

distributed among her papers, and within each paper, it is split equally among its

references, (iii) the score of an author coincides with the total credit she owns in

the scientific community.

Observe that this index is comparable across fields. Indeed, it satisfies the

following accounting equation: ∑
a∈A

fa(d) = A. (1)

Essentially, the cumulative score in the database, by its very definition, represents

the total intellectual debt, which equates to the number of authors.4 Therefore,

if the database is divided in two disjoint fields, the average influence will be the

same in the two fields. As the Euclidean index, this measure is a simple index that

only depends on direct citations (see Section 5 for an extension of the measure

accounting for indirect influence).

Example 3: a comprehensive measure:

fa(d) =
∑
p∈Pa

∑
q∈P

∑
r∈P

n(p, q)n(q, r).

As the Euclidean index, this measure is a simple index that is not comparable

across fields. However, the index accounts for some indirect influence, as fa(d)

represents the cumulative citations garnered by papers citing a’s papers.

3 Citations-counting indices

Following the introduction of the h-index by Hirsch (2005), numerous other indices

that “count citations” have been proposed. The popularity of these measures

likely stems from their parsimonious use of information: an author is identified

4Formally:
∑
a∈A

fa(d) =
∑
p∈P

∑
b∈A

1

Pb

∑
q∈Pb

1

Rq
n(p, q) =

∑
b∈A

1

Pb

∑
q∈Pb

∑
p∈P

1

Rq
n(p, q)

 = A.
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with the collection of the citation counts of each of her papers. This collection

can be viewed as a multiset on N, i.e. a function ma[d] : N → N, defined by

∀k ∈ N, ma[d](k) = #{p ∈ Pa, Cp = k}. The number ma[d](k) represents the

number of papers written by a that have received exactly k citations in the database

d. The set of all multisets on N is denoted by M.

Citation-counting indices. An influence measure f is a citation-counting index

if there exists a function F :M→ R such that: ∀d ∈ D, fa(d) = F (ma[d]) .

Citation-counting indices include the h-index, the Euclidean index, and all

other indices mentioned in Section 1.1, with the exception of the fractional citation

count.

3.1 Axioms

This section introduces five axioms on influence measures. For the first axiom, we

consider two databases d, d′ ∈ D that do not overlap, i.e. such that A∩A′ = ∅ and

P∩P ′ = ∅. In that case, we note d′′ = d⊕d′ the union of the two disjoint databases,

defined by d′′ = (A′′,P ′′A′′ , n′′), where A′′ = A ∪A′, P ′′A = ((Pa)a∈A, (P ′a)a∈A′) and

n′′ = n1P×P + n′1P ′×P ′ .
5 The axiom requires that the addition of an unrelated

database leaves the score of any author unchanged.

Separability. For any two disjoint databases d, d′ ∈ D, we have:

∀a ∈ A, fa(d⊕ d′) = fa(d).

The following property requires that the references of an author do not affect

her score. Note that, while this property is desirable for a fixed database, it also

prevents an author from increasing her score by manipulating her references.6

Reference Independence. For any author a ∈ A, we have:

∀q ∈ Pa,∀p ∈ P\Pa, n(p, q) = 0 ⇒ fa(d
′ = (A,PA, n+ 1{(p,q)})) = fa(d).

The next axiom states that splitting an uncited paper into two papers with disjoint

reference lists should leave the score of any author unaffected. This property limits

the possibility of normalizing the source of citations.

Splitting. Let b ∈ A and q ∈ Pb such that Cq = 0. If P ′b = Pb ∪ {q′}, with

q′ /∈ P , and n′ is such that R′q ∪R′q′ = Rq, R′q ∩R′q′ = ∅ and ∀r 6= q,R′r = Rr and

5Note that with this definition, d′′ ∈ D. Note also that we use the notation 1P0×P1 to denote
the network n such that n(p, q) = 1 if and only if (p, q) ∈ P0 × P1.

6In the context of the measurement of influence for journals, Kóczy and Strobel (2009) observe
that the invariant method is vulnerable to precisely this type of manipulation.
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∀a 6= b,P ′a = Pa, then:

∀a ∈ A, fa(d
′ = (A,P ′A, n′)) = fa(d).

The following axiom requires the score of an author to be independent of the

specific identity of its citations. As we shall discuss in Section 3.2, this property

prevents the measure from capturing indirect influence at the level of each paper.

Citation Anonymity. For any permutation σ : P → P such that ∀a ∈
A, σ(Pa) = Pa, if ∀p, q ∈ P , n′(p, q) = n(p, σ(q)), then:

∀a ∈ A, fa(d
′ = (A,PA, n′)) = fa(d).

The last axiom of this section requires the score of an author a to be independent

of the authorship of papers not written by a. As we shall discuss in Section 4, this

property essentially prevents the measure to be comparable across fields.

Author Anonymity. For any two databases d = (A,PA, n) and d′ = (A,P ′A, n)

in D such that P = P ′, for any a such that Pa = P ′a, we have:

fa (d′ = (A,P ′A, n)) = fa(d).

3.2 Result and discussion

The main result of this section is the following characterization of citation-counting

indices.

Theorem 1. A neutral influence measure f satisfies Separability, Reference Inde-

pendence, Splitting, Citation Anonymity and Author Anonymity if and only if f is

a citation-counting index. Moreover, the 5 axioms are independent.

Theorem 1 clarifies the assumptions underlying the use of citation-counting

indices, such as the h-index or the Euclidean index, to measure the influence of

authors in a database. On the one hand, such an index satisfies two properties

that seem particularly appealing. Separability means that an author’s score does

not depend on bibliographic information on a field distinct from the author’s

field. Reference Independence implies that an author’s references do not contribute

to the assessment of her own influence. On the other hand, citation-counting

indices combine three other independent properties that might be too restrictive

for measuring the influence of scientists.

The first restrictive assumption, and perhaps the more benign one, is Splitting.

Because splitting an uncited paper does not alter any author’s index, this property
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suggests that papers with more references will be relatively more important when

attributing credit to authors. For instance, a paper with 50 references would

be equivalent to 10 papers with 5 references each. This contradicts the idea of

source-normalization (Waltman and van Eck, 2019), according to which each source

of citations must account for the same level of influence. As an example, Splitting

is violated by the fractional citation count (Bouyssou and Marchant, 2016).7

The second restrictive axiom is Citation Anonymity. When it holds, indirect

influence between papers cannot be taken into account by the index. Consider

for instance a paper p, cited by a paper q, which is itself cited by a paper r. By

Citation Anonymity, one can permute the papers citing p without altering the

index. It follows that the statement “p is indirectly cited by r” is not a meaningful

statement for the computation of the index. This limitation is important, as it

implies that a citation from an uncited paper holds the same weight as one from a

paper with 100 citations.

Note that, in all rigor, Citation Anonymity still permits to account for some

indirect influence, at the author level. Indeed, the permutation of papers used

to define the axiom respects the partition of papers into authors, and therefore

preserves the global flow of citations between authors. This allows to use network-

based methods akin to the PageRank algorithm to measure the influence of authors

recursively (Radicchi et al., 2009; West et al., 2013). However, these procedures

inevitably lead to biases in the assessment of indirect influence. Consider for

instance an author a, with two papers, one that is uncited and one that is highly

cited. If author b gets a citation from a, she will gain a lot of influence in a recursive

index (since a is a highly cited author), even if she is cited by the uncited paper.

Assessing indirect influence at the author level therefore seems too crude if one

has access to the citation network between papers (Wang et al., 2016).

The last restrictive property is Author Anonymity. It requires that the au-

thorship of papers not written by a does not affect the influence of a. As an

illustration, a paper with 100 citations will be judged equally influential whether

these citations all come from the same author or from 100 different authors. This

seems disputable from a normative perspective, and also raises the issue of the

possibility of manipulating the measure.8 But more importantly, this single axiom

prevents the influence measure to be comparable across fields, as discussed in the

7Fractional citation count: fa(d) =
∑
p∈Pa

∑
q∈P

1

Rq
n(p, q).

8Here, I refer to a potential manipulation by an author who could add papers at no (or a very
small) cost. The remark implicitly assumes that papers are easier to manipulate (to counterfeit)
than authors.
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next section.

4 Comparisons of authors across fields

Common citation indices are known to produce significant differences across fields,

because of their varying sizes and of their different traditions in terms of publications

and citations. As a result, there seems to be a consensus that citations should

be normalized by field, so as to allow for meaningful comparisons across fields

(Ioannidis et al., 2016; Waltman and van Eck, 2019). For instance, Perry and

Reny (2016) propose to divide the number of citations of a paper by the average

number of citations per paper in the paper’s field, before computing the Euclidean

index.9 In this section, I argue that field-normalization leads to serious conceptual

difficulties. I thus propose a weaker notion of Field Comparability. I show that

this property is incompatible with Author Anonymity, and is therefore violated by

any citation-counting index, under mild conditions. I conclude the section by a

characterization of field-comparable indices.

There are at least three important issues raised by the procedure of field-

normalization. First, field-normalization creates biases between interrelated fields.

Indeed, even if most citations are issued within fields, there are important flows of

citations across fields, and these flows need not be balanced. For instance, Angrist

et al. (2020) report substantial and unbalanced flows of citations in recent decades

across fields in the social sciences.10 In such circumstances, field-normalization

underweighs the influence of influential fields, and overweighs the influence of fields

“under influence”.

Second, field-normalization is sensitive to the level of aggregation retained

to perform the normalization. Consider two authors who have the same list of

citations counts. Suppose that the first is an economic theorist, while the second

is a graph theorist. As papers are more cited in economics than in mathematics,

it seems that the second author should be considered more influential, if one

adheres to the field-normalization paradigm. At the same time, if one observes

that papers are more cited in graph theory than in economic theory, one must also

9It has also been suggested to normalize a given index by field (Kaur et al., 2013). Perry and
Reny (2016) provide a discussion of the relative merits of the two approaches. See Waltman and
van Eck (2019) for a comprehensive survey of this literature.

10In Figure 2 of Angrist et al. (2020), one observes that, in 2010, less than 3% of citations from
economics journals are given to political science journals, while almost 15% of citations from
political science journals are given to economics journals. Note that, in this figure, citations from
a given journal are weighted by the importance of the journal within the journal’s field.
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conclude that the first author is more influential than the second one. It follows

that field-normalization is an ambiguous notion, that crucially depends on the level

at which the normalization is performed (Zitt et al., 2005).

A third issue relates to the difficulty of reaching a consensual field classification

system (Waltman and van Eck, 2019). Different methodologies, whether algorithmic

or expert-driven, can lead to distinct field classification outcomes. The arbitrariness

of the retained classification system is most acute when a scholar lies at the

intersection of two fields, say, one with a high citation rate and one with a low

citation rate. The measured influence of such scholar is then highly dependent of

the field assigned to her by the classification system.

I have argued here that, while the objective of field-normalization is consen-

sual, the procedure of field-normalization raises three important issues that limit

the relevance of its outcomes. To distinguish between the two, I now formalize

a minimal requirement (on influence measures) that captures the objective of

field-normalization, without imposing restrictions when the procedure of field-

normalization is problematic. The following axiom requires the average influence

to be equal for two different fields of science, only in the extreme case in which the

two fields are completely disjoint.11

Field Comparability. If d ∈ D is divided in two disjoint fields, i.e. there

is a partition A = A1 ∪ A2 such that for all (p, q) ∈ (∪a∈A1Pa) × (∪a∈A2Pa),
n(p, q) = n(q, p) = 0. Then:

1

A1

∑
a∈A1

fa(d) =
1

A2

∑
a∈A2

fa(d).

Note that an influence measure can satisfy the property, while still accounting for

global citation flows between fields. This addresses the first issue. Furthermore,

the definition of fields in this axiom is unambiguous, this addresses the second and

third issues.

In the sequel, I prove the incompatibility between this property and Author

Anonymity under mild conditions. We say that f is non-degenerate if there is

a database d and an author a such that fa(d) > 0, and that f is separable if it

satisfies Separability. The following axiom further requires that authors with no

citation have no influence.

11A similar idea was developed by Waltman et al. (2013), who observed that the SNIP index -
an impact indicator for journals - will have the same average for two disjoint fields of science,
under a couple of benign conditions. Relatedly, a slightly stronger property - insensitivity to field
differences - has been proposed for journals impact indicators in Waltman and van Eck (2010).
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Null Author.12 Let d ∈ D and a ∈ A. We have ∀p ∈ Pa, Cp = 0 ⇒ fa(d) = 0.

All common citation indices are non-degenerate, separable and satisfy this

property. We obtain the following impossibility result.

Proposition 1. There is no non-degenerate and separable influence measure

satisfying Null Author, Author Anonymity and Field Comparability.

As a corollary of Proposition 1 and Theorem 1, we obtain that citation-counting

indices cannot be field-comparable, unless they violate benign conditions. While

field-normalization can still be applied before or after index computation, we have

argued that this procedure is inherently arbitrary and potentially biased.

We conclude the section by a characterization of the class of (separable and

neutral) influence measures that are field-comparable.

Proposition 2. A neutral and separable influence measure f satisfies Field Com-

parability if and only if it satisfies the accounting equation (1) up to a multiplicative

constant.

Proposition 2 highlights that, for a reasonable measure to be field-comparable,

the total influence in any given field must be normalized, i.e. proportional to

its number of authors. This observation resonates with the source-normalization

paradigm in bibliometrics (Waltman and van Eck, 2019), which recommends

to normalize citations originating from the same source (at a micro level), for

instance weighing a citation by the number of references of the citing paper. Source-

normalization is often thought to improve comparability across fields: if for instance

two fields only differ by the number of references per paper, the procedure yields

comparable results across the two fields. Proposition 2 complements this literature

by highlighting that Field Comparability can in fact be universally achieved

(whatever differences across fields may exist), by requiring a macro condition – the

accounting equation (1) – on the influence measure. Finally, Example 2 illustrates

that this macro condition can be satisfied by imposing a micro condition: that the

total influence exerted on any given author is constant. This micro condition is

similar in spirit to source-normalization, but it takes place at the level of authors

rather than individual papers.

12The terminology follows the Null Player property from the theory of cooperative games
(Shapley, 1953).
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5 Concluding Remarks

This study delineates the assumptions made when using citation-counting indices

to measure scientists’ influence from bibliographic data. As these assumptions

are quite restrictive, I now discuss possible ways to leverage bibliographic data to

address these limitations.

Intellectual debt and indirect influence. We have seen above that the intel-

lectual debt measure from Example 2 satisfies Field Comparability. We explore

how to adapt the measure to account for indirect influence, while preserving Field

Comparability. The measure from Example 2 can be re-written as follows:

fa(d) =
∑
b 6=a

∑
p∈Pa

∑
q∈Pb

g(p, q)∑
p∈P\Pb

∑
q∈Pb

g(p, q)
, (2)

where for any p, q ∈ P, the influence of p on q is defined by g(p, q) = g1(p, q) :=
1
Rq
n(p, q). Let δ ∈ (0, 1) be a discount factor reflecting the relative importance

of indirect versus direct citations. Consider now the overall influence of p on q

defined by gδ(p, q) = (1− δ)
∑+∞

k=1 δ
k−1gk(p, q), where gk is defined inductively by

gk+1(p, q) =
∑

r∈P gk(p, r)g1(r, q). The measure gδ(p, q) aggregates the influence of

p and q inferred from both direct and indirect citations.13 By using g = gδ in (2),

we obtain an influence measure f δ which accounts for indirect influence, and also

satisfies Field Comparability, as the accounting equation (1) is preserved.14

Real databases. In order to ease the exposition of the paper, I introduced a

stylized setting with single-authored papers and no self-citations. I briefly discuss

these assumptions here.

In modern research, a growing number of papers are written by a group of

authors, rather than by a single author (Wuchty et al., 2007; Hamermesh, 2013). It

is therefore important to adapt influence measures to databases with this feature,

and this can be done flexibly. Suppose that for each paper p ∈ P, we have a

distribution of weights ωp = (ωap)a∈A, reflecting the various contributions of authors

in A to p, and such that
∑

a∈A ω
a
p = 1. For instance, for each co-author a of p, ωap

could be defined as the inverse of the number of co-authors, while ωbp = 0 for all

other authors b ∈ A (Radicchi et al., 2009).15 Then, the intellectual debt measure

13Klosik and Bornholdt (2014) similarly suggest to aggregate indirect influences order of
different orders through a discounted sum, for the measurement of the impact of a single paper.

14Note that fδ does not satisfy Reference Independence, but it can be easily adapted to do so.
For a detailed discussion of the construction of fδ, see a previous version of the paper (Macé,
2017), where each step of the construction was axiomatized.

15Note that alternative weights depending on the ordering of co-authors may be more appro-
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f can be adjusted by multiplying each term of the form g(p, q) with (p, q) ∈ Pa×Pb
by ωapω

b
q. This adjustment preserves the property of Field Comparability.

The model also neglected self-citations, which are pervasive in real bibliographic

databases. This issue can be dealt with easily by erasing any citation for which the

same author appears both in the cited and citing articles. Finally, I have assumed

that a database contains an accurate register of authors for each paper. In practice,

authorship could be difficult to retrieve for some articles. One way to deal with

this issue is to restrict the database to papers written by authors from a trusted

resister, such as ORCID, or RePEc in economics.

Going forward. The analysis has been confined to the measurement of the

influence at the level of individual scholars. This setting is empirically relevant

as bibliographic data are often used to compute individual measures, although

these data are arguably too sparse to actually reflect the quality of scientific

works. Influence measures are presumably more meaningful for larger entities

such as journals, departments, universities or geographic areas.16 The limitations

of citation-counting indices extend to these settings as well, and the alternative

measures discussed in the paper could be adapted for such endeavors.

Another promising avenue for further research concerns the vulnerability of

influence measures to potential manipulations by a scientist or a group of scientists.

Consider for instance a group of scientists that can manufacture papers and citations

between those papers at no (or very little) cost. Such a group could reach any

influence level under a citation-counting index, but its leverage would be more

limited under a field-comparable measure, such as the intellectual debt measure,

as its overall impact is bounded by the size of the group.

priate in the natural sciences. Yet another possibility would be to apply an endogenous sharing
rule, for which the relative share of a co-author on a paper depends on her overall influence in
the database (Flores-Szwagrzak and Treibich, 2020).

16See for instance Checchi et al. (2021). Yet, using such indicators for public policy remains
vulnerable to manipulation, see for instance Seeber et al. (2019).
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6 Appendix

6.1 Proof of Theorem 1

We show a first lemma, establishing that Author Anonymity extends to the case
where the number of authors change when we reallocate authors to papers.

Lemma 1. If a neutral and separable influence measure satisfies Author Anonymity,
then it satisfies Extended Author Anonymity: for any databases d = (A,PA, n) and
d′ = (A′,P ′A′ , n) in D such that a ∈ A ∩A′ and P = P ′, we have fa(d

′) = fa(d).

Proof. For #A = #A′, the result is a direct consequence of neutrality and Author
Anonymity. To prove the lemma, it is sufficient to prove that it holds for #A′ =
1 + #A (the lemma then follows by induction). By neutrality, we may even assume
that A ⊂ A′, so that we have A′ = A ∪ {u}, with u /∈ A. The strategy of the
proof consists in adding an auxiliary database daux to d, and in applying Author
Anonymity to d⊕ daux.

d = (A,PA, n) daux

v

u

w

(a) Database d⊕ daux

d′ = (A ∪ {u},P ′A′, n) d′aux

v

w

(b) Database d′ ⊕ d′aux

Figure 1: Databases in the proof of Lemma 1
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The auxiliary database daux is represented in Figure 1a. It contains three
authors u, v, w, and each author is represented by a rounded square. Each author
has a single paper, represented by a circle. Each citation is represented by an
arrow (we can read that u’s paper cites w’s paper and that v’s and w’s papers cite
each other). By Author Anonymity, we can reallocate authors to papers, while
keeping the set of authors, the set of papers and the network fixed. We obtain the
database represented in Figure 1b.

In the database d′aux, there are only two authors v and w, and v has written two
papers. As we have daux, d

′
aux ∈ D, we can write, using Separability and Author

Anonymity:
fa(d) = fa(d⊕ daux) = fa(d

′ ⊕ d′aux) = fa(d
′).

This concludes the proof of the lemma.

We now prove Theorem 1.

Proof. It is clear that any citation-counting index is neutral and satisfies the five
axioms. Conversely, let f be a neutral influence measure satisfying the five axioms.
Let d = (A,PA, n) be a database in D, and let a ∈ A. We will show that the
influence of a in d, fa(d), equals the influence of a in any database d′ = (A′,P ′A′ , n′)
such that:

• A′ = {a, b}

• P ′a = Pa and P ′b =
∑

p∈Pa
Cp (b has written a number of papers equal to the

total number of citations of a in d)

• ∀p ∈ Pa, C ′p = Cp (each of a’s papers keeps the same number of citations),
while ∀q ∈ P ′b, R′q = 1 (each of b’s papers has a unique reference)

• ∃(p, q) ∈ P ′b × P ′a, n′(p, q) = 1 (there is at least a citation from a to b).

Note that the last line is required to have d′ ∈ D. Since f satisfies Reference
Independence, the identities of the papers from a citing b, as well as these of the
papers cited by a, should not matter for the score of a. As f is neutral, the names
of the papers in P ′b should not matter for the score of a either. Therefore, all
databases of the form of d′ give the same score to a.

Let b ∈ A be an author citing a in the database d: there exists a paper pb ∈ Pb
with Rpb ∩ Pa 6= ∅. Let us first assume that pb is the sole paper from b, that is,
Pb = {pb}. The essential steps of the proof can indeed be presented under this
assumption, and we will argue later that they can be generalized. We also illustrate
the main steps of the proof on Figure 2.
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a b

u

v

(a) Step 1

a b

u

v

(b) Step 2

a b

u

v

(c) Step 3

a b

u

v

(d) Step 4

a

b

v

u

(e) Step 5

Figure 2: Steps for the proof of Theorem 1

Step 1. We add to d an auxiliary database with two authors, u and v, as
represented on Figure 2a. Formally, Aaux = {u, v} with Pauxu = {pu, p′u} and
Pauxv = {pv} and naux(p′u, pv) = naux(pv, p

′
u) = 1. We know by Separability that

this does not affect the score of a.
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Step 2. We modify the database to transfer the paper with no citations and
no references from u to b, as represented on Figure 2b. We now have P2

b = {pb, pu}
and P2

u = {p′u}, where use the notation Pmx (resp. Am and nm) for the set of
papers from author x in the joint database at step m. By Author Anonymity, this
does not affect the score of a.

Step 3. We modify the network so that all the citations from b now originate
from the paper pu (rather than from pb), as represented on Figure 2c. Formally,
n3(p, pb) = 0 and n3(p, pu) = n2(p, pb) for any p; and n3(p, q) = n2(p, q) whenever
q 6= pb, pu. By Citation Anonymity, this does not affect the score of a (since both
pb and pu belong to P2

b = P3
b ).

Step 4. We split the (uncited) paper pu from b into k + 1 papers, where
k is the number of references in pu to papers written by a. Each of the first k
papers cites one (and only one) paper from a, while the remaining paper keeps
all references to papers not written by a, as represented on Figure 2d. Formally,
k = #(R3

pu ∩P
3
a) and P4

b = {p(1), . . . , p(k), p(k+1), pb} with ∪ki=1R4
pi = R3

pu ∩P
3
a and

∀i = 1 . . . k, R4
pi = 1 and R4

pk+1 = R3
pu\P

3
a . Since the split paper pu had no citation,

we can apply Splitting, and we obtain that the score of a remains unaffected.
Step 5. We isolate the papers from b citing a, by having v absorbing the

two other papers written by b, namely p(k+1) and pb, as represented on Figure 2e.
Formally, P5

b = {p(1), . . . , p(k)} and P5
v = {p(k+1), pb, pv}. By Author Anonymity,

this does not affect the score of a.
We have assumed that there was initially a single paper from b citing a. Observe

now that the construction can be iterated if there are multiple papers from b citing
a. In the resulting database, there are as many papers from b as the initial number
of citations from b to a (each has one references), and there are no other citations
either from or to papers written by b.

If there are initially multiple authors citing a, we can iterate the construction,
and then merge all authors citing at least one of a’s papers to a single author (we
will call it b). By application of Extended Author Anonymity (which holds by
Lemma 1), this does not affect the score of a.

Finally, we can cut all references from a to authors different from b and add one
citation from (any paper of) a to (any paper of) b. By Reference Independence,
this does not affect the score of a.

To conclude, we have obtained a database whose papers can be partitioned in
three parts: the papers written by a, the papers citing a, all being written by the
same author b, and all the other papers. In this database, there is no citation from
either a or b to the remaining authors, nor from the remaining authors to either
a or b. Moreover both the sub-database containing papers from a and b, and the
remaining sub-database, belong to the set D, they thus form two disjoint fields.
By application of Separability, we obtain that the score of a is the same as in the
former sub-database, noted d′, which has all the properties listed at the beginning
of the proof.

To conclude, we obtained that if two databases are such that ma[d] = ma[d
′′],

there exists a database d′ (obtained from our construction) such that fa(d) =
fa(d

′) = fa(d
′′). Thus, f is a citation-counting index.
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Independence of the axioms. For each axiom, we propose a measure f that
satisfies all axioms but this one.

• Separability. The score of an author a equals the ratio between the number
of citations received by a and the total number of references of authors other
than a:

fa(d) =

∑
p∈Pa

Cp∑
p∈P\Pa

Rp

.

• Reference Independence. The score of each author equals her number of
references: fa(d) =

∑
p∈Pa

Rp.

• Splitting. The score of each author is her fractional citation count (see
footnote 7).

• Citation Anonymity. The score of an author a is the total number of citations
that papers citing a paper from a receive, and that are not issued by a:

fa(d) =
∑

q∈∪p∈PaCp

# (Cq ∩ (P\Pa)) .

• Author Anonymity. The score of a is the number of authors citing a:

fa(d) = #{b ∈ A, (∪q∈Pb
Rq) ∩ Pa 6= ∅}.

6.2 Proof of Proposition 1

Proof. Let f be a non-degenerate and separable influence measure satisfying Null
Author, Author Anonymity and Field Comparability. As f is non-degenerate, there
is d0 = (A0,P0

A0 , n0) and a0 ∈ A0 such that fa0(d
0) > 0. For any d = (A,PA, n)

such that A0 ∩ A = ∅ and P0 ∩ P = ∅, we obtain by Separability and Field
Comparability that:

1

A0

∑
a∈A0

fa(d
0) =

1

A0

∑
a∈A0

fa(d
0 ⊕ d) =

1

A

∑
a∈A

fa(d
0 ⊕ d) =

1

A

∑
a∈A

fa(d).

It follows that
∑

a∈A fa(d) > 0.
Consider now the database d ∈ D represented in Figure 3a, where we assume

that the names of authors and papers from d do not intersect with those from d0.
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a b

e

c z

y x

(a) Database d

a b

c

e

z

y x

(b) Database d′

Figure 3: Databases in the proof of Proposition 1

By Null Author, we must have fc(d) = fe(d) = fz(d) = 0. By Field Compara-
bility, we have:

fa(d) + fb(d)

4
=
fx(d) + fy(d)

3
.

Moreover, as
∑

a′∈A fa′(d) > 0, we must have fa(d) + fb(d) > fx(d) + fy(d) > 0.
Now, by Author Anonymity, the scores of a, b, x and y must be the same in the
database d′ represented in Figure 3b, obtained by having c taking a paper from e
and e taking a paper from z.

By Field Comparability, we must also have:

fa(d) + fb(d)

3
=
fx(d) + fy(d)

4
.

We thus obtain fa(d) + fb(d) < fx(d) + fy(d), hence a contradiction with the
previous inequality.
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6.3 Proof of Proposition 2

Proof. Let f be a neutral, separable and field-comparable influence measure. Let
d0 = (A0,P0

A0 , n0) ∈ D be a database and note λ = 1
A0

∑
a∈A′ fa(d

0). Let d be any
database in D. By neutrality, we may assume that the authors and papers of d do
not intersect those of d0. By Separability and Field Comparability, we obtain:

λ =
1

A0

∑
a∈A0

fa(d
0) =

1

A0

∑
a∈A0

fa(d
0 ⊕ d) =

1

A

∑
a∈A

fa(d
0 ⊕ d) =

1

A

∑
a∈A

fa(d).

We have shown that there exists λ ≥ 0 such that, for any d ∈ D,
∑

a∈A fa(d) = λA.
That is, the measure f satisfies equation (1) up to a multiplicative constant.
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