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‘There is no way that a book on game theory can be written if Bayesian rationality 

cannot be assumed’ (Binmore 1992, p.119) 

 

 

Most of modern game theory assumes that players are Bayes rational agents, maximising 

their expected utility given their beliefs about the strategies of others. Luce and Raiffa 

already suggested in the 1950s that in a (two-person non-zero-sum) non-cooperative 

game: 

 

One modus operandi for the decision maker is to generate an a priori probability 

distribution over the [set of pure strategies] of his adversary […] and to choose an 

act which is best against this a priori distribution (Luce and Raiffa, 1957, p.306) 

 

It is however only in the 1980s that the idea started to burgeon, with the emergence of a 

literature investigating the epistemic foundations of solution concepts (see Hillas and 

Kohlberg (2002) for a review) with, among many others, Bernheim (1984, 1986), Pearce 

(1984), Aumann (1987), Brandenburger and Dekel (1987b), Tan and Werlang (1988). 

These works attempted to build an alternative to classical game theory [henceforth CGT], 

which assumes that ‘rational’ players ought to play Nash strategies. CGT failed to offer 

a general theory of non-cooperative games because of (i) the problem of multiplicity of 

equilibria, and (ii) the lack of a convincing justification for equilibrium play. Rather than 

trying to solve games by identifying equilibrium profiles, an alternative was to consider 

the problem faced by the players, and to study the beliefs that the players may hold in a 

strategic context (see e.g. Bernheim 1984, pp.1007-1010). 

 The objective of epistemic game theory [henceforth EGT] is to make Bayesian 

decision theory the primitive of strategic behaviours, and to model explicitly the 

knowledge and beliefs of the players regarding each other’s rationality and choices:1 

 

 

1  Throughout the rest of this paper, I will use the terms ‘Bayesian’ and ‘epistemic’ game 

theory interchangeably. 
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Here is a general definition of the field today (for which I am grateful to Sergei 

Artemov): EGT makes epistemic states of players an input of a game and devises 

solution concepts that takes epistemics into account (Brandenburger, 2010, p.6, 

emphasis in original) 

 

Game theory is considered by many scholars, such as Harsanyi (1977, p.47), Myerson 

(1990, p.5), or Aumann, as a direct extension of individual decision theory. In an 

interview on epistemic logic, Aumann for instance said about a joint work with Drèze 

(Aumann and Drèze, 2008) on rational expectations in games: 

 

In this paper with Jacques what we’re really trying to promote is a revolution. We 

haven’t been too successful yet. We’re saying: Listen! Equilibrium is not the way 

to look at games. Nash equilibrium is king in game theory. Absolutely king. We 

say: No! Nash equilibrium is an interesting concept, it’s an important concept, but 

it’s not the most basic concept. The most basic concept should be: to maximise 

your utility given your information, in a game just like in any other situation. 

(Aumann 2010, p.29, emphasis in original) 

 

Giocoli (2009) argues that the boom of game theory in the late 1970s and 1980s, which 

contributed to the game-theoretic revolution of neoclassical economics – compared to its 

limited impact on economic theory in the 50s and 60s (Giocoli 2003) – precisely lies in 

the extension of non-cooperative game theory to games of incomplete information with 

the birth of Bayesian game theory.2 Harsanyi’s (1967-68) analysis of games of incomplete 

information thus played a key role in the success of game theory, by offering a general 

framework to study games where players have different information, which gave rise to 

the modern economics of information (Myerson 2004, p.18). 

 

2  According to Giocoli, this evolution results from the combination of Harsanyi’s influence 

on the development of the refinement literature, on models of imperfect competition (in 

particular as a reaction against the Chicago antitrust arguments in US Courts), and on 

mechanism design theory (see Schotter and Schwödiauer (1980) for a literature review of 

the period). 
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 The object of this paper is to highlight that there is actually little Bayesianism in 

Bayesian game theory, which remains essentially faithful to the tradition of CGT. This is 

because Bayesian game theory intends to study the strategic interactions of rational 

players when their rationality is common belief. I will argue that the research program in 

EGT is a program in interactive epistemology (i.e. in applied mathematics rather than 

economics), that focuses on the definition of systems of beliefs consistent with the 

assumption of common belief in rationality [henceforth CBR]. The players’ prior beliefs 

– the central element of the model – are however a mere mathematical artefact designed 

by the modeller, and not an actual belief held by the players. This ambiguity can be traced 

back to Harsanyi’s type-based approach, which constitutes the core of his 1967-68 paper: 

the types of the players are indeed a way to encode the infinite hierarchies of beliefs of 

the players, and to analyse incomplete information games with the standard tools of CGT. 

Furthermore, there is no explanation about how (even highly rational) players could form 

such consistent beliefs, and how they could discriminate between different consistent 

beliefs. This means that EGT faces the exact same problems that it was supposed to solve 

in CGT, namely (i) to provide a rationale for equilibrium play, and (ii) to offer a theory 

of equilibrium selection. 

The idea of CBR seems to be implicit in Harsanyi (1967-68), and is a central point 

of the 1982 discussion between Harsanyi and Kadane and Larkey in Management 

Science. It then constituted the starting point of Bernheim and Pearce’s works on 

rationalisability, and of the subsequent literature in epistemic game theory. The tight 

connection between CBR and equilibrium behaviour – established by Brandenburger and 

Dekel (1987b) and Aumann (1987), but whose intuition was already given by Luce and 

Raiffa (1957, p.306) – is however problematic, since it reduces Bayesianism to a 

tautological representation of strategic behaviours with ad hoc priors. This raises a serious 

issue for the proponents of EGT: contrary to Brandenburger’s definition, the prior beliefs 

are outputs of the reasoning process of the players (they indeed represent the equilibrium 

that will be implemented), and cannot therefore be used as inputs of this very same 

reasoning process. This difficulty results from the ambiguous status of ‘prior beliefs’ in 

Bayesian game theory, which can either be given a substantive, ‘economic’, content (e.g. 
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there is an actual prior stage from which the players can update their beliefs) or be 

considered as a purely formal device (Gul 1998). 

 

The rest of the paper is organised as follows. Section 1 presents the early 

developments of Bayesian game theory with Harsanyi’s initial work on games of 

incomplete information, and its progressive extension to the case of strategic uncertainty. 

Section 2 then presents the 1982 debate in Management Science between Kadane and 

Larkey on the one hand and Harsanyi on the other hand about the proper object of game 

theory, and especially the role of normative game theory. Section 3 discusses the 

emergence of modern Bayesian game theory in the 1980s and the equivalence between 

CBR and equilibrium play. Section 4 then highlights the interpretational difficulties of 

EGT, and the incoherence between the narrative of the theory and its formal structure. 

Section 5 concludes by discussing the possibility (and probably the necessity) of 

developing game theoretic models without assuming CBR. 

 

1. Early Bayesian game theory 

 

Games with incomplete information correspond to strategic interactions in which some 

or all of the players lack information about the game structure, such as the payoff function 

or the set of strategies of the other players3 (or even their own payoff function or set of 

strategies). The study of such games has been problematic for many years, because it 

requires introducing the beliefs of the players about each relevant aspect of the game, 

with the risk of developing intractable models. Luce and Adams (1956), in their analysis 

of bargaining games with misperceived payoff functions, for instance confess that they 

‘do not have the slightest idea how one should deal with such a profusion of [beliefs about 

the utility of other players]’, and ‘are led to search for a condition which will collapse 

them into a single one’ (p.168). An additional difficulty is that we should model the 

 

3  Games of imperfect information, on the other hand, correspond to games of complete 

information in which players are unaware of the actions chosen by others, for instance in 

sequential games. 
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beliefs of the players about each other’s beliefs. This problem was explicitly raised by 

Harsanyi (1962) in the context of bargaining games with unknown payoff functions: 

 

In bargaining, and more generally in all non-trivial game situations, the behavior 

of a rational individual will depend on what he expects the other party will do. 

Party 1will ask for the best terms he expects party 2 to accept. But party 1 will 

know that the terms party 2 will accept in turn depend on what terms party 2 

expects party 1 to accept. Thus, party 1’s behavior will depend on what may be 

called his second-order expectations, i.e., on party 1’s expectations concerning 

party 2’s expectations about party 1’s behavior. These again will depend on party 

1’s third-order expectations, i.e., on his expectations concerning party 2’s second-

order expectations, etc. (Harsanyi 1962, p.29, emphasis in original) 

 

Harsanyi offered a solution to deal with such infinite regresses in his three-part paper on 

‘Games with Incomplete Information Played by “Bayesian” Players’ (1967-68). Consider 

a player j in a game where the sets of available strategies are known, but not the payoff 

functions.4 We define a vector 𝑎𝑗 = {𝑎𝑗𝑘}𝑘∈𝑁, with 𝑎𝑗𝑘 the information that player j has 

about any relevant parameter of player k payoff function. The vector 𝑎𝑗 thus represents 

everything that player j knows that could affect the payoff function of any of the n players. 

We also define another variable 𝑏𝑗 that denotes all the information that player j has that 

could affect her beliefs about what the others know. 5 The vector 𝑐𝑗 = {𝑎𝑗 , 𝑏𝑗} denotes all 

 

4  Harsanyi argues in Part I that an uncertainty about the set of strategies can be reduced to a 

strategy about the payoff function. If a strategy xi is not available to player i, then it is as if 

i always receives an extremely low payoff when she chooses this strategy (we therefore 

know that i will never choose this strategy if it were available). 

5 Note that we assume that all the relevant parameters of the model can be summarised in a 

single variable, without explicitly defining those parameters. Mertens and Zamir (1985) will 

give a precise mathematical definition of this idea. They offer in particular a proof of the 

existence of a space of infinite hierarchies of beliefs. 
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the private information that player j has about the game, and is called player j’s type.6 We 

can notice that a type 𝑐𝑗 specifies a belief about the other’s payoff function, but also about 

other higher-order beliefs, and hence specifies a belief about the other players’ types. 

Harsanyi’s idea is therefore to specify a number of types for each player, and to specify 

for each type a payoff function and a probabilistic belief about the others’ types. With 

this approach, we can derive from each type the infinite belief hierarchy it induces, and 

thus study incomplete information games without explicitly writing the infinite beliefs 

hierarchies of the players. 

 Harsanyi’s type-based approach enabled the development of a large literature 

investigating (repeated) games of incomplete information in the 1970s (e.g. Mertens and 

Zamir 1971; Zamir 1971; Mertens 1971; Harsanyi and Selten 1972; Ponssard and Zamir 

1973; Kohlberg and Zamir 1974; Ponssard 1975a,b; Kohlberg 1975a,b; Sorin 1979). It is 

however worth noticing that those works – just as Harsanyi’s 1967-68 paper – are not 

‘Bayesian’ in the sense of modern Bayesian game theory, since the uncertainty is only 

about players’ payoffs or set of strategies, and never about the choices themselves. 

Harsanyi indeed developed a solution concept for Bayesian games (Part II of the 1967-

68 paper), which is formally equivalent to the Nash equilibrium of an auxiliary game of 

complete information. Contrary to the objective of EGT to challenge the classical 

approach of studying solution concepts, and to treat explicitly the players’ ability to 

reason about the other players (Perea 2012, p.2), Harsanyi did not explain why it is 

rational for his ‘Bayesian’ players to play a Bayesian equilibrium. The explanation is 

essentially the same than in CGT, i.e. rational players ought to play a Nash equilibrium. 

 

 Harsanyi (1975) extended his framework to allow for an uncertainty over the 

strategy choices of the other players: he defined how players should adapt their beliefs, 

until they reach an equilibrium point of the game (see Skyrms 1990, for a detailed 

description of this process). The question of where the priors come from was then treated 

 

6  Harsanyi originally used the terms ‘information vector’, ‘attribute vector’ and ‘type’. 

Following Aumann and Maschler’s (1967, 1968 [reprinted in Aumann and Maschler 1995]) 

suggestion, Harsanyi and later authors eventually adopted the term ‘type’ (see Myerson, 

2004, p.1820). 
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with Selten in their General Theory of Equilibrium Selection in Games (1988). Harsanyi 

recognised that the 

 

resolution of this problem will be a very essential part of our whole theory of 

solutions for n-person noncooperative games, because in general, the tracing 

procedure to be described will select different equilibrium points s* as solutions 

for any given game Γ, depending on the n-tuple p of prior probability distributions 

used as a starting point (Harsanyi 1975, p.63) 

 

Priors in Harsanyi’s model are thus built such that the outcome of the tracing procedure 

(i.e. the revisions of players’ priors) is a solution of the game. The ‘Bayesian’ dimension 

of the theory is therefore largely artificial, since what makes a strategy rational is not that 

it maximises one’s subjective expected utility, but that it belongs to an equilibrium profile. 

This is indeed precisely the argument Harsanyi and Selten use againt a ‘naive Bayesian 

approach’ to game theory, according to which each player should simply choose the 

strategy that maximises her expected payoff, given her beliefs about the choice of others: 

 

Unfortunately this simple theory will not work because this best reply 

combination q0 will generally not be an equilibrium point of the game, and 

therefore it cannot be the outcome chosen by a rational outcome-selection theory 

(Harsanyi and Selten 1988, p.140) 

 

According to Harsanyi and Selten, subjective expected utility theory (henceforth ‘SEUT’) 

is a rational decision theory only if the resulting choice is an equilibrium of the game. 

The Bayesian dimension of the game is therefore trivialised: a major critique against CGT 

is indeed that there is no explanation of why a player should play an equilibrium strategy. 

Harsanyi and Selten give an explanation, but leave unsolved the complementary issue of 

why a player’s prior should correspond to the equilibrium profile. Early Bayesian game 

theory (directly derived from Harsanyi’s initial work on games of incomplete 

information) seems therefore fundamentally classical. The main inquiry of the 

theoretician is to find solutions of the game, and then to rationalise them a posteriori by 

assuming that ‘rational’ priors should correspond to the equilibrium. 
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2. Kadane and Larkey’s critique 

 

Kadane and Larkey (1982a, 1983; henceforth ‘KL’) are among the first authors to openly 

argue for a subjective view of probability in game theory. They suggest that Harsanyi’s 

approach adopts a necessitarian rather than subjectivist view of probability (1982a, 

p.115), and are sceptical with the project of treating solution concepts as the basis of prior 

beliefs in non-zero-sum games7 (1982a, p.116). KL address themselves to game theorists 

as ‘individuals interested in the development of useful prescriptive and predictive theories 

of individual and collective decision-making behavior’ (Kadane and Larkey 1982a, 

pp.114-115). They are ‘perplexed by the emphases in game theoretic researches’ and ‘do 

not understand the search for solution concepts that do not depend on the beliefs of each 

player about the others’ likely actions’ (p.115). They emphasise that no principle of 

rationality mandates a Bayes rational player to assume that the other players are rational: 

it is therefore not necessarily rational for her to play an equilibrium strategy (such as a 

minimax strategy in a zero-sum game (pp.115-116)). They therefore argue that – rather 

than focusing on solution concepts – game theorists should ‘look to other disciplines such 

as cognitive psychology for predictive theories of decisional behavior’ (p.118) and give 

an empirical justification to the priors held by the players. 

 Harsanyi (1982a) vigorously criticises KL position, on the ground that they 

missed the whole point of game theory. The central question is indeed 

 

how [the probability distribution over the strategy combinations available to the 

other players] is to be chosen by a rational player who expects the other players 

to act rationally, and also expects these other players to entertain similar 

expectations about him and about each other (Harsanyi 1982a, p.121, emphasis in 

original) 

 

7 Spohn (1982) raises a similar point, and argues that Harsanyi’s idea of ‘Bayesian’ game theory 

is ‘still more game theoretic than decision theoretic in spirit and hence criticisable on similar 

grounds as the standard accounts’ (Spohn 1982, p.240). 
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Even though the idea is only implicit, Harsanyi seems to have in mind a condition of 

common belief in rationality: all the players are rational, they all believe that the others 

are rational, they all believe that they all believe that the others are rational, and so on.8 

KL approach would on the other hand ‘trivialise game theory by depriving it of its most 

interesting problem’ (p.121) and only offer ‘the highly uninformative statement that […] 

each player should try to maximize his expected payoffs in terms of his subjective 

probabilities’ (p.122). 

A central point of their disagreement is the role of normative game theory in a theory of 

games: KL agree that such a theory would be useful if we have good reasons to believe 

that the other players are rational. However: 

 

in deciding on the best strategy against an actually or potentially irrational 

opponent or opponents, normative game theory can provide only indirect help. 

Rather, what we need is an empirically supported psychological theory making at 

least probabilistic predictions about the strategies people are likely to use, … 

given the nature of the game and their own psychological makeup. If we had such 

a theory, deciding on their best strategy against such an opponent … would … 

involve … a solution of a simple maximization … problem (Kadane and Larkey 

1982b, p.124, quoting Harsanyi 1982a, p.122) 

 

Harsanyi recognises that ‘normative game theory and psychological – explanatory and 

predictive – theories of actual game-playing behavior are very different intellectual 

enterprises, using very different methodologies as a matter of logical necessity’ (Harsanyi 

 

8 The condition stated in this extract only implies a 2nd-order belief in rationality (we all 

believe that we all believe that we are rational). Harsanyi seems however to interpret the 

condition of mutually expected rationality as common belief in rationality: this is clearly the 

case in his defence of the rationality postulates of game theory (Harsanyi 1961, p.180), 

where he argues that the postulates of ‘utility-maximisation’ and ‘mutually expected 

rationality’ implies the iterated elimination of dominated strategies (which however requires 

CBR). 
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1982a, p.122, emphasis in original). This is why KL, in their reply to Harsanyi’s 

comment, suggest that ‘our differences with Professor Harsanyi are not as profound as 

might appear’ (Kadane and Larkey 1982b, p.124). Harsanyi however resists 

reconciliation, and suggests that normative game theory is not only useful for prescribing 

choices against rational agents, but also offers a benchmark for actual behaviours. This 

point is central in Harsanyi’s (1977) defence of rational choice models: 

 

the heuristic importance of rational behavior theories is based on the fact that in 

most cases we cannot really understand and explain a person's behavior […] 

unless we can interpret it either as rational behavior in this particular situation or 

as an understandable deviation from rational behavior. For example, we may be 

able to interpret it as an understandable mistake, as an understandable emotional 

reaction, or as an understandable intentionally suboptimal response (Harsanyi 

1977, p.18) 

 

The disagreement between Harsanyi and KL is about the empirical validity of normative 

game theory. Even if players do not behave as prescribed by CGT, the question is whether 

their behaviour can be analysed as a psychological ‘deviation’ from a latent rational 

‘benchmark’ – in which case normative game theory could offer the basis of a descriptive 

theory of games. It is worth noting that Harsanyi’s interpretation of rational choice has 

been quite pervasive in economics, and constitutes nowadays the mainstream approach 

to new behavioural economics (Sent 2004). An economic agent is represented as an ‘inner 

rational agent […] trapped inside a psychological shell’ (Infante et al. 2016, p.1), and its 

psychology is being treated as a set of forces that interferes with its latent rationality. 

However, the latent rationality of the inner agent is not given any psychological 

foundations (Sugden 2015), which jeopardises the project of using rational choice as a 

benchmark for an empirically relevant theory of games. In the absence of a 

psychologically valid interpretation of this model, KL are right in questioning the 

usefulness of normative game theory for practical purposes. They later argue (Kadane 

and Larkey 1983) that the absence of a clear validation method for game-theoretic results 

contributes to a general confusion about the purposes of game theory. Harsanyi’s 

empirical defence of normative game theory would for instance require testing 
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experimentally the theory, but he merely advances a pragmatic argument, i.e. the theory 

‘does the job’ (Harsanyi 1982a, p.121, emphasis in original). This is because the research 

standards in game theory are those of mathematics research (Kadane and Larkey 1983, 

p.1377), i.e. game theorists are looking for new and logically correct results, without 

bothering about possible applications. 

 

 Harsanyi’s main argument against KL is thus that game theory is interested in the 

behaviours of ‘highly rational opponents’. This may however not be the initial intention 

of Von Neumann and Morgenstern. Harsanyi indeed suggests that ‘Von Neumann’s 

[maximin] argument is restricted to the case where the two players expect each other to 

act rationally’ (p.122, emphasis in original), while Giocoli (2003) argues that Von 

Neumann and Morgenstern objective was: 

 

to write down the “handbook for the good player”, rather than to analyse reality 

under the assumption that the players knew and abided by the handbook’s rules 

(Giocoli 2003, p.211) 

 

This is the reason why: 

 

what is looked for in the TGEB is a characterization of rationality capable of 

giving the player the full control over the outcome of the strategic situation. 

Hence, to be rational, that is, to “play well”, in vN/M’s sense means precisely to 

exploit the payoff structure of the game to devise a strategy that allows the player 

to get the maximum among the returns that can be obtained independently of the 

rival's behavior (Giocoli 2003, p.265, emphasis in original) 

 

If Giocoli’s interpretation is right, then – although Von Neumann and Morgenstern would 

have disagreed with the definition of subjective beliefs over strategy choices – it might 

be Harsanyi rather than KL who misinterprets the contribution of game theory for 

economics: game theory should indeed be a prescriptive theory without any reference to 

the other’s rationality. KL (1983, p. 1377) seems indeed to look for the kind of ‘handbook 

for the good player’ that Von Neumann and Morgenstern intended to write. 
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3. Rational priors and common belief in rationality 

If game theory ought to describe the choices of players who hold ‘rational’ beliefs, game 

theorists should study how players could form such rational beliefs. Harsanyi’s 

suggestion seems unsatisfactory, since the priors must be defined from the equilibrium: 

this means that the beliefs that the players are supposed to use when maximising their 

expected utility (i.e. the inputs of their deliberation) precisely correspond to the strategy 

profile they will implement (i.e. the output of their deliberation). Such players are 

therefore Bayesian in a tautological way, and deliberation is vacuous (see Levi 1998, 

p.180 for a similar argument). 

As mentioned above, a central condition for determining rational beliefs is that 

players mutually expect each other to be rational. Believing in each other’s rationality 

indeed implies that I cannot believe that you could play a non-rational action. But if I also 

believe that you believe that I cannot play a non-rational action, I should also revise my 

beliefs about your beliefs about my actions, and thus revise what would be a rational 

action with those new beliefs. Luce and Raiffa already described the kind of belief 

revision that would result from CBR: 

 

To determine such a subjective a priori distribution, the decision maker might 

imagine a series of simple hypothetical side bets whose payoffs depend upon the 

strategy his adversary employs. This is easier said than done, however, since the 

decision maker cannot ignore the possibility that his adversary will attempt to 

hypothecate such a procedure for him and will adjust his choice of strategy 

accordingly. […] one can argue that the decision maker should keep on modifying 

the a priori distribution until this alleged indirect feedback no longer produces 

any change – until there exists an equilibrium in the decision’s maker mind. (Luce 

and Raiffa, 1957, p.306) 

 

The first mathematical analysis of the concept of common knowledge can be found in 

Friedell (1969), but it is usually Lewis (1969) who is credited by game theorists for 

formulating the concept of common knowledge. While they do not quote each other’s 
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work, they also both offer a possible explanation of the emergence of common knowledge 

(common ‘opinion’ for Friedell) based on a form of simulation routine9 (Friedell 1969, 

31; Lewis 1969, figure 26). In the folk history of game theory, Aumann is nonetheless 

credited as the first author to formalise rigorously the concept of common knowledge.10 

Aumann (1974) initially developed the notion of correlated equilibrium as a 

generalisation of mixed Nash equilibrium, in which randomisations need not be 

independent (both players can for instance randomise their strategies based on the same 

coin toss). He suggested the possibility that players hold subjective beliefs, i.e. that they 

should not necessarily hold the same beliefs about the probability of occurrence of the 

public event. Aumann then started to investigate under which conditions players could 

maintain different priors, although they should be led to update their priors once they 

know that the other has different beliefs (see Aumann’s (2005, pp.697-698) interview by 

Hart). The agreement theorem (Aumann 1976) states that, if two individuals have 

common priors, and that their posteriors about an event are common knowledge (we both 

know what probability we assign to the event, we both know that we know it, etc.), then 

those beliefs must be the same: they cannot agree to disagree.11 

 The agreement theorem pioneered the field of interactive epistemology (see 

Battigalli and Bonanno (1999) and Brandenburger (2007) for reviews), defined by 

Aumann as follows: 

 

9 ‘Simulation’ refers to a specific theory of mindreading, according to which the individual forms 

her beliefs about the other’s actions by imagining what she would do if she were in the 

others’ shoes. See Guala (2016, pp.89-101) and Larrouy and Lecouteux (2017) for a game-

theoretic analysis of simulation thinking. 

10 See Vanderschraaf and Sillari (2014) for a history of the concept and a review of the different 

formalisations. 

11  The basic intuition of the theorem is the following. If we share a common prior and receive 

some private information, then our posteriors may differ if the information was different. 

However, if we both know our ‘initial’ posteriors, then we must revise them to take into 

account the fact that the other seems to have received an information that led her to revise 

her beliefs in a different way. The theorem states that this process of belief revision will 

necessarily lead the players to hold the same posterior belief. 
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Formal Interactive Epistemology deals with the logic of knowledge and belief 

when there is more than one agent or “player”. One is interested not only in each 

person’s knowledge about substantive matters, bus also in his knowledge about 

the others’ knowledge (Aumann, 1999, p.263) 

 

An important contribution of the 1976 paper was the semantic definition of common 

knowledge in terms of ‘partition structure’, i.e. ‘information sets’ defined as partition of 

the set of ‘states of the world’. This contrasts with the syntactic formalism used by Lewis 

and Friedell, based on logical operators such as ‘and’, ‘or’, and on knowledge operators 

(see Aumann 1979a, p.264; see also Cubitt and Sugden (2003) on the distinctive features 

of Lewis approach). The state-based approach works as follows. A state of the world 

ω describes for each player the set of states of affairs he ‘deems possible’.12 A state of the 

world is ‘all-inclusive’, since it describes what the players know and believe about the 

world, their knowledge and beliefs about the other players, as well as their own action in 

that state – all the relevant elements about the state of the world are included in its 

description. If every player is informed about the ‘deeming possible’ operator for each of 

the players, then we can derive – just as with Harsanyi’s type-based approach – the 

infinite belief hierarchies of the players. At the state of the world ω, we can indeed derive 

the different states the player deems possible, what she deems possible about the sets of 

states that the other players deem possible, and so on. Aumann’s state-based approach 

can be seen as ‘a restatement of Harsanyi structure’ (Aumann 2010, p.24, emphasis in 

original). This equivalence was formally stated by Brandenburger and Dekel (1993), who 

show that we can always transform one model into another, i.e. that a type can be 

described within the framework of the state-based approach, while the belief hierarchies 

induced in the state-based model can be encoded as types in the type-based model. 

 

 

12 The ‘deeming possible’ operator was introduced by Kripke (1963), and is slightly more 

general than Aumann’s model. Samet (1990) characterises the restrictions that should be put 

on the ‘deeming possible’ operator to obtain Aumann’s model. See also Bacharach (1985). 
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It is in this context that game theorists started to investigate the implications of 

common belief13 in rationality for game theory (e.g. Milgrom 1981, Brandenburger and 

Dekel 1987a, Monderer and Samet 1989, Rubinstein 1989), and notably the definition of 

‘admissible’ strategies under the assumption of CBR. This is precisely the object of 

Bernheim (1984) and Pearce (1984) papers on rationalisability.14 They both consider the 

strategies of other players as uncertain events, and (unlike Harsanyi) are very critical of 

Nash equilibrium. According to Bernheim: 

when we think in terms of maximising utility subject to expectations rather than 

realizations, it becomes clear that the Nash hypothesis [that players expect that 

the Nash outcome will occur], far from being a consequence of rationality, arises 

from certain restrictions on agents’ expectations which may or may not be 

plausible […] We are then quite naturally led to ask: are there any restrictions of 

individuals’ expectations (and hence choices) which are required by rationality 

alone, rather than by (subjective) plausibility? (Bernheim 1984, p.1007) 

 

Bernheim and Pearce then both explicitly endorse SEUT to model the choices of the 

players, by adding the additional condition that the prior beliefs of the players must be 

consistent with the common knowledge of the rationality of the players: 

 

 

13 I will not distinguish between common belief and common knowledge in this paper: the 

main reason is that the notion of common knowledge introduced in most of the papers that 

will be discussed below correspond to a notion of common belief with probability 1. 

14 Werner Böge and some of his students in mathematics at Heidelberg developed in the 1970s 

a formal model of Bayesian games (Böge 1974, Armbruster and Böge 1979, Böge and Eisele 

1979). They seem to be the first ones to formally define the notion of common belief in 

rationality (although they did not use the term, see Perea 2014, pp.14-15). Armbruster and 

Böge (1979) and Böge and Eisele (1979) propose a recursive procedure identifying all the 

choices that rational players could make under an assumption of common belief in 

rationality, which is essentially the same than in Pearce (1984) – neither Bernheim nor 

Pearce however refer to those papers. 
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For strategic games in normal form, it is natural to proceed on the basis of two 

premises: (1) agents view their opponents’ choices as uncertain events, and (2) all 

agents abide by Savage’s axioms of individual rationality, and this fact is common 

knowledge (Bernheim 1984, p.1011) 

 

Assumption (A1): When a player lacks an objective probability distribution over 

another player’s choice of strategy, he forms a subjective prior that does not 

contradict any of the information at his disposal. 

Assumption (A2): Each player maximises his expected utility relative to his 

subjective priors regarding the strategic choices of others. 

Assumption (A3): The structure of the game (including all participants’ strategies 

and payoffs, and the fact that each player satisfies Assumptions (A1) and (A2)) is 

common knowledge (Pearce 1984, pp.1031-1032). 

 

Bernheim calls a choice rationalisable if there is a ‘consistent system of beliefs’ such that 

this choice is an optimal strategy. More specifically, a strategy of i is rationalisable if it 

is ‘justifiable’ (i.e. it is optimal given some belief over the strategies of j), that all the 

strategies that i believes j could play are justifiable, that all the strategies that i believes j 

believes i could play are justifiable, and so on. Pearce on the other hand calls a choice 

rationalisable if and only if it survives a specific recursive elimination procedure.15 

Benheim (1986) and Tan and Werlang (1988) later showed the formal equivalence 

between rationalizability and common belief in rationality: if there is common belief in 

the rationality of the players, then the players can only play rationalisable strategies, and 

they must believe that the other players play rationalisable strategies. 

Brandenburger and Dekel (1987b) however notes that ‘rationalisability is more 

closely related to an equilibrium approach than one might think at first’ (p.1392). They 

 

15  In the first step, we start with the whole set of strategies for every player i. In the second step, we 

only keep the strategies si for which there exists a belief about the choice of j such that si is optimal. 

We continue the same process with the remaining strategies. Bernheim and Pearce’s approaches lead 

to the exact same set of rationalisable strategies. 
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indeed establish an equivalence between rationalisability16 and the solution concept of a 

posteriori equilibrium (Aumann 1974): the direct implication is that common belief in 

rationality is equivalent to equilibrium behaviour. The improvement upon Harsanyi’s 

initial approach is that the resulting equilibrium is not necessarily a Nash equilibrium: if 

the players share common priors and their rationality is common knowledge, then the 

resulting equilibrium is a correlated equilibrium (Aumann 1987), while Nash requires an 

additional condition of ‘informational independence’ (see Brandenburger and Dekel 

1987b, pp.1400-1401). Brandenburger and Dekel (1987b) conclude that their analysis 

‘provides a formal decision-theoretic justification for using equilibrium concepts in game 

theory’ (p.1392). 

 More recently, Aumann and Drèze (2008) refined the analysis of consistent beliefs 

under CBR by analysing beliefs at the interim rather than prior stage (i.e. once the players 

received some private information about their type). Their objective is to characterise the 

value of an arbitrary n-person game (i.e. the payoff that the player should expect), under 

the assumptions of CKR and common priors. One of their main results (Theorem B) is 

that ‘the rational expectations in a game G are precisely the conditional payoffs to 

correlated equilibria in the doubled game 2G’ – meaning, in terms of strategies, that CKR 

and common priors lead to a correlated equilibrium in the doubled game 2G.17 

 

 Interestingly, Aumann’s papers directly echo Harsanyi’s reply to Kadane and 

Larkey. Although Aumann does not quote Harsanyi (1982a), he refers to KL critique in 

 

16  Their paper distinguishes between ‘independent’ rationalisability (as in Bernheim and Pearce, since 

the priors are supposed to be distributed independently) and ‘correlated’ rationalisability (which was 

a case considered by Böge, though his 1979 papers are not mentioned by Brandenburger and Dekel). 

Correlated rationalisability is equivalent to a posteriori equilibrium, while they introduce the 

refinement of conditionally independent a posteriori equilibrium for the equivalence with 

independent rationalisability. 

17 The doubled game 2G is defined as the game in which every strategy is available twice (doubling 

strategies can have a significant impact when priors are correlated, because it allows more subtle 

beliefs).The difference with Aumann’s 1987 paper is that rational expectations are defined at the 

interim stage rather than the prior stage (see Aumann and Drèze, 2008, p.80). This is why the resulting 

equilibrium is slightly different between the two papers. 
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the 1987 paper (Aumann 1987, p.17), as well as in two papers with Drèze (2008, p.81 on 

rational expectations, and 2009, p.14 on the definition of subjective probability in games).  

 

The theory presented in this paper differs from much of the strategic game 

literature in that it does not deal with equilibria; rather, it recommends that a player 

in a game, like in one-person decision problem, should simply maximize against 

her subjective probabilities for the other players’ actions. […] Joseph B. Kadane 

and Patrick D. Larkey (1982) expressed a similar view, but unlike Luce and Raiffa 

(1957), they eschewed the “strategic aspects.” This ignores the fundamental 

insight of game theory, an insight that is captured by the idea of rational 

expectations introduced here: that a rational player must take into account that the 

players reason about each other in deciding how to play. (Aumann and Drèze, 

2008, p.81, emphasis in original) 

 

Although Aumann explicitly rejects the use of equilibrium solution concepts as the basis 

of prior probabilities, the equivalence between CBR and equilibrium play implies that his 

objection to KL is essentially the same as Harsanyi’s: the object of game theory is the 

study of decision making when players have coherent beliefs, i.e. when their beliefs form 

an equilibrium. It is also worth noting that, in the two papers with Drèze (Aumann and 

Drèze 2008, 2009), KL suggestion of ‘[looking] to other disciplines such as cognitive 

psychology for predictive theories of decisional behavior’ (Kadane and Larkey 1982a, 

p.118) is contrasted with Luce and Raiffa’s suggestion of assigning a subjective 

probability to the choice of others that takes into account the ‘strategic aspects’ of the 

game (1957, p.306). Aumann (2005, p.730) indeed acknowledged that Luce and Raiffa’s 

Games and Decisions ‘had a big influence’ on him, and it may not be so surprising that 

his work on epistemic game theory followed Luce and Raiffa’s intuition that, in a game, 

beliefs should be such that ‘there exists an equilibrium in the decision maker’s mind’ 

(Luce and Raiffa 1957, p.306, emphasis added)). 

4. Bayesian players or theorists? 

We have seen thus far that EGT intends to model the strategic interaction of Bayes 

rational agents, when their rationality is common belief. The players have a prior belief 
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about the strategy choices of the others, but CBR restricts the set of beliefs from which 

this distribution can be drawn (e.g. I cannot believe that you cooperate in a Prisoner’s 

Dilemma). This means that Bayes rationality plus CBR determine the set of priors I could 

hold. Since CBR implies equilibrium behaviour through the definition of ad hoc beliefs, 

equilibria are interpreted in terms of coherent beliefs: 

 

The idea of common knowledge really enables the “right” formulation of 

correlated equilibrium. It’s not some kind of esoteric extension of Nash 

equilibrium. Rather, it says that if people simply respond optimally to their 

information – and this is commonly known – then you get correlated equilibrium. 

The “equilibrium” part of this is not the point. Correlated equilibrium is nothing 

more than just common knowledge of rationality, together with common priors 

(Aumann 2005, p.698) 

 

The two key ingredients of EGT are therefore (i) the existence of a prior distribution over 

the set of strategy profiles, and (ii) the compatibility of this distribution with CBR.18 

Given the prior distribution, we can derive the players’ subjective beliefs about the 

strategy of the others,19 and the players may then maximise their subjective expected 

 

18 Although CBR is routinely used by epistemic game theorists (and considered by Perea (2014, 

p.13) as its ‘central idea’), it is not constitutive of the epistemic program. Aumann and 

Brandenburger (1995) for instance show that mutual knowledge of rationality combined 

with common priors and common knowledge of players’ conjectures imply that their beliefs 

form a Nash equilibrium. The important point here is that EGT looks for a combination of 

epistemic conditions such that a single ‘equilibrium’ of beliefs remain.  CBR is the most 

efficient condition to generate such consistent beliefs, but other conditions can also work 

(common priors and the common knowledge of players’ beliefs imply for instance the 

convergence to a single profile by Aumann’s agreement theorem).  

19 If we allow for correlated priors (as in Aumann 1987), then player i’s belief about player j’s 

action can be conditioned on player i’s own action. This does not however mean that beliefs 

are action-dependent (see Hammond, 2009), i.e. that i believes that his action could directly 

influence the action of the others, since the players do not genuinely ‘choose’ in Aumann’s 

model – their action is indeed given by the state of the world. 
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utility. I will now argue that this approach – despite its ‘Bayesian’ flavour – is essentially 

the same than classical game theory, and still faces some of its main difficulties. 

 

Recall that a major drawback of CGT is that the theory does not provide any clear-

cut criterion to discriminate between different equilibria. Unfortunately, EGT also fails 

in providing an explanation for the selection of specific equilibria. Consider for instance 

the Hi-Lo game (see Bacharach, 2006, chapter 1 for a detailed discussion): 

 

Hi-Lo H L 

H (10;10) (0;0) 

L (0;0) (5;5) 

 

This coordination game is puzzling for CGT, since HH seems to be the obviously ‘right’ 

equilibrium, while LL is also a Nash equilibrium (and there is no straightforward 

epistemic requirement suggesting why a rational player should unambiguously play H). 

The problem of multiplicity of Nash equilibra (HH, LL, and in mixed strategies) is 

however not solved by EGT. The theory can only say that, under CBR, several consistent 

priors are possible, including the common belief that both players will play L. The only 

‘solution’ that EGT can offer to escape the puzzle is to suggest that the players are more 

likely to hold the beliefs that HH will be implemented (but for reasons that are necessarily 

external to the model). By imposing CBR, we can rationalise the implementation of an 

equilibrium profile. CBR however can only select internally consistent beliefs (i.e. beliefs 

that do not contradict CBR), and does not offer a constructive method that could identify 

to which priors the players could converge. 

 

 The second fundamental issue of CGT – and one of the main motivations behind 

the development of EGT – is the inability of CGT to explain why players should play an 

equilibrium. What EGT achieved is to establish an equivalence between CBR and 

equilibrium play: it is therefore rational for a player to choose an equilibrium profile, 

because it maximises her subjective expected utility. The complementary issue (which 

was not solved by Harsanyi, see supra) to determine why a Bayes rational player would 
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form such beliefs is that they are the only beliefs compatible with CBR. It seems therefore 

that EGT, unlike classical game theory, succeeds in explaining why players should play 

equilibrium strategies (although this equilibrium need not be a Nash equilibrium). We 

can however wonder whether assuming that players believe in CBR is ‘more plausible’ 

than assuming than they ought to play a Nash equilibrium (this is indeed the argument 

used by Perea (2012, p.2) in the first – chronologically speaking –textbook on EGT to 

justify its relevance against CGT). A careful look at the formal structure of epistemic 

models reveals that beliefs are essentially static, and that players are necessarily ‘frozen’ 

(Binmore 1993, p.330) into a specific equilibrium (e.g. correlated equilibrium if we 

assume common priors). This means that CBR does not imply equilibrium play, but that 

CBR is equivalent to equilibrium play. Assuming CBR (as in EGT) or equilibrium play 

(as in CGT) are therefore essentially the same thing. If we consider that CGT is unable to 

justify why players should play equilibrium strategies, then EGT is also probably unable 

to justify why players should believe in CBR. 

 Consider for instance a prior distribution in the Hi-Lo game such that HH will 

occur with probability 1/2 and LL with probability 1/2. The narrative is the following. At 

the prior stage, the players only know what profile could be implemented and with which 

probability (the distribution over the set of states of the world). There is then a random 

move by ‘Nature’, i.e. a fair coin toss whose result is commonly observed, that determines 

the true state of the world. Each player receives her private information (e.g. I observe 

‘Heads’, which reveals that the true state of the world is HH, that you play H, that I play 

H, and that all of this is common knowledge). The players may then update their beliefs 

given their private information (if I observe ‘Heads’, I believe that the true state of the 

world is HH, and therefore believe that you play H). They finally both maximise their 

expected payoff given those updated beliefs (I play H, because it is a best reply to my 

belief that you play H). At the posterior stage, the true state of the world (HH) is realised. 

Since it was rational for us to follow the recommendation of the toss, our strategy choices 

correspond to the true state of the world. Since nobody had an interest in deviating from 

the suggestion, the distribution is a correlated equilibrium. Reciprocally, a correlated 

equilibrium implies that my updated beliefs (my posteriors, upon which I maximise my 

expected utility) must be equal to the true state of the world, i.e. the actual strategy profile 

that is implemented. 
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The issue at stake is that beliefs are necessarily static, and already correspond to 

the output of my reasoning:  they cannot therefore be used as an input of this very same 

reasoning (as would require a Bayesian explanation of strategic behaviours). There is no 

actual maximisation process: the players already know before playing (once they updated 

their beliefs to form their posteriors) what equilibrium will be implemented. The ‘Nature 

move’ in Aumann’s model reveals to the players the true state of the world (or more 

generally a partition of the states of the world containing the true state). If we are at a 

correlated equilibrium, nobody has an incentive in deviating. This sounds quite similar to 

suggesting to players that they ought to play a Nash equilibrium in CGT: once I believe 

that all the others follow the recommendation, it is indeed rational for me (in the sense of 

SEUT) to play the Nash equilibrium. 

This leads to a more fundamental issue in EGT, i.e. what prior beliefs do represent. 

The division between the prior, interim, and posterior stages suggests that players first 

have a prior belief about the outcome of the game, then receive some private information 

at the interim stage, update their beliefs to form their posterior beliefs, and in fine 

maximise their subjective expected utility. As argued in detail by Binmore (1993), this 

story mistakenly suggests that there is some actual ‘learning’ at the interim stage, and that 

moving from the prior to the posterior beliefs represents some kind of information 

acquisition. The prior beliefs are however just a way to encode the set of posteriors 

beliefs, and ‘serves essentially as an indexing system that keeps track of the library of 

[…] posteriors’ (Binmore 1993, p.234). According to Binmore’s reading of Savage (e.g. 

Binmore 2009, pp.128-132), priors are constructed from the set of posteriors, such that 

they can be used analytically to recover (by Bayes’ rule) the posteriors of the players. 

This means that, unlike the narrative of EGT, there is no hypothetical prior stage in which 

players actually hold the prior beliefs of the model: they are mere ‘artifacts of a notational 

device to represent the infinite hierarchies of beliefs on X of the players, i.e., their 

“posteriors” at the true state of nature’ (Gul 1998, p.925). 

It is not surprising that the previous point echoes Harsanyi’s definition of types, 

as a way to encode infinite belief hierarchies. Harsanyi’s type-based approach has indeed 

been very influential in modelling strategic uncertainty (as discussed above, Aumann’s 

state based approach can indeed be interpreted as a restatement of Harsanyi’s, see also 
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Aumann and Drèze 2008, p.82). This ambiguity was already salient in KL critique, who 

misinterpreted the nature of the prior distribution in Harsanyi’s model: 

 

Harsanyi introduces special assumptions (e.g., a “basic probability distribution” 

that influences players’ priors) that compromise a purely subjective view of 

probability (Kadane and Larkey 1982a, p.115) 

 

[Kadane and Larkey] seem to think that the “basic probability distribution” […] 

is meant to be a factor “that influences the players’ prior.” In actual fact, the prior 

distribution is merely a mathematical artefact introduced into the model so that 

the subjective probability distributions used by the players in deciding their 

strategies can be replaced by objective (conditional) probability distributions in 

order to obtain a game model admitting of analysis by the usual analytic method 

of game theory (Harsanyi 1982a, pp.122-123, emphasis in original) 

 

The methodological similarity between Harsanyi and EGT is made explicit by Aumann 

and Brandenburger (1995): 

 

An interactive belief system is not a prescriptive model; it does not suggest actions 

to the players. Rather, it is a formal framework – a language – for talking about 

actions, payoffs, and beliefs. […] 

The idea of belief system is due to John Harsanyi (1967-68), who introduced the 

concept of I-game to enable a coherent formulation of games in which the players 

needn’t know each other’s payoff functions. I-games are just like belief systems, 

except that in I-games a player’s type does not determine his action (only his 

payoff function). (Aumann and Brandenburger, 1995, pp.1174-1175, emphasis in 

original) 

 

If the prior distribution is only a tool for the game theorist, can we consider that the players 

maximise their subjective utility based on this prior distribution? According to Aumann 

and Brandenburger, ‘it’s not clear that [the players] need concern themselves with the 

structure of the model’ (1995, p.1175). If we interpret prior beliefs literally, and since the 
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prior distribution is defined over the whole set of strategy profiles, then it means that, at 

the prior stage, players have subjective beliefs about their own actions. Spohn (1977) 

however suggests that ‘anyone will find it absurd to assume that someone has subjective 

probabilities for things which are under his control and which he can actualize as he 

pleases’ (p.115), since this would seriously undermine the claim that the agent is free to 

choose.20 Aumann (1987) is aware of this point but emphasises that the probability 

distribution is only a modelling device at the disposal of an outside observer. This 

however does not allow the game theorist to assume that the players have access to this 

probability distribution. Indeed, as argued by Kadane and Seidenfeld (1992), a player j 

should not form a subjective belief over her own action, but should not also believe that 

another player k could believe that j could form a subjective belief about j’s own action. 

As a result, the primitive of analysis should not be a single prior distribution over the 

whole set of strategy profiles, but rather a collection of individual beliefs about the choice 

of others (one distribution per player). This may sound a point of detail, but it turns out 

that focusing on the prior distribution rather than the collection of conditional 

distributions imposes quite strong conditions on the set of beliefs allowed for the players. 

 The reason why game theorists work with a prior distribution rather than the 

collection of beliefs is its tractability (we have a single ‘objective’ distribution, from 

which we could derive the n ‘subjective’ beliefs of the players). Given a collection of n 

conditional distributions 𝑃(𝑋−𝑖|𝑋𝑖) – each one describing the belief of a player i about 

the action 𝑥−𝑖 ∈ 𝑋−𝑖 of the other players, when i plays 𝑥𝑖 ∈ 𝑋𝑖 – nothing guarantees that 

we can build a prior distribution 𝑃(𝑋) from which we could derive all the conditional 

distributions (see e.g. Arnold and Press 1989).21 This problem is discussed at length by 

 

20 The important point for the argument is that the prior distribution is a formal tool to encode the 

beliefs of the players, and not an actual belief held by the player. The argument about the 

possibility of self-prediction is a disputed topic (see e.g. Joyce 2002, Rabinowicz 2002) but 

is not of primary importance here. 

21 Consider a coordination game in which we can choose either ‘Left’ or ‘Right’. Suppose that I 

believe you always choose the same side than me (Left when I choose Left, Right when I 

choose Right), but that you believe that I always choose the opposite side (Left when you 

choose Right, Right when you choose Left). It turns out that it is impossible to define here 
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Harsanyi in part III of the 1967-68 paper, and he recognises that it may not be possible 

for a player j, with her beliefs about the types (and hence beliefs) of other players, to 

derive the beliefs of all the players from a common prior distribution. The ‘Harsanyi 

doctrine’ is that a player can always encode her beliefs about the game in a prior 

distribution over the set of outcomes. This is however distinct from the ‘common prior 

assumption’ (as in Aumann 1987), according to which (i) each player j can deduce her 

beliefs about the beliefs of the other players from a common distribution 𝑝𝑗, and (ii) those 

priors 𝑝𝑗 are identical, i.e. 𝑝𝑗 = 𝑝𝑖 = 𝑝. While the second part of the proposition is an 

empirical statement (that players share a same ‘background’, and therefore that 

differences in beliefs can only result from differences in information at the interim stage), 

the first part is strictly mathematical. Mertens and Zamir (1985, Theorem 4.8) show that, 

when there exists a coherent prior 𝑝𝑗, then j can derive it from her own information, and 

the distribution is common knowledge. This suggests that, as soon as a coherent prior 

exists, the players can identify it, and then play as described in the model. However, 

Mertens and Zamir (1985, example 4.3) also gives a very simple example of a 2x2 game 

in which there is no coherent prior. Nyarko (2010) and Hellman and Samet (2012) later 

showed that this problem could be much more general, and that in most games with 

arbitrary beliefs, we cannot derive a coherent prior! 

 

To summarize thus far: EGT claims to take the players’ beliefs as the input of the model, 

and to describe how they reason when maximising their subjective expected utility. EGT 

is supposed to be more plausible than CGT, in which players ought to play equilibrium 

strategies without any individualistic foundations, and are unable to discriminate between 

multiple equilibria. I have argued (i) that EGT is unable to solve the equilibrium selection 

problem, (ii) that CBR is equivalent to (rather than implies) equilibrium play, and 

therefore that beliefs cannot be treated as inputs of the deliberation, and (iii) that the 

primitive of the model is not the players’ beliefs, but a prior distribution over the set of 

 

a distribution P over the set of possible outcomes from which we could derive our individual 

beliefs. It means that I cannot define a prior distribution that encodes my beliefs about the 

game. Larrouy and Lecouteux (2017, pp.329-332) provide a similar illustration in a 

prisoner’s dilemma. 
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strategy profiles (meaning that some combinations of individual beliefs cannot be 

incorporated in an EGT model). 

A serious issue for EGT is thus that the narrative of the model (that beliefs are the 

primitive, and used as inputs of the decision process) is not coherent with its formal 

structure. This can be exemplified by Stalnaker’s (1994) interpretation of the purpose of 

EGT, as providing a semantics for solution concepts, in an analogous way that logicians 

use semantic models to justify a modal logic.22 The main object of game theory is the 

study of solution concepts (and we assume that players ultimately implement the 

equilibrium profile), and the object of EGT is to establish theorems about sufficient 

conditions for equilibrium play. The beliefs of the players are not the primitive of the 

analysis, but are defined ex post in order to evaluate various solution concepts. 

 Aumann’s semantic approach is currently the main approach in EGT, although – 

as recognised by Aumann himself – ‘the semantic formalism appears to involve nontrivial 

conceptual issues’ (Aumann 1999, p.265). The ‘states of the world’ and ‘partition 

structures’ are indeed rather obscure objects (though they are perfectly well defined 

mathematically), and are hardly interpretable in economic terms23 (see Board 2004, 

pp.50-52). The ‘states of the world’ are indeed all-inclusive, unlike Savage’s ‘states of 

the world’ in which players react to the states of the world, and do not affect them. As 

pointed out above, the model is static, it merely ‘says’ what players do. It is neither 

descriptive (it does not explain how people choose) nor normative (it does not tell what 

people ought to do), it is analytic. It is a mathematically convenient framework to 

represent a complex problem involving infinite hierarchies of beliefs, and ‘to enable us – 

 

22 I thank an anonymous referee for pointing out this reference. 

23 A reason why the semantic approach has not been replaced by the ‘hierarchical’ approach of 

Mertens and Zamir (1985) and Brandenburger and Dekel (1993), which generalises 

Harsanyi’s type-based approach, and in which the states of the world have a more traditional 

interpretation, is that the hierarchical approach tends to generate an increasing analytical 

complexity. Aumann (1999) for instance describes it as ‘cumbersome and far from 

transparent […] the hierarchy construction is so convoluted that we present it here with some 

diffidence’ (pp.265-295). 
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the analysts – to discuss the things we want to discuss: actions, payoffs, beliefs, 

rationality, equilibrium, and so on’ (Aumann and Brandenburger 1995, p.1175, emphasis 

in original). It is a very convenient model to talk about games, but it does not say anything 

about how people do or should behave. 

 

5. Game theory without common belief in rationality? 

 

In the Theory of Games and Economic Behaviour, Von Neumann and Morgenstern 

highlighted that the major difference between game theory and one-person decision 

theory is that:  

 

from the point of view of the player 1 who chooses a variable […] the other 

variable can certainly not be considered as a chance event. The other variable […] 

is dependent upon the will of the other player, which must be regarded in the same 

light of ‘rationality’ as one’s own (Von Neumann and Morgenstern, 1953, p.99) 

 

This suggests that a Bayesian approach to game theory should incorporate into individual 

beliefs this ‘symmetry’ in terms of rationality. Following Harsanyi’s work on games of 

incomplete information, this problem seemed to have been solved by the introduction of 

CBR. 

I however argued that the whole literature on Bayesian games (including Harsanyi 

pioneering work in 1967-68) is founded on a contradiction between the narrative of the 

theory and its formal structure. That is, the economic interpretation of Bayesian games is 

not compatible with the mathematical representation of Bayesian games. The prior beliefs 

are indeed an analytical tool used by the game theorist – as an outside observer – to 

represent the choices of the agents, but nothing is said about whether the players could 

compute their choices from this distribution. The ‘Bayesian’ aspect of Bayesian game 

theory is therefore a mathematical representation: game theorists are studying consistent 

system of beliefs, suppose that the players will eventually conform to those beliefs, and 

rationalise the outcome by attributing to the players the prior beliefs that they use to model 

them. This seems very similar to what classical game theory tried to do: define solution 
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concepts, and suppose that the players will implement an equilibrium. This would suggest 

that game theorists became Bayesian, but not the players in their models. 

 

This development of Bayesian game theory might be the consequence of the 

transformation of neoclassical economics towards a consistency (rather than 

maximisation) view of rationality during the second half of the 20th century (Giocoli 

2003). We can indeed notice that, in parallel to Aumann’s semantic approach, several 

‘Bayesian’ models of games were developed in the late 1970s, emphasising the dynamic 

processes involved in the revision of the players’ beliefs. Kadane and Larkey (1982a) 

refers for instance to the works of Sanghvi and Sobel (1976), Sanghvi (1978), and 

Eliashberg (1980, 1981) – to which we could add Shefrin’s (1978, 1981) informational 

equilibrium – but those papers have been largely overlooked in the literature and are 

barely cited. This commitment to an analytical, static, study of games on the contrary 

deprives the players from any significant role. The object of (Bayesian) game theory 

should indeed be how players form their beliefs in a strategic interaction, and how they 

choose given their beliefs. In a semantic model à la Aumann, the players are frozen in an 

equilibrium state: once Nature reveals the state of the world (including the players’ own 

actions), there is no choice to make – everything has already been described in the state 

of the world. If a player ‘wishes to do something else, he is heartily welcome to it; but 

then the state is different’ (Aumann and Brandenburger 1995, p.1174). Such a model does 

not say anything about how a player comes to form coherent beliefs, and is just a 

mathematical representation of a group of individuals at a correlated equilibrium. 

As already pointed out by Kadane and Larkey (1983), game theory is ‘speculative-

normative’, and ‘results accumulate in a mammoth deductive edifice that neither 

cumulatively improves our understanding of how the world works nor cumulatively 

improves our ability to intervene in the world’ (p.1377). The general confusion between 

what the models actually mean, and what the theorists claim they mean, perfectly 

illustrates KL’s (1983) point about the fuzziness of the scientific object of game theory. 

While its proponents claim that EGT introduces into game-theoretic analysis the fact that 

economic agents reason about each other’s objectives and beliefs – and therefore that it 

becomes more plausible than CGT – it simultaneously imposes drastic (and unrealistic) 

conditions on the epistemic states of the players. Formally, the theory is internally 
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consistent and thus perfectly valid. However, the assumptions of the model (CBR and 

common priors mainly) are routinely and casually defended on ‘empirical’ grounds. 

Aumann (2010, 30) for instance sees common priors as a ‘reasonable’ assumption, while 

CBR is ‘some sort of benchmark’ (emphasis in original). Just like Harsanyi’s defence of 

rational choice theory, ‘everything else is calculated as a departure from the benchmark. 

It’s like a no-friction assumption in physical systems, or the no-air resistance assumption’ 

(Aumann 2010, p.30, emphasis in original). Note however that no experimental test of 

those assumptions is suggested. They are taken for granted, just as the idea that players 

are at least approximately rational. But if the scientific validity of EGT is an empirical 

matter, then we can seriously doubt of the soundness of an assumption like CBR. 

 Brandenburger (2014) acknowledges that, ‘as yet, EGT is devoid of empirical 

content’ (p. xxii). It becomes necessary to ‘look beyond the mathematics’, and explaining 

the beliefs of the players requires ‘[looking] to outside factors, such as the environment 

in which strategic interaction takes place, the prior experiences of the players, their 

personalities, etc.’ (Brandenburger 2014, p.xxxi). The development of EGT has followed 

thus far a research program in interactive epistemology. What ultimately matters is the 

definition of coherent system of beliefs – the role of the players is trivialised, since they 

simply play what the state of the world says they play. If we consider that game theory 

should be about how players reason and form their beliefs in games, then we should 

probably leave the assumption of CBR. Borrowing Giocoli’s (2003) expressions, we may 

interpret such reorientation as an ‘escape from perfect foresight’, in opposition to the 

current ‘escape from psychology’ pursued by EGT. KL’s early suggestion was that game 

theorists should turn to psychology to offer epistemic foundations of strategic behaviours. 

Harsanyi vigorously objected to this idea, and stressed that game theory should be based 

on the postulate of mutually expected rationality, which was later formalised through 

CBR. I argued that this line of research makes the deliberation of the agent, who knows 

the outcome of the game before actually playing it, vacuous: imposing CBR thus 

embodies the players with perfect foresight. Leaving CBR is thus necessary to escape 

perfect foresight, with the objective of an empirically testable theory of games. Rather 

ironically, both Brandenburger (2010) and Perea (2014) quote Morgenstern’s (1935) 

battle of wits between Holmes and Moriarty to illustrate the need for ‘models in which 

agents reason about the possible choices and beliefs of other agents’ (Perea 2014, p.3, 
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emphasis in original). Morgenstern however used this story to illustrate that reciprocal 

influences among players (such as conditioning my beliefs and actions on my beliefs 

about your beliefs about me) make the principle of maximisation inadequate, and that 

economics should consider the limited cognitive abilities of the agents (Innocenti 1995, 

pp.212-214, see also Giocoli 2003, p.163). This is clearly in contradiction with assuming 

CBR, since solving the kind of indeterminacy faced by Holmes and Moriarty requires an 

arbitrary move by one of the players. I am not claiming that EGT is ill suited to deal with 

this kind of problems, but simply that cases of false beliefs and bounded rationality are 

clearly not the main concern of current research in EGT. We should of course mention 

level-k theory (Stahl and Wilson 1994, Nagel 1995) and the closely related cognitive 

hierarchy theory (Camerer et al 2004) as epistemic models incorporating the bounded 

rationality of the players. Those theories however face the difficulty of offering testable 

assumptions about the anticipations by strategic players of the behaviours of naïve (level-

0), non-strategic players. Hargreaves-Heal et al (2014) highlight for instance the lack of 

portability of models of level-0 behaviours, which are often game-specific – completing 

level-k theory would require developing a general (psychological) theory of naïve 

behaviours in games. 

 

 Another research program in EGT would be to study the role of institutions and 

social norms, to understand how players’ beliefs evolve in different social contexts, and 

how institutions could shape our beliefs. With this objective in mind, SEUT could still 

give a decision-theoretic foundation to game theory, but doing so requires (i) dropping 

the assumption of CBR, and (ii) investigating how players form their beliefs in a strategic 

interaction. Note that I do not claim that SEUT is the only acceptable way to look at 

games,24 nor that it is founded on solid axiomatic grounds (see Mariotti (1995, 1997)), 

but – quite pragmatically – that it constitutes a very convenient and useful approach to 

look at decision problems. If we consider that game theory should be about the strategic 

interactions of players who expect (or at least deem possible) each other to act rationally, 

 

24 We could also consider e.g. team reasoning (see Lecouteux 2018 for a literature review), 

Stackelberg reasoning (Colman and Bacharach 1997), or the theory of social situations 

(Greenberg 1990, Mariotti 1997) as alternative approaches. 
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then it means that a theory of games should describe how players adjust their initial beliefs 

(which may be seen as derived from their ‘gut feelings’) to take this strategic dimension 

into account. The formation of the priors thus becomes ‘the central unknowns of the 

theory’: 

 

What brings me to have the prior probabilities that I do for your deciding on one 

option and another is a question not answered (and rarely asked) by the Bayesian 

theory of games. The absence of an independent account of what is in the players’ 

priors is a grave lacuna. There are many games for which, once the priors are 

given, the identities of the rational acts follow trivially, and then game theory itself 

is trivialized if it is merely assumed that the priors are such and such. To avoid 

this trivialization by Bayesianization, we must take the content of the priors in 

such cases to be the central unknowns of the theory, endogenous to it. (Bacharach 

and Hurley 1991, p.26) 

 

This does not necessarily require an important injection of psychology into game theory 

– in line with Brandenburger’s (2014, p.xxii) suggestion of referring to the ‘theory of 

mind’ literature in cognitive sciences, Larrouy and Lecouteux (2017) for instance offer 

an axiomatization of simulation thinking which can explain the emergence of common 

belief of events in a similar vein than Friedell (1969) and Lewis (1969), and rationalise 

the coordination on focal points. Such a theory of belief formation would require 

investigating how players choose in ‘large worlds’ (in the sense of Savage), i.e. how 

players interpret a choice problem and focus on isolated features of the large world 

(Savage 1954, pp.82-91), so as to identify salient outcomes and focal points. Developing 

a genuinely intersubjective and dynamic theory of games thus requires considering 

explicitly the role of inductive reasoning in decision making, similarly to Lewis’ analysis 

of convention (Cubitt and Sugden 2003). 
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