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Abstract

In recent years, the increasing diffusion of applications, both on com-
puters and mobile devices, has yielded to an increasing demand for net-
work services. So far, the network services, such as firewalls or tunneling,
were provided by expensive hardware appliances, which could not keep up
with the ever increasing demand nor allow new services to be embedded
at a reasonable cost. Network Functions Virtualization has been recently
proposed to overcome such issues: hardware appliances are replaced with
Virtual Network Functions running on generic servers. Indeed, thanks to
the Network Functions Virtualization paradigm, it is possible to flexibly,
dynamically and cost-effectively manage network services. A key problem
in implementing the Network Functions Virtualization paradigm is the
so called Virtual Network Functions chaining problem: Virtual Network
Function instances must be located on some network nodes. Demands
must be routed so as to guarantee that each demand passes through the
functions it requires. In this work we consider a particular case of the VNF
chaining problem where each demand requires a single service and must
be routed on a simple path. All the demands require the same service.
Links and service instances are capacitated. The goal is to minimize the
number of VNF instances installed. We investigate the problem proper-
ties and we compare two formulations inspired by the two main modeling
strategies proposed in the literature.

OR in telecommunications, Networks, Virtual Network Functions, ILP for-
mulations



1 Introduction

The mass diffusion of telecommunication networks and the possibility of access-
ing email, social networking or cloud computing from mobile devices is expo-
nentially increasing the demand for network services. Network services were up
to now provided by proprietary network appliances, such as firewalls, proxies
or WAN optimizers, but it has become difficult to integrate and operate such
hardware based appliances or to add new functionalities to keep up with the
ever increasing demand at a reasonable cost. To cope with this challenge, the
Network Functions Virtualization (NFV) paradigm has been recently proposed:
hardware based appliances should be replaced by Virtual Network Functions
(VNFs) running on generic servers, which will provide the required services in
a cheaper and more flexible way.

A key problem arising in implementing the NFV paradigm is the VNF chain-
ing problem: locating VNF's and routing demands so as to guarantee that each
demand passes through a sequence (chain) of VNFs that provides the services
it needs. The allocation of demands to VNF instances and the demand routing
must satisfy quality requirements, such as delay, congestion, minimal resource
utilization (CPU, energy, etc). We can schematically describe the VNF chain-
ing problem as follows: we are given a telecommunication network, where the
nodes can be connected to computing servers (and/or clouds). Each server is
connected to one node, but in general a node can or cannot be connected to
a server. Traffic demands must be routed on the network and must be served
by a set of VNF's (services), which must be located on computing servers. For
each demand, the VNFs must be traversed with a given (possibly partial) order
or without any fixed order. Therefore a traffic demand that needs to access
a VNF located in a given server must pass through the node that is directly
connected to the computing server itself. Several constraints can be taken into
account, such as the service order constraint, the VNF capacity constraint, and
link capacity constraint, thus leading to several versions of the problem.

Different versions of the problem have been addressed in the telecommuni-
cation literature, which, however focuses mainly on the application and, to the
best of our knowledge, properties have not been studied thoroughly (apart from
the complexity of a particular version of the problem which has been addressed
in [1]). Although different mathematical programming formulations have been
proposed for the problem, they have not been compared. From an optimization
point of view, the VNF chaining problem shares features with network design
problems (for the demand routing part) and with facility location problems
(for the VNF location and the server dimensioning). Both problems are widely
studied in the literature, but the combination described by the VNF chaining
problem represents a new challenge. The goal of the paper is to study the prop-
erties of a particular version of the problem and to compare two formulations
derived from the main modeling strategies proposed in the literature. Further,
additional inequalities to enrich such formulations are proposed. Formulations
and valid inequalities are tested on a set of instances derived from the SNDLib
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We work under the (commonly used) hypothesis that the network link ca-
pacity is tighter than the capacity of the connection between computational
servers and nodes. Therefore, as each server is connected directly to only one
routing node, we use a compact representation where routing nodes and server
nodes are collapsed, simply assigning the computational capacity of a server to
the associated node. VNF instances are capacitated, as well as network connec-
tions. Further, each demand requires a single service, which is the same for all
the demands, and must be routed on a simple path. The goal is to minimize
the number of installed VNF instances.

This paper is organized as follows. In Section 2, we present the related
work. In Section 3, we formally define the problem and investigate the problem
properties. In Section 4, we introduce two problem formulations and describe
the features of each of them and their relation. We present and analyze the
results of computational experiments in Section 5. Section 6 concludes the

paper.

2 Related work

NFV technology has received much attention from both industry and academia.
A number of works on NFV have been published addressing challenging aspects
spreading from the creation of NFV platforms [3],[4] to the optimization of
VNF chaining with respect to, for instance, resource efficiency [5] or competi-
tive goals [6]. We classify the literature on VNF optimization into two broad
categories according to the modeling strategy. The first modeling strategy is
based on the Virtual Network Embedding (VNE) paradigm [7]. In VNE a set of
virtual networks is given that must be embedded into a physical one, mapping
virtual nodes on physical nodes and virtual links on physical paths, while re-
specting capacity constraints. The second modeling strategy combines routing
and location decisions.

Preliminary works on the optimization of VNF chains deployment tend to
model the VNF chaining problem as a VNE problem. A virtual network is built
for each demand representing the demand together with the chain of VNF's to
serve it. The VNF instances location and demand routing are then defined ac-
cording to the VNE mapping solution. In [8], authors introduce a VNE based
MIP formulation. In [9] a VNE based ILP formulation is proposed along with
a dynamic programming based heuristic to deal with large size instances. Sim-
ilarly, [10] proposes a VNE based representation of the problem and focuses
on the online version of the VNF chaining problem: three greedy algorithms
and a tabu-search based heuristic method are proposed to deal with the VNF
online mapping and scheduling. The problem of embedding VNF chains is ad-
dressed also in [11], where demands may be rejected and the subset of accepted
demands must be maximized while limiting the number of service chains con-
sidered. In [5], the authors propose an ILP model based on the mapping of
VNF chains on a physical network, although without naming it explicitly. Pre-



computed paths for mapping are used. The ILP model is used as a step in
a heuristic procedure based on a dichotomic search on the number of located
VNFs.

From the optimization perspective, however, the VNF chaining problem dif-
fers from the general VNE problem. In VNE, virtual network nodes and virtual
network links need to be mapped on the physical network, while in the VNF
chaining problem, the VNFs are located on physical nodes, and the service de-
mands must be assigned to their required VNF instances and routed to pass
through them. In a sense, VNF chaining can be seen as a special case of VNE
where the virtual networks to be embedded reduce to linear graphs whose both
extreme nodes have a fixed location. However, the VNE based representation
is possible only if the order of VNFs in the chain is fixed and fully determined.
As a consequence, the VNE complexity results cannot be just extended to the
VNF chaining problem as they are. Indeed, [1] shows that the VNF chaining
problem is easier than the VNE in some particular case and for some network
topologies.

The second modeling perspective, adopted by a handful of papers in the
networking literature, exploits the fact that the VNF chaining problem shares
features with both facility location and network design problems. Authors in [12]
define a model formalizing the VNF chaining problem using a context-free lan-
guage and propose to use Mixed Integer Quadratically Constrained Program
(MIQCP) for finding the optimal placement of VNFs and chaining them to-
gether. In [13], the specific Deep Packet Inspection (DPI) VNF placement
problem, where a single type of services is asked, is targeted and modeled as
an adaptation of the multicommodity flow problem model. Small instances are
solved with a standard ILP solver (GLPK) and for larger instances a centrality-
based greedy algorithm is proposed: at each step a new VNF (vDPI) is located
in the node that has the highest centrality until all the traffic flows are served or
all nodes have a vDPI. In [6], authors provide a MILP formulation accounting
for facility location and demand routing with a generic number of services and
no fixed order in the chain, taking into account different latency regimes and
traffic compression properties. Their work investigates the trade-off between a
legacy traffic engineering (TE) related goal (namely maximum link utilization)
and a combined TE-NFV goal (namely, the sequential optimization of the TE
goal and of the VNF installing cost). An extension of the work [14] presents
a model that takes into account also ordered (or partially ordered) chains. A
math-heuristic is presented to speed up the solution phase and a numerical
comparison with a VNE model approach is proposed. A model similar to [6] is
proposed in [15], where additional constraints are added to take into account
the incompatibility of certain VNFs and thus imposing that they are located
in different nodes. Furthermore, in this work, some demands can be rejected,
therefore their routing and VNF assignment can be neglected. A greedy algo-
rithm based on the decomposition of the problem into two steps (routing and
location) is proposed. Flows are allocated one by one, and then the VNFs are
located on the selected paths. Most of the works focus on developing heuristic
methods to solve the problem within a reasonable computational time, and most



of them decompose the problem into two steps.

Although the combined facility location and network design problem has
been studied in optimization literature [16], the VNF chaining problem speci-
ficities are still not explored in the optimization literature. To the best of our
knowledge, we are among the first to investigate in detail the properties of the
VNF chaining problem. We propose two different formulations that are repre-
sentative of each modeling perspective presented in the literature (namely, VNE
and routing and location based) and compare them theoretically and numeri-
cally.

3 Problem description and properties

In this work we focus on a VNF chaining problem where a single type of VNF
is considered and any node can be equipped with a VNF. VNFs and links are
capacitated and the number of installed VNF' instances is minimized. Further,
each demand must be served by an instance of the VNF and must be routed on a
simple path. Let us denote the problem as Virtual Network Function Placement
and Routing with Simple Path (VNF-PRgp).

The network is represented by a graph G(N, A), where N represents the set
of nodes and A represents the set of capacitated arcs (or links). Let u denote the
arc capacity. An instance of the VNF can be installed on each node in N and
can serve a limited amount of demand ¢. The network demands are represented
by the set D: each demand k € D is characterized by a source (origin) node
o a destination (terminal) node tx, a demand amount dy. The demand must
be served (pass through) an instance of the VNF (service)!, but a demand can
pass through a node without using a VNF installed on it?. Demands cannot
be split and must be routed on simple paths, i.e. the demand is not allowed to
deviate from its path to “search” the VNF.

The problem is NP-complete even with only one type of capacity (either link
or service capacity): in [17] the problem is proved to be difficult if nodes are
capacitated (the same approach can be used for the service capacity case), while
in [1] it is proved to be difficult if only arc capacity is considered.

3.1 General remarks

We assume that one VNF type is available, however this assumption is not
so restrictive. Indeed, the problem where all the demands ask for the same
sequence (same types of VNF and same order) is equivalent to the case with a
single VNF type, if VNF's capacity is uniform and a node can host an instance
of each VNF type.

Proposition 3.1. Let us consider two problems P; and P, that share the same
features but the cardinality of the required chain of services: in P; each demand

n the following we will use the two terms interchangeably.
2In the real application, the demand uses the routing node, but it does not use the server
connected to it.



requires the same unique service a, while in Py a set of VNF types T is given,
each VNF type in T has the same capacity of service ¢ and all the demands
require the same sequence of services, both in terms of service types and order.

If there exists an optimal solution for problem Py, then an optimal solution
for Py can be derived by installing all the required services in the optimal sites
selected by the solution of P; and routing the demands according to the optimal
solution of P;.

Proof. An optimal solution for P; is given, that is to say a location solution for
the instances of service a such that all the demands can be routed from their
source node to their destination node passing through an instance of the service
a, and respecting link capacity, service capacity and simple path constraints.
Now, let us consider the problem Ps. By installing an instance of each service
type in T on the same nodes where instances of service a are located, and by
keeping the same demand-service instance assignment as in the P; solution, we
obtain a feasible solution for Ps. In fact installing several VNF type instances
on one node does not affect neither the link capacity constraints nor the routing
constraints. Furthermore, as the VNF types have the same capacity, if a service
{a} instance installed in a given node i can serve all the demands assigned to it,
then any service instance installed on node i can serve the same set of demands.
As any feasible solution of P; can be extended to a feasible solution of Ps
with the same number of service instances per service type, if the P; solution

location is optimal then it is optimal also for Ps.
|

We can observe that under the hypothesis that the set of required service
types is exactly the same, the two problems are equivalent even if they account

for different service orders 3.

3.2 Impact of biconnected components and articulation
points
A lower bound on the number of VNF instances (and thus on the objective

function) can be obtained if the graph contains at least one articulation point.
Let us recall some definitions.

Definition 3.1. A graph is biconnected if removing any node the graph remains
connected?.

Definition 3.2. Given a graph G(N, A), a biconnected component is a maximal
induced biconnected subgraph of G.

Biconnected components are connected to each other at shared vertices called
cut vertices or articulation points.

3We recall that it is always possible to schedule the services allocated on the same sever
in any order, and that in the application problem this order is determined by a suitable
scheduling algorithm performed at the server/cloud level

4i.e. there is a path between every pair of vertices



Definition 3.3. An articulation point of a graph G is a vertex v such that G\ v
has more connected components than G.

The following property can be stated.

Proposition 3.2. Let us consider a VNF-PRgp problem defined on a graph G
containing biconnected components and suppose that there exists at least one
demand whose origin and destination nodes are both in the same biconnected
component. Further, suppose that such biconnected component has only one
articulation point. Let us refer to such biconnected components as biconnected
components with internal demands and single articulation point.

Then, it is necessary to install a service inside each biconnected component
with internal demand and single articulation point. Furthermore, if the instance
is feasible,there exists an optimal solution where an instance of the service is
located on each articulation point belonging to a biconnected component with
internal demand and single articulation point.

Proof. Let us consider a biconnected component, a demand with both endpoints
within it and a node ¢ outside it. If the demand is served by a service installed
on node i then its routing must pass first through the articulation point to
reach the service and then it must pass again through the same articulation
point to complete its routing, thus violating the simple path routing constraint.
Thus, in a feasible solution, a service must be installed within a biconnected
component to serve the demands whose source and destination belong to the
biconnected component itself. Similarly, a demand with both endpoints outside
the biconnected component cannot be served by a node in the biconnected
component, if it is not the articulation point. Thus a solution where a service
is installed in the articulation point is always at least as good as one in which
the service is in the biconnected component but not in the articulation point.
Therefore, the minimum number of service instances is equal to the number of
biconnected components with internal demands. |

Thanks to Property 3.2, it is possible to determine a lower bound of the num-
ber of VNF's to install combining the number and structure of the biconnected
components with the source and destination of the demands. Furthermore, a
partial solution can be built, installing services on articulation points. A pre-
processing can be devised, which aims at

1. detecting the number of biconnected components with internal demand,
thereby installing one service on each of their articulation points;

2. forbidding the assignment of a demand to the VNF which are out of the
biconnected component the demand belongs to.



4 Mathematical formulation

As mentioned, in the telecommunication literature two main modeling perspec-
tives have been proposed: the VNF Placement and Routing (VNF-PR) formula-
tion [6] and the VNE formulation [9]. In this section we present two formulations
inspired by such perspectives.

The first one is directly inspired by network design and facility location prob-
lems: a set of variables and constraints represent origin-destination routings and
a set of variables and constraints represent the facility location part, connect-
ing constraints are used to couple the two subproblems. It can be considered
as the adapted version of the formulation presented in ([6]) to our VNF-PRgp
problem. The second one, the Split-Path (SP), is based on the decomposition of
each demand path into several sub-paths, each associated with a service instance
serving the demand. A similar model is presented in [13] (also here a single VNF
type is considered). We can observe that the SP formulation is very close to the
VNE formulations. Indeed, the VNF chaining problem can be viewed as a VNE
problem where the networks to embed are linear graphs. Nevertheless, the SP
formulation is leaner than the VNE based formulation, because it is tailored to
the problem. Furthermore, the simple path condition is not guaranteed in the
VNE formulations.

In Table 1 the notation is summarized and the variables used by the two
models are reported. As some variables are common to both models and some
are model dependent, in the last column we report the model in which the
parameter /variable is used.

In both models, binary variable y; represents the location of an instance of
the VNF on node ¢ € N and binary variable zzk represents the assignment of
demand k to the instance of the VNF located on node i. The two models differ
in the way the routing is modeled. In both, arc binary variables are used, that
are equal to one if a given arc is used by a given demand. In PR, these variables
are xfj In SP, the path is explicitly divided into two sub-paths: the first from
origin o to the service node (described by variables xfjl) and the second from
the service node to the destination ¢ (described by variables xff).

As we want to enlighten the common points and differences between the two
models, we present them in parallel, starting from the common part.

min 3y i (1)
Sin#=1  VkeD (2)
2k <y Vke D,ie N (3)
Srepdizl <q  VieEN (4)

The objective function (1) minimizes the sum of the opened services (i.e.,
instances of the VNF). Constraints (2) impose that each demand is assigned
to exactly one instance of the service. Inequalities (3) guarantee that if no



Notation Model
Sets
N set of nodes both
A set of arcs both
D set of demands both
Capacities (Network and Services)
arc capacity both
q service capacity both
Demand parameters
o, origin of demand k € D both
tr destination of demand k € D both
dy, bandwidth of demand k € D both
Variables common to both models (binary)

Yi 1 if a service is located on node i € N both
zF  1if demand k € D uses the service on node i € N both
Routing variables (binary)
xfj 1 if arc (i,j) € A is used by demand k € D PR
xft 1ifarc (,7) € A is used by demand k on sub-path 1 SP
72 1ifarc (i) € A is used by demand k on sub-path 2 SP
TSP-like labeling variables (continuous non-negative)
7¥  position of node i € N in the path used by demand k € D ‘ PR

Table 1: Mathematical notation

VNF instance is installed on a node, then no demand can be assigned to it.
Constraints (4) impose that each instance of the VNF can serve a maximum
quantity ¢ of demand.

The link capacity constraints are similar for the two models:

SP:
> dp(af +af?)<u V(i) €A (5)
keD
PR:
> dpafy<u V(i,j) €A (6)
keD

We now present the constraints characterizing each formulation. The main
difference is in the way the routing is managed, and, as a consequence, in how
the models deal with the coherence between service assignment and routing. In
short, in the SP formulation routing and assignment are implied by modified
flow balance constraints, while in the PR formulation the routing is implied by
the classical flow balance constraints and the consistency between assignment
and routing is implied by coherence constraints and isolated loop elimination



constraints.

Routing and assignment are modeled as follows:

SP:
1—zF ifi=
DR D D { ! ; % VYkeD,ieN (7)
Jig)eA J(i)eA TF otherwise
b1 ifi=t
Sooako x?f:{zz lti Y VkeD, ieN (8)
J(ig)eA J(ieA % orherwise
Y (@il +at?) <1vkeD,ieN 9)
Ji(gi)eA
> (@i +2f}) <1VkeDieN (10)
J:(i,j)eA
Each demand is routed on two sub-paths: from the source node to the
VNF node (equations (7)), then from the VNF node to the destination
node (equations (8)). These two constraints impose that the routing of the
demand passes through the VNF instance assigned to the demand itself,
therefore ensure that the assignment is consistent.
Simple path routing® is imposed by constraints (9) and (10): each demand
can pass through a node at most once.
PR:
1if i = og
d>ooah = Y ahi=(-lifi=t, VkeD,ieN (11
3:(i,5)€A J:(4i)€eA 0 otherwise
28 < Z x?i‘v’kED, i€ N\ {ox} (12)
(J)EA
ok > gk g2k Nl (1-2F)VkeD, (i,j) € A (13)
J - ? ) 1] ’ )

Each demand is routed from its source to its destination with the classical
flow balance constraints (11) and it is forced to pass through a VNF

5Isolated cycles with no service can be part of a feasible solution. Such cycles can be
removed obtaining a cycle-free equivalent feasible solution.

10



instance by constraints (12), that impose that a demand & can be assigned
to a service located on node ¢ only if the routing path of the demand
passes through the given node. The simple path and the elimination of
isolated cycles are enforced using the TSP-like labeling variables m and
constraints (13): continuous variables ¥ represents the position of node
7 in the routing path of demand k.

Both models can be generalized to take into account multiple service types,
even hosted on different nodes. Nevertheless, SP model is able to manage the
case where the order of services is fixed (as it explicitly split the path into
sub-paths from source to service, service to next service, etc.) at the cost of
increasing the number of routing variables and constraints, but it needs addi-
tional variables to manage the no ordered case (see A). This is due to the fact
that the routing part and the location part are directly connected by the notion
of sub-path, and new variables are needed to decouple them and generalize the
model. Instead, PR model can be simply generalized to deal with any imposed
order (full, partial, none). In fact, variables 7 can be used, together with addi-
tional constraints, to impose a given full or partial order of the services along
the demand path (see [6]).

4.1 Relation between the two formulations

In this section we show that the SP formulation produces a continuous relax-
ation bound that is always not worse than the one produced by PR. The feasible
region of SP can be partitioned into two subsets: in the first subset no isolated
cycles exist while in the second one isolated cycles are present, but they cannot
host a service (see Remark 4.1). Any solution of the second subset has an equiv-
alent in the first one (see Proposition 4.2) and we prove that any solution of
the first subset can be mapped into a solution of PR (see Theorem 4.1). Thus
a solution of SP either is feasible also for PR or is equivalent to one that is.
Instead, there exist solutions of PR that are not feasible for SP and for which
the bound provided by SP is strictly better than the one provided by PR (see
Proposition 4.3).

For any demand k, the flow in a feasible continuous solution can be divided
into flow on simple paths and flow on cycles. Let us denote with Py the set of
simple paths and with Cj the set of cycles. We can distinguish between two
type of cycles (see Figure 1): cycles sharing some nodes with a simple path
(Figure 1la) and isolated cycles (Figure 1b).

Remark 4.1. SP forbids demands to be served, even partially, by a VNF instance
installed on an isolated cycle®. For example, let us consider an isolated cycle
of two nodes A and B such that the demand is partially served by a node

SInstead accepts solutions with an isolated cycle and a partial service installed on it, but
routing variable values (on the cycle) cannot be greater than m‘%\‘l\’l (where m is the length

of the cycle) due to the isolated loop elimination constraints (13).

11



(a) Cycle sharing nodes with a simple path (b) Isolated cycle

Figure 1: Examples of cycle sharing nodes and of isolated cycle

A (2% = a,a < 1). Summing up flow balancing constraints (7) leads to an
inconsistency 0 = —« (analogously for subpath 2).

As a consequence, only three cases occur:

Remark 4.2. Consider a feasible solution of the continuous relaxation of SP
(x',22,y,2), a demand k and a cycle induced by such solution. Let us denote
with NN, the set of nodes of the cycle ¢ that are not shared with any simple path:
N.={i€c:V¥pe P, i¢gp}. Due to flow balance constraints (7)-(8), we have
only three possible cases for all nodes belonging to N.:

1. if a (partial) service instance is located in any of the nodes belonging to
N, the cycle is induced by variables of both semi-paths, and x#! = z%2

2. if no service is located on any node belonging to N, then

2.1) the cycle is induced by only one type of semi-path variables

2.2) the cycle can be decomposed in two super-imposed cycles, each of
them generated by only one type of semi-path variables.

Thus we can observe that:

Proposition 4.1. Let us consider a feasible solution (z',22,y,2), a demand k

and the path-cycle decomposition { Py, Cj} of its routing. Let us suppose that
a cycle ¢ € O}, exists that shares at least one node with a simple path p € Pj.
If a (partial) service is located on a node belonging to the cycle ¢ € Cj, but
not to the path p , the routing variables inducing the path and the cycle are
fractional and their value is less than or equal to 3, due to constraints (7)-(8)
and (9)-(10).

Proposition 4.2. Any solution such that no service instance is installed on a
node belonging to a cycle but not to a simple path can be transformed in an
equivalent solution (in term of cost, location and assignment) removing the
cycles without service instances installed and the corresponding flow from the
routing.

Theorem 4.1. Any solution of the continuous relaxation of SP such that no
service instance is installed on a node belonging to a cycle but not to a simple
path can be mapped into an equivalent solution of PR in terms of routing,
location and assignment and therefore cost.

12



Proof. Opening variables y; and assignment variables z{% the objective function
and constraints (2), (3) and (4) are common to both formulations. SP routing
variables can be easily mapped into PR ones as follows:

Thanks to constraints (9) and (10) the mapping guarantees also that xfj € [0,1].
Further, link capacity constraints of SP (5) imply the link capacity constraint of
PR (6). Routing constraints of the SP formulation imply the routing constraints
for the PR formulation. In fact, by summing equations (7)-(8) and using the
mapping (14), we obtain constraints (11).

Now we show that SP routing constraints for the semi-path (7) imply routing-Jj
location connecting constraints of PR (12).
Let us consider the case i € N, i # o:

k1 El _ k
E Lij — E Lip = —%
J:(i,4)€A J:(4,1)€A
reordering terms, we obtain:
Z k1 ko Z k1
Ty + z; = Tj;
Ji(i,j)€A J:(Gi)eA

k1 .
As D ji.)eA Tij > 0, we can derive:
k k1
zp = E Tji
J:(Gi)eA

Adding. Zj:(;,j)eA xsz at the right side, as this term is always not negative, the
inequality still holds:
Ao Y e
J:(J4)EA
Then, using the routing variables mapping (14), we verify constraint (12):

Ji(Ji)EA

Finally, suitable values for 7 variables must be derived. Let us consider a
demand k and its routing. We can build an induced graph as follows:

G*(Ny, Ay)

where (i,7) € Ay if xfjl + x?f > 0and Ip € P : (i,j) € p, i.e. the arc
belongs at least to one simple path. A node i belongs to Ny if there exists an
arc ((2,7) or (j,7)) in Ag. For any arc (i,5) € G* we define the following cost
Cij = xfjl + xff = xfj

As G* does not contain arcs that belong only to cycles in C*, the obtained
graph is acyclic, thus we can define Wf as the longest path from node oy, to node

J:
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Such values obviously satisfy constraints (13) for the nodes belonging to the
path.

The nodes that belong to a cycle and to a simple path (nodes from [ to m
in Figure 2) have already been assigned a suitable value m. We now need to
determine a value of 7 for the nodes on the cycle N that have been removed.

Figure 2: An example of a cycle sharing some nodes with a simple path

Let us consider the two nodes [ and m, corresponding to the smallest (7))
and largest (X)) value of variables 7 on the cycle N, respectively. For all the
nodes i € N., we impose:

ok T + 7}
! 2

Now, we prove that such values of 7 always satisfy constraints (13).
We can observe that x;; < 1 in any feasible solution, therefore the values of 7
are bounded by |N| — 1. As for the arcs in A\ A*, we have two cases.

(15)

1. Arcs whose endpoints both belong to the cycle but not the path (thus
both endpoints are labelled according to equation (15)).
Due to property 4.1, we can infer that for any arc belonging to the cycle

but not the path, we have xfj < % Therefore, the term:

x?j —|N| (11— fffg)

is always non positive as |[N| > 2. Therefore for any two nodes in the
cycle, as they have the same value of 7, the constraint is valid.

2. Arcs with one endpoint belonging to the cycle and the other one belonging
both to the path and to the cycle, i.e. with one extreme in [ or m.
Let consider the arc of the cycle entering node I: (i,1) (see Figure 2), we
need to prove that:

>+ — N1 - ), (16)
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Let us denote with n the number of arcs in the path between node [ and
node m (n < |[N|—1), and with § <1 the value of the associated routing
variable on the path, then we have that:

k= xF 4 Bn
and we obtain:
k k Nl =1
Wf:ﬂm;-m:mk+%§mk+(| ‘2 )

Thus, denoting with v the right-hand side of equation (16), we get:

Nl -1
b+ 2Dt v - ah)

and, rearranging the terms,:
k .
vEm |\ Ta g (INT+1)

(see Proposition 4.1):

and using xfl < %

A similar argument can be used to prove that the constraint is valid for
the link belonging to the cycle and exiting the other extreme node m.

We now prove that the bound provided by PR is not better than the one
of SP, by showing an instance in which the bound provided by SP is stricter
than the one provided by PR. Further, we present three features that make a
solution unfeasible for the SP continuous relaxation but are acceptable for the
PR continuous relaxation.

Proposition 4.3. The bound provided by PR is not better than the one provided
by SP.

Proof. Let us consider the symmetric graph in Figure 3a (in the following figures,
each pair of the symmetric arcs is represented by the corresponding edge). The
services are uncapacitated, and the link capacity is 5. There are 4 demands,
whose characteristics are listed in Table 3b. The continuous relaxation provided
by SP is equal to 2, while the continuous relaxation provided by PR is 1, for
any value of the demands ks and k4 in (0, 5].

We report the details of the solution of SP formulation in Table 2 and Fig-
ure 4, while the details of the solution of PR in Figure 5 and Table 3: the
assignment of service to nodes is reported in bold in the tables and in gray in

15



k | o — tg dp.

1 4 —3 5

2 5—2 5

3 3—=1 | Vd; € (0,5

4| 4—6 | Vdye(0,5]
(a) Topology and demands distribution. (b) Demands.

Figure 3: The SP relaxation bound is strictly better than the one of PR: a
numerical example

| demand | paths | fp [ node (i) =F |
| k[ p':4—55—52-53[1 ] 4 1]
| k [p’:5—>4-53—-2[1] 4 1]
ks |77 81 (1] 3 1|
| ks [p':4-6 [ 1] 4 1]
Installed services
ys=1 =1

Table 2: Routing and assignment/location in the continuous relaxation of SP

the figures. As for the SP formulation, one service is located on node 4 and one
on node 3. Demands k1, k2 and k4 are served by the service located on node 4,
while demand k3 is served by the service located on node 3. As for the solution
of PR, half service is installed on node 4 and the other half on node 5; each

demand uses both services.
[ |

The difference between the two bounds is due to the fact that in the contin-
uous relaxation of the PR formulation some routing solutions are feasible, while
they are not for the SP formulation, because of the direct coupling of assign-
ment and routing determined by constraints (7)-(8) present in SP. Indeed, the
example above is a representative of a family of solutions that are feasible for
PR but not for SP:

Remark 4.3. A solution where a source-destination path does not pass through
any service node (see path p; for demand ks in 4.3) and an isolated loop hosts
a (partial) service (see path po for demand k3 in 4.3) is feasible for PR but not
for SP.

Such solutions may be profitable when the capacity of a cut is small and some
demands cannot reach the services installed on the other side of the cut itself:

16



(c) Routing of demand k3. (d) Routing of demand k4.

Figure 4: The routing provided by the continuous relaxation of SP

using a service on an isolated cycle is then the best option for PR. In the example
described in Table 3b demands k; and ks saturate the cut {4,5,6},{1,2,3}
forcing SP to install a service in each side of the cut to serve also demands k3
and k4. Instead, PR does not open two services, thus providing a weaker bound.
The bound provided by SP is stricter even if the amount of flow of demands
k1 and/or ko decreases and thus the cut is not fully saturated, as long as the
residual capacity on the cut {4,5,6},{1,2,3} is not enough to allow the full
demand k3 to pass through it and back (or symmetrically demand k4 for the
reversed cut). A feasible solution is then selected by PR as described in Figure 6,
where the demand is half routed (z = 0.5) on the path and is completely served
by partially using the two services located in node ¢ and j. Such solution is
instead unfeasible for SP”, as proved by the following proposition.

Proposition 4.4. Let us consider a feasible solution for the continuous relaxation
of SP formulation where a fraction of a demand k is routed on a path p;. Let us
consider the services located along this path and the corresponding assignment

variables 2¥, and suppose that such services are not used by demand k along

"The larger the fraction of demand k3 that can pass the cut, the smaller the gap between
the two continuous relaxation bounds.

17



| demand | paths | fp | node (i) =zF |

K p1:4—3 0.5 4 0.5
pr:4d—5—-2—-3105 5 0.5
ko pL:5—2 0.5 5 0.5
p2:b—>4—-3—>2|05 4 0.5
ks pr:3—1 1 . - -
p2:5—4—5 0.5 5 0:5
ks p1:4—6 1 4 0.5
p2:5H—6—=5 0.5 5 0.5
Installed services
Yq = 0.5 Ys = 0.5

Table 3: Routing and assignment/location solution in the continuous relaxation
of PR

other paths. Then:

D S (17)

1€pyi=succ(Im)

where with succ(lm) we represent all the nodes that appear in the path pg not
before arc (I,m) (node m is considered belonging to succ(im)).

Proof. This property is a direct consequence of the modified flow balancing
constraints (7)-(8). See Figure 7 for a schematic illustration of this property. W

4.1.1 Impact of the biconnected components

Network topology has an impact on the quality of the bounds produced by the
two formulations. In fact, the SP formulation can produce a tighter bound in
presence of biconnected components, even in the uncapacitated case, due to the
simple path assumption.

Let us consider the graph in Figure 8a, and a set of three demands described
in Table 8b. Service and link capacities are unbounded. The graph contains
two articulation points (nodes 3 and 6) and 3 biconnected components:

BCI = {17273}7 BCQ = {3347576}7 BCS = {Ga 778}

The continuous relaxation bound obtained by the SP formulation for this
instance is %, the one obtained by the PR formulation is the trivial bound 1.
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p1

~— b2
(a) Routing of demand k1 Routlng of demand k-
D1 e
O p?\ ONO
(c¢) Routing of demand k3 (d) Routing of demand ky4

Figure 5: The routing solution of continuous relaxation of the PR

Figure 6: Example of unfeasible flow acceptable for PR

In Table 4, a solution® for the SP formulation is reported. For each path, the
node where the (partially) used service is located is reported in bold. Partial
services are installed on nodes 2,5 and 8. Half for nodes 2 and 8 and one third
for node 5. Demand k; (k3, respectively) is served by the half service installed on
node 2 belonging to its connected component BC (node 8 in BCj5 respectively)
and by half service installed on node 8 in connected component BC3( node 2
in BC1, respectively). Demand ks is split on three paths, and each of them is
served by a (partial) service in a different connected component.

8For both formulations several equivalent solutions exist, both for location and routing. For
the sake of clarity, we chose to show a “compact” solution for both formulations privileging
symmetric, less fractional solutions, with short routings and a reduced number of isolated
cycles.
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oM M ot ot

Zi =« zj =3
(a) flow balance on node ¢ (b) flow balance on node j
t=6+a+p 2t =46

,/"“‘~~®\\\\\T1:64_?/’/@"“‘\\\

(c) resulting feasible values for 2"

Figure 7: Relation between routing and assignment variables in the SP formu-
lation

demand | paths | fraction f, | node (i) zF |
i plil1—2 0.5 2 0.5

! py:i1—-3—-56—>8—>6—>3—>2 0.5 8 0.5
24> 5 1/3 5 1/3

ko p3:4—-3—-52-3—-56—5 1/3 2 1/3
p3:4—-3—>56—>8—-6—5 1/3 8 1/3

. P78 05 8 05

3 PrT 562352253568 0.5 2 0.5

Installed services
y2:0.5 y5:1/3 318:0-5

Table 4: Routing and assignment/location in the continuous relaxation of SP
for the biconnected components case example

In Table 5 a solution for the PR formulation is reported. Each demand is
routed on the direct arc connecting its origin to its destination, thus satisfying
the flow balance constraints (11). To reach the service, both demand ks and
ks use two isolated cycles each in the connected component BCy. It is worth
to notice that a single cycle would not be enough to satisfy both the coher-
ence constraints (12) and the TSP-like cycle elimination constraints (13) (only
fractional solutions can have cycles).
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k| op — tr | di
1 1—2 1
@ (5) 2| 455 |1
ko 3| 7—8 1
(a) Topology and demands distribution. (b) Demands.

Figure 8: The SP relaxation bound is strictly better than the one of PR: a
numerical example with biconnected components

| demand | paths | fraction f, | node (i) zF |
| ki [p':i1-2 \ 1 \ 1 1]
Pl o3o1 0.5 1 05
ko ps:l—2—1 0.5 1 0.5
piid—5 1 -
pi:l—3—1 0.5 1 0.5
ks P31l —=2—1 0.5 1 0.5
Pii7T 8 1 -
Installed services
y1=1

Table 5: Routing and assignment/location in the continuous relaxation of PR
for the biconnected components case example

4.2 Valid inequalities

In this section, we describe some valid inequalities.

We can rewrite the service capacity constraint (4): the total demand that
can be served by the service located on the node ¢ is limited not only by the
service capacity, but also by the overall capacity of links that are incoming in
the node (except for the demands served in the origin node ). A similar remark
holds for the outgoing links capacity. We can calculate the maximal demand
that can be served by a node as follow:

¢; = min ¢ ¢, max Z u 4+ Z dy, Z u -+ Z dp (18)

(i,)€A keD:tp=i (4,5)€A keD:op=1
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Therefore, constraint (4) can be replaced by:
S di2f < qVieN (19)
keD

Both constraints (4) and constraints (19) can be strengthened using the service
location variable y, obtaining:

dezfgqineN (20)
keD

and
de < gy vVienN (21)
keD

respectively.

When the capacity of a single VNF instance is not large enough to serve all
the demands, a bound on the number of needed VNF instances can be calculated
and introduced in a VI:

Sy > [Z“Ddﬂ (22)

Additionally, VIs inspired by cover inequalities can be added. As preliminary
tests showed that adding all cover inequalities was not effective, we decide to
select only the maz-minimal cover. We define the max-minimal cover C; with
respect to the service capacity as the minimal cover, i.e.

L d ZkEC1 dk >q

e (1 \ k is not a cover for any k € C
such that |C] is maximal among all possible covers, namely the maximum
number of demands that can be served by one service. We can find C as
follows: we order the set of demands in increasing order of bandwidth, and then

select them until the total capacity is reached. Let us call M; = |Cy| — 1, then
we introduce the following:

d b < MvieN (23)
keD

We can define in the same way a maxz-minimal cover Cy for link utilization,
changing the total demand condition as follows Zk602 dy, > u. Thus, if we call
My = |Cy] — 1, we get the following VIs:

For PR:

doal < My V(i,j)€ A (24)
keD
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For SP:

STl +ak?) < My V(i j)eA (25)
keD

5 Computational Results

We tested the two formulations and the proposed valid inequalities on 16 net-
works (with minimum 10 nodes and maximum 28 nodes) from the SNDLib ([2]).
The topologies and the traffic demands (i.e., source, destination, amount of flow)
are taken directly from SNDLib. Different capacity profiles were generated to
analyze the impact of the VNF and link capacity. As for the links, two levels
of capacity have been generated: low and high. The high capacity is such that
all the demands can be routed on a single link, thus leading to uncapacitated
link instances. The low capacity is computed as the minimum capacity such
that a feasible routing exists, neglecting the services. As for the services, three
levels of capacity are considered: low, medium and high. The high capacity is
computed so as to guarantee that all the demands can be served by a single
VNF (i.e., the VNF capacity is equal to the sum of the demand amount). Low
VNF capacity is twice the total amount of the demands divided by the number
of nodes, that is, we need to install a VNF in at least half of the nodes (for
lower values many instances were not feasible). Medium capacity is the average
between high and low. The obtained 96 instances are summarized in Table 6,
where each row refers to a network topology. Columns two to four report the
network features from SNDLib (number of nodes, number of links and number
of demands). Column five gives the sum of the demand amount based on the
SNDLib values. Such value is also the high capacity value both for links and
VNFs. The last three columns give the values of capacity of VNFs and links:
the first two report the medium and low capacity values for the VNF's and the
last one reports the low capacity value for the links. In the following, we denote
with h, m and [ the high, medium and low capacity level respectively.

Models are implemented with AMPL and instances are solved with IBM
ILOG CPLEX 12.7.1.0 on an Intel Xeon, CPU E5-1620 v2 (4 cores), 3.7 GHz
with 32 GB of RAM. A time limit of 3600s and a tree memory limit of 3000
MB are set.

First we present the results of continuous relaxation (Section 5.1), then we
report about the integer problem (Section 5.2).

5.1 Continuous Relaxation Results

We first compare the results of the two formulations on the continuous relax-
ation, then we evaluate the impact of the valid inequalities described in Sec-
tion 4.

Summarized results on the continuous relaxations of the two formulations
are reported in Table 7. The instances are grouped based on the capacity levels
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Data from SNDLib Capacity

d Service Link
Network INTILE] 1D (EgﬁDcaS) medium low low
abilene 12 | 15 | 132 3000002 | 1750001 | 500000 | 829282
atlanta 15 | 22 | 210 136726 77478 | 18230 | 19404
dfn-bwin 10 | 45 90 548388 | 329032 | 109677 | 55916
di-yuan 11 | 42 22 53 31 9 )
france 25 | 45 | 300 99830 53908 7986 9413
geant 22 | 36 | 462 2999992 | 1636359 | 272726 | 359868
janos-us 26 | 42 | 650 80000 43076 6153 7624
newyork 16 | 49 | 240 1774 997 221 66
nobel-eu 28 | 41 | 378 1898 1016 135 214
nobel-germany | 17 | 26 | 121 660 368 77 74
nobel-us 14 | 21 91 5420 3097 774 486
norway 27 | 51 | 702 5348 2872 396 358
pdh 11 | 34 24 4621 2730 840 384
polska 12 | 18 66 9943 5800 1657 995
sun 27 | 51 67 476 255 35 53
tal 24 | 51 | 396 | 10127249 | 5485593 | 843937 | 819678

Table 6: Instance details

and aggregated values over the 16 topologies are reported. As we proved in
Section 3, the SP formulation produces a bound that is never worse than the
PR formulation, therefore, (in the first group of columns) we report about the
improvement obtained by the SP continuous relaxation upon the PR one. In the
second column the number of instances where SP obtains a better bound than
PR is given. The third and fourth columns report the average and maximum
percentage of the improvement, calculated as 100% %, where C'Rgp
and C'R denote the continuous relaxation of SP and , respectively. The average
value is computed based on the instances where SP improves upon PR. The
last four columns report the average and the maximum computational times
(in seconds) for the two formulations. The best average computational time is
reported in bold.

As expected by the theoretical results, SP formulation always provides a
continuous relaxation bound that is better than or equal to the one provided
by PR. When the link capacity is high SP improves upon PR just in one or
two instances, but the improvement in the bound can be quite significant (up
to around 150% for the {_h case) and the average and maximum computational
times are smaller (at least one third less). When link capacity is low, the
number of instances where the SP formulation produces a better bound increases
greatly (11-12 cases over 16) and the average and maximum improvement is
more significant (up to 350%). The improvement is obtained at the price of a
longer computational time, and SP cannot find a feasible solution within the
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time limit (3600s) for one instance, norway [_l, while PR does.

Improvement Computational times (s)

cap SP vs. PR SP PR
# avg max avg max avg max
h_h 1 100.00  100.00 0.77 4.13 5.23 46.79
hl 12 143.00 349.38 | 136.67 1502.60 83.13 698.42
m_h 2 62.00 100.00 1.35 7.89 7.24 61.48
ml | 12 143.00 349.38 | 116.32 1240.33 96.27 513.98
I_.h 2 109.7 152.66 | 10.41 52.35 29.42  134.35
11 11 131.92 270.54 | 138.41 1153.76 | 111.91 875.50

Table 7: Comparison between the continuous relaxations

We run tests on the valid inequalities introduced in Section 4. In Table 8,
we report summarized qualitative results. In the first column we report the
equation corresponding to the VI. Constraints (21) are enhanced versions of the
VNF capacity constraint, so they replace the VNF capacity constraint (4). In
the second and the third columns the change obtained by adding the VI, in
terms of bound and computational time, is qualitatively described.

VI Bound Runtime
Eq.(21) almost always better | almost always increased
Eq (22) almost always better | almost always decreased
Eq.(23) always unchanged unchanged /increased
( 4) () always unchanged unchanged /increased
Eq. (25) (SP) always unchanged | almost always unch./decr.

Table 8: Adding valid inequalities to continuous relaxation: qualitative behavior

In the following, we discuss in detail the most effective valid inequalities
in terms of bound improvement and/or computational time reduction, i.e. the
enhanced capacity equation (21) (in the following VI1) and the lower bound
on the minimum number of VNFs: equation (22) (in the following VI2). We
consider them singularly and together (VI1+42).

We compare the continuous relaxation bound obtained by the two formu-
lations with the best upper bound known to evaluate its overall quality. The
comparison is reported in Table 9. Results are reported in aggregated form,
grouping instances based on the capacity level, for the case with noVI, and with
VI1, VI2 and VI142. For each case, three columns are reported: the number of
instances where the continuous relaxation bound is equal to the best UB and the
average and maximum gap for the cases where they are not equal (calculated as
best-UB—CR.LB) ' No integer solution can be found for the instance norway 1.1,

best_-UB
therefore in this case we cannot calculate any gap with the best UB case. By
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the way, SP cannot even find a CR value for such instance: indeed the instance
has the greatest number of demands, thus suggesting that SP may experience
some issues with the increasing number of demands.

SP continuous relaxation is equal to the best upper bound in all the un-
capacitated instances (h_-h). continuous relaxation is equal to the best upper
bound in all the h_h instances but one, france, where an articulation point is
present. In this case, as we proved in Section 4.1.1, is weaker than SP. We can
infer that for the uncapacitated case, we cannot expect an improvement in terms
of bound from the VIs, and the only possible improvement can be in terms of
computational time, if any.

Adding VI1 does not increase the number of cases where the CR bound
is equal to the best UB, but reduces in general the gap for the cases where
they are not equal. Adding VI2 provides a larger impact both for the SP and
formulation. This is not surprising, since VI2 imposes a lower bound on the
number of installed VNFs, that is also a lower bound on the objective function
and in the high capacity link case such bound is often tight. Combining VI1
and VI2 reduces a little more the gap for the cases where the CR bound and
the best UB do not coincide.
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Continuous relaxation bound for the SP formulation
noVlI VIl VI2 VI1i42
cap | # gap # gap # gap # gap
opt | avg max | opt | avg max | opt | avg max avg max
hh| 16 - - 16 - - 16 - - 16 - -
h.l 21 35.35 50.00 2133.21 48.93 2135.35 50.00| 2]33.21 48.93
m_h 1| 49.2 50.00 1[10.94 16.67| 16 - - 16 - -
m_| 01]37.79 50.00 01]20.01 42.79 7| 28.9 45.03| 7|28.53 42.79
l.h 0| 87.57 93.33 0| 8.08 16.67| 16 - - 16 - -
11 0]78.96 91.67 0| 837 16.67| 15 - - 15 - -
Continuous relaxation bound for the formulation
noVlI VI1 VI2 VI1+2
cap | # gap # gap # gap # gap
opt | avg max | opt | avg max | opt | avg max avg max
h.h | 15]50.00 50.00| 15 |50.00 50.00 | 15| 50.00 50.00 |15 |50.00 50.00
hl 2161.82 80.00 2149.19 60.60 2161.82 80.00| 21{49.19 60.60
m_h 0] 50.00 50.00 0]10.72 16.67| 16 - - 16 - -
m_] 0] 60.00 80.00 02771 59.54 7143.33 60.00| 7|42.81 59.54
I.h 01]88.90 93.33 0| 8.08 16.67| 16 - - 16 -
11 0] 88.67 93.33 0| 837 16.67| 15 - - 15 -

Table 9: Comparison of the CR bound with respect of the best UB

Table 10 shows the average computational times for the SP and the formu-
lations with and without the addition of VIs. The smallest computational time
for each capacity case is reported in bold. The VI2 in general provides very
good computational times, with few exceptions. Instead, VI1 always increases
the computational times of both formulations, without improving the bound
(which already coincides with the integer optimal solution).

Finally, we compare the CR, of SP and when VIs are added. Figure 9 reports
the percentage difference between the two continuous relaxation bounds for

CR —CR
each VI (calculated as 100% = %) As expected VI2 reduces the
VI,

difference between the two continuous relaxations only when the service capacity
is medium or low, while it provides the naive bound (at least one service) when
the service capacity is high. If the service capacity is medium and low, adding
VIs reduces the difference between the continuous relaxations. We can observe
that adding VIs reduces the computational time of while improving its bound,
which is then similar to the SP one.
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Computational times for the SP formulation continuous relaxation
cap noVlI VIl VI2 VI1+42
avg max avg max avg max avg max
h_h 0.77 4.13 0.85 4.64 4.35  26.02 74 78.91
hl1 | 136.67 1502.6 | 137.83  1603.9 | 73.04 792.81 | 106.95 1268.05
m_h 1.35 7.89 | 20.62  130.63 5.03  36.63 7.16 56.01
m.l | 116.32 1240.33 | 140.31 1555.4 64.9 759.71 76.57 805.44
l.Lh | 1041 52.35 | 39.13  278.51 3.37 31.44 2.86 19.66
11| 354.69 3598.88 | 71.92 597.26 | 6.55  75.62 7.82 78.92
Computational times for the formulation continuous relaxation
cap noVlI VIl VI2 VI1+4+2
avg max avg max avg max avg max
h_h 5.23 46.79 9.96 82.29 8.87 85.5 | 12.14 131.3
hl | 83.13 698.42 | 163.46 2002.48 | 66.01 515.51 | 30.68  293.53
m_h 7.24 61.48 43  285.57 | 7.00 51.12 | 18.11  148.33
ml | 96.27  513.98 | 143.75  2008.5 | 33.88 273.42 | 108.31 1125.63
l.Lh | 2942  134.35 | 39.46 297.89 | 0.79 4.08 1.19 10.46
11| 111.91 875.5 | 61.92  483.14 6.54  72.25 5.6 60.22

Table 10: Computational time with and without VIs for SP and formulations

5.2 ILP results

Let us now compare the behavior of the two formulations when solving the
integer problem. In Figures 10a - 10c (and respectively Figures 10b - 10d), the
number of optimal and integer feasible solutions found by the SP (respectively
) formulation are reported.

SP performs better than , in fact SP finds the optimal solution when the link
capacity is high. When it is low, SP cannot find the optimal solution for five
instances out of 16 when no Vs are added, but this number improves adding VIs.
The number of feasible solutions is similar to the number of optimal solutions,
indeed if SP can find a feasible solution it can almost always prove its optimality.
When SP cannot prove optimality, the gap is still reasonable (around 27% for
janos_us instance with h_1 and m_1 capacities). Adding VIs increases the number
of feasible solutions that can be found when the link capacity is low.

can find the optimal solution in more than half of the instances for the h_h
case and the 1_h case. For all the other capacity cases, it can solve to optimality
less than half of the instances. The number of feasible solutions found is slightly
higher than the number of optimal solutions.

Adding VIs not always improves the performance, for example in the h_l
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fig/vs_bound_vi_bar.png

Figure 9: Average percentage difference between SP model and model

case the number of optimal (and feasible integer) solutions is reduced. The low
link capacity makes the instances more challenging for both formulations.

In Table 11, computational times (in seconds) are reported. In the first
block, the average times when the optimality is proved are reported, in the
second block the average computational time including the cases where the
time limit (3600s) is reached are summarized. The SP formulation in general
performs better than the formulation, and adding both valid inequalities seems
to produce the best results, reducing in almost all cases the total computational
time.

In Table 12 we report about the UB and the LB of each combination of
formulation and VIs w.r.t. the best known. Each group of columns refers to a
VI case. The following data are reported: in the first column, the number of
cases where the bound is equal to the best known, in the second column, the
number of cases where the bound cannot be found and in the third column,
the average gap with respect to the best known bound (when the gap is not
null). The SP formulation with the VI1+2 shows the best performance among
all possible variants, producing the best bounds (UB and LB) in the largest
number of instances.

5.3 Articulation point based preprocessing

We tested the articulation point preprocessing on 3 network topologies of SNDLibJj
which contain at least one articulation point: france, ta2 and zib54. Instance
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(a) Number of optimal solutions SP. (b) Number of optimal solutions .

fig/sp_feasible_VIbound_ilp.png |fig/vnfpr_feasible_VIbound_ilp.png

(¢) Number of feasible solutions SP. (d) Number of feasible solutions .

Figure 10: Number of optimal and integer feasible solutions found

ta2 (zibb4, respectively) contain 54 nodes, 81 edges and 1501 demands (65, 108
and 1069, respectively). The preprocessing is quite fast (few seconds) and its
addition can improve the continuous relaxation, especially for the formulation
where otherwise often the naive relaxation - one service - is found. As for the
integer problem, its addition reduces almost always the computational time and
allows solving to optimality, despite their big size, instances for which no feasible
solution can be found without preprocessing (ta2 and zib54 for the 1_h capacity
case and the zibb54 for the 1.1 capacity case). Nevertheless, in some capacity
cases (all the h_l and m_l cases) no feasible solution can be found even using
the preprocessing. However, as it needs negligible computational time and is
beneficial for some instances, although not for all, the articulation point based
preprocessing is worth performing.

6 Conclusions

This paper addresses a Virtual Network Function Placement and Routing prob-
lem, where each demand can be routed only through a simple path. The same
service is required by all the demands and the number of needed service instances
is minimized.

We first prove some problem properties:
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Average computational time when optimal integer solution is found
cap SP

noVI VIl VI2 VI1+2 noVI VIl VI2 VI1+2
h_h 2.46 2.54 6.46 6.79| 256.85| 254.23| 442.72| 453.55
hl | 586.58| 615.06| 256.13| 533.93| 481.80| 2386.38| 1156.05| 383.09
m_h| 351.03| 63.77 53.10 10.53| 481.69 21.14 23.04 6.27
m.l| 766.31| 408.06| 270.33| 233.91| 219.88| 458.82| 161.16| 1548.00
I.h | 120.04| 53.77 7.15 5.16 83.08 48.38 13.02 25.30
1.1 | 429.55| 647.06 17.74 10.22| 358.12| 616.65 73.58 | 117.17

Total average computational time considering also timelimit (3600s)
cap SP

noVI VI1 VI2 VI1+2 noVI VI1 VI2 VI1+2
h_h 2.46 2.54 6.46 6.791679.58 | 1681.81| 1919.80| 1928.85
h1l [1528.01(1427.23|1026.41| 1294.09(2936.61 | 3198.52| 3087.09| 3034.33
m_h| 351.03| 63.77 53.10 10.53| 2301.89| 2212.81| 1812.10|1670.79
m_1|1605.13|1396.10| 1243.67|1228.73| 3388.13|2705.17| 2754.96| 2942.03
I.h | 120.04| 53.77 7.15 5.16| 1474.12|1167.35| 1581.80| 1588.63
1.1 [1420.11|1569.64| 445.12| 369.82| 1864.82| 1704.02|1665.86| 1703.43

Table 11: Average computational times (in seconds) for the ILP

the single service case is equivalent to the multiple service one, when the
sequence of services is the same for all the demands and there is no limit

on the number of service instances installed on a node;

- an instance of the service must be installed on the articulation points that
belong to biconnected components with internal demands.

Then two formulations are compared which are inspired by the two main
modeling strategies proposed in the literature. The first modeling strategy (SP)
is based on splitting each demand path into two sub-paths, one connecting the
source with the service, the second one connecting the service with the desti-
nation. The second one () uses arc flow variables and forbids cycles exploiting
node labels. We discuss the relation between the formulations and prove that
SP always provides a better bound than . Valid inequalities are also proposed
and their impact evaluated.

As expected from the theoretical results, computational tests show that
stand alone SP improves upon , which in turn benefits more from the VIs and
seems to suffer less from the increasing number of demands.

We are currently extending and SP formulations to the multi-service and
multi-sequence case.
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SP formulations comparison vs best known UB

noVlI VI1 VI2 VI142
“@P | best none gap | best none gap |best none gap |best none gap
h.h | 16 0 -1 16 0 - 16 0 -1 16 0 -
hl | 11 5 -1 13 3 -1 13 3 -1 13 3 -
m_h| 16 0 -1 16 0 -| 16 0 -| 16 0 -
ml| 11 5 - 13 3 - 12 4 - 13 3 -
ILLh | 16 0 -1 16 0 -| 16 0 -| 16 0 -
11 11 5 -1 11 5 -l 14 2 -1 15 1 -

formulations comparison vs best known UB
cap noVI VI1 VI2 VI1+42

best none gap |best none gap |best none gap |best none gap
hh{ 9 0 7.00( 9 1 4.5 8 2 550 8 2 5.00

hl| 4 10 4.50| 3 11 3.00| 3 12 3.00| 2 11 2.00
mh| 7 7 250 6 7T 233 7 7 5.00| 8 7 9.00
ml| 2 11 1.33] 5 10 1.00| 4 11 4.00| 4 11  1.00
ILh | 9 6 2.00| 9 7 -1 9 6 1.00| 9 6 4.00
11 7 9 -1 6 10 -1 9 7 -1 8 8 -
SP formulations comparison vs best known LB

noVI VI1 VI2 VI1+42
“@P | best none gap | best none gap |best none gap|best none gap
h.h | 16 0 -1 16 0 -1 16 0 -1 16 0 -
hl| 14 0 098] 14 0 054 14 0 047 15 0 1.07
m-h| 16 0 - 16 0 -1 16 0 -1 16 0 -
ml| 13 0 0.62] 13 0 0.11| 15 0 033 15 0 0.01
1Lh | 16 0 - 16 0 -1 16 0 -1 16 0 -
11| 12 1 080| 12 0 0.70| 16 1 -1 16 0 -

formulations comparison vs best known LB

cap noVlI VI1 VI2 VI1l+2

best none gap |best none gap |best none gap |best none gap
hoh| 15 0 1.00]| 15 0 1.00| 15 0 1.00| 15 0 1.00

hl| 6 0 222| 6 0 140| 5 0 211| 4 0 1.26
mh| 8 0 037 9 0 0.15| 16 0 -1 16 0 -
ml| 2 0 131| 6 0 112 7 0 1.57| 7 0 1.29
ILh | 11 0 077] 12 0 071 16 0 -1 16 0 -
11 9 0 070 8 0 0.60| 16 0 -] 16 0 -

Table 12: Comparison of UB and LB found for the different formulations (with
and without VIs) with respect to the best known UB and LB

SP and models apply different modeling strategies to guarantee the simple
path routing of each demand. Indeed, other modeling approaches have been
proposed in the literature to forbid non simple paths, although for different
problems: for instance in [18] a flow based formulation is proposed for the
shortest path problem with negative cost. As future work, the possibility of
applying alternative modeling techniques to the VNF-PRgp is worth analyzing.
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A Extended SP model for multiple services

We now consider to have multiple services and that each demand can ask for
a different number of services among the available ones. We need to introduce
the following notation:

e F: set of VNFs types
e n;: number of services asked by demand k

e VN F’}: indicator parameters, equal to 1 if demand k asks for service of
type f

Furthermore, if the chain order is given, we need to define:

e f¥(s):1.ny — F: integer indicator map, type of service at position s for
demand k, 0 if the service is not requested

Decision variables must be extended accordingly:
e y;r € {0,1} if service f € F is located on node i € N

. sz € {0,1} if demand k € D uses service f € F on node i € N

° xff € {0,1} if arc (¢,j) € A is used by demand k € D, sub-path s €

l.ng +1
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The resulting extended models is:

minz Z Yif

i€N feF
doay =1 VkeD, fe F:VNFk =
1EN
2 < wis VkeD,ieN, feF

YD deal <w Wi, j) € A

keD sel..nip+1

>, day < g VieN, feF

kED:VNFk:1

Z Z 55 = zf’fk(sfl) - Zﬁfk(s) VkeD, i €N, s €2.n
j:(i,5)€A j:(4,4) €A

— ¥ ifi=o

DTS St { Apy Hi=o e e

J:(i,5)€EA j:(ji)EA fk(l) otherwise
-1 ifi=t¢

Z xfjnk-‘rl _ Z x?énk—H _ { i fE(ng) . k Vk € D, ieN

Ji(i,j)EA ji(ji)EA ka(n ) otherwise

YooY k< Vke D,ie N

s€EL.np+11:(j,i) €A

oY < Vk € D,ie N

s€l.nk+1j:(i,j)€A

To extend the model for the case with unordered services, it is necessary
to decouple the sub-paths description and the services assignment to nodes
(originally both represented by variable z). We keep variables z to represent
the location of services, while the new variables w will be used to describe the
flow balance for sub-paths:

- wks € {0,1} if demand k € D uses the s — th service on node i € N

Only the flow balancing constraints are affected by this change:

Z HCZS — Z iC?{S = u;f,sﬂ _ wfxs Vke D, ieN, se€2.ng
J:(ij)eA §:(j,i)EA
1—wk ifi=o ‘
PIRET DY xﬁl{ 0 e VkeD,ie N
Ji(4,5)€A J:(G)eA —w; otherwise
w,""F—1 fi=t _
Z km+1 Z xk np+l { ke h k VkeD,ieN
ji(i,j)€A J:(Gi)EA w; otherwise I

37



and additional consistency constraints must be added to link z and w variables:

Z sz = Z wh* Vke D, ieN

fGF:VNF’;:l s€l.nk+1
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