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A FULL DISCRETISATION OF THE TIME-DEPENDENT BOUSSINESQ

(BUOYANCY) MODEL WITH NONLINEAR VISCOSITY

RIM ALDBAISSY† ‡, FRÉDÉRIC HECHT†, GIHANE MANSOUR‡, AND TONI SAYAH‡

Abstract. In this article, we study the time dependent Boussinesq (buoyancy) model with nonlinear
viscosity depending on the temperature. We propose and analyze first and second order numerical

schemes based on finite element methods. An optimal a priori error estimate is then derived for each

numerical scheme. Numerical experiments are presented that confirm the theoretical accuracy of the
discretization.

Keywords. Boussinesq, Buoyancy, Navier-Stokes equations; heat equation; finite element method; a

priori error estimates.

1. Introduction.

Let Ω be a connected bounded open set in IRd, d = 2 or 3, with a lipschitz-continuous boundary ∂Ω, and
let [0, T̂ ] be an interval of IR. In this work, we study the Boussinesq approximation (buoyancy) where the
viscosity of the fluid ν depends on the temperature. This system can be represented by the Navier-Stokes
equations of an incompressible fluid coupled with the heat equation, where the external body force f and
the viscosity ν depend on the temperature:

∂u

∂t
(x, t) + (u(x, t).∇)u(x, t)− ν(T (x, t))∆u(x, t) +∇p(x, t) = f(x, t, T (x, t)) in Ω× [0, T̂ ],

∂T

∂t
(x, t)− α∆T (x, t) + (u(x, t).∇)T (x, t) = g(x, t) in Ω× [0, T̂ ],

div u(x, t) = 0 in Ω× [0, T̂ ],

u(x, t) = 0 on ∂Ω× [0, T̂ ],

T (x, t) = 0 on ∂Ω× [0, T̂ ],
u(x, 0) = u0 on Ω,
T (x, 0) = T0 on Ω,

(1.1)
here α is the thermal diffusivity and g is a given data function. The unknowns are the velocity u, the
temperature T and the pressure p of the fluid. The function ν is positive and bounded, while the coeffi-
cient α is a positive constant. For the simplicity, the nonlinear system of partial differential equations in
(1.1) is provided by the homogeneous Dirichlet conditions.

Many works have been carried out this system. A similar model of (1.1) but for a given external body
force f (independent of T ) has been studied in [2], by using a spectral discretization. As well, in [3, 6],
the authors study the steady state coupled system of Navier-Stokes and heat equations.

Problem (1.1) is totaly discretized in time and space. We introduce two types of discrete schemes: first
order and second order. For both, we establish a priori error estimates in two dimensions based on the
discrete Gronawll Lemma. In order to confirm the optimality of the discretization and justify the choice
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of this formulation, several numerical experiments where provided.

The outline of the paper is as follows:

• In Section 2, we introduce some notations and functional spaces useful for the studies of the
problem.

• In section 3, we recall and study the variational formulation, the existence and the uniqueness
(for d = 2) of the problem.

• Section 4 is devoted to introduce and study the first order descretization, and perform the a
priori corresponding error analysis for d = 2.

• We introduce a second order discrete scheme in Section 5. We also perform and study the a priori
error analysis for d = 2.

• Some numerical experiments are presented in Section 6.

2. Preliminaries

In this section, we recall the main notion and results which we use later on. We introduce the Sobolev
space

Wm,r(Ω)d =
{
v ∈ Lr(Ω)d; ∂kv ∈ Lr(Ω)d, ∀|k| ≤ m

}
,

where k = {k1, ..., kd} is a vector of non negative integers, such that |k| = k1 + ...+ kd and

∂kv =
∂kv

∂k1x1...∂kdxd
.

This space is equipped with the semi-norm

|v|Wm,r(Ω)d =

 ∑
|k|=m

∫
Ω

|∂kv|rdx

 1
r

,

and is Banach for the norm

‖ v ‖Wm,r(Ω)d=

(
m∑
l=0

∫
Ω

|v|rW l,r(Ω)ddx

) 1
r

.

When r = 2, this space is the Hilbert space Hm(Ω)d. In particular, we consider the following spaces

X = H1
0 (Ω)d =

{
v ∈ H1(Ω)d; v|∂Ω = 0

}
,

Y = H1
0 (Ω)

and its dual H−1(Ω)d.
We shall also introduce

M = L2
0(Ω) =

{
q ∈ L2(Ω);

∫
Ω

q(x)dx = 0

}
.

We define the following scalar product in L2(Ω):

(v, w) =

∫
Ω

v(x)w(x)dx, ∀v, w ∈ L2(Ω).

For the functions that vanish on the boundary, we should recall the Sobolev inequalities:

Lemma 2.1. For any p ≥ 1 when d = 1 or 2, or 1 ≤ p ≤ 2d

d− 2
when d ≥ 3, there exists two positive

constants Sp and S0
p such that

∀v ∈ H1
0 (Ω)d, ‖ v ‖Lp(Ω)d≤ S0

p |v|H1
0 (Ω)d

and
∀v ∈ H1(Ω)d , ‖ v ‖Lp(Ω)d≤ Sp ‖ v ‖H1

0 (Ω)d .

Lemma 2.2. For d = 2, we have the relation

||v||2L4(Ω)2 ≤ 21/2||v||L2(Ω)2 |v|H1
0 (Ω)2 .
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As usual, for handling time-dependent problems, it is convenient to consider functions defined on a time
interval ]a, b[ with values in a separable functional space W equipped with a norm ‖ . ‖W . Then for any
r ≥ 1, we introduce the space

Lr (a, b;W ) =

{
f mesurable sur ]a, b[;

∫ b

a

‖ f(t) ‖rW dt <∞

}
;

equipped with the norm

‖ f ‖Lr(a,b;W )=

(∫ b

a

‖ f(t) ‖rW dt

)1

r
.

If r =∞, then

L∞ (a, b;W ) =

{
f mesurable sur ]a, b[; sup

t∈[a,b]

‖ f(t) ‖W <∞

}
.

Remark 2.3. Lr
(

0, T̂ ;W
)

is a Banach space if W is a Banach space.

In addition, we define Cj
(

0, T̂ ;W
)

as the space of functions Cj in time with values in W . Henceforth,

we suppose the following hypothesis:

Assumption 2.4. We assume that the data f , g et ν verify:

(1) f can be written as follows:

f(x, t, T ) = f0(x, t) + f1(x, T ), (2.1)

where f0 ∈ L2(0, T̂ ;L2(Ω)d) and f1(T ) ∈ L2(Ω)d is c∗f1-lipschitz from IR with values in IRd. In
addition, we suppose that

∀x ∈ Ω,∀ξ ∈ IR, |f1(x, ξ)| ≤ cf1 |ξ|, (2.2)

where cf1 is a positive constant.

(2) g ∈ L2
(

0, T̂ , L2(Ω)
)

,

(3) ν ∈ L∞(Ω) is continuous. Further more, there exists two positive constants ν̂1 and ν̂2 such that,
for any θ ∈ IR

ν̂1 ≤ ν(θ) ≤ ν̂2. (2.3)

Remark 2.5. In the case where f1 denpends on t, x and T , we obtain the same results by also setting
the following condition:
∀x ∈ Ω,∀t ∈ [0, T̂ ],∀ξ ∈ IR, we have ∣∣∣∣∂f1∂t (x, t, ξ)

∣∣∣∣ ≤ c′f1 |ξ| ,
where c

′

f1
is a positive constant.

It is similar to write the linear approximation of the function f .

For sake of simplicity, from now on we consider the Assumption (2.4).

Remark 2.6. Henceforth, we use the following relations:

(1) Let a and b be two real numbers.
(a) For any positive real number ε, we have

ab ≤ 1

2ε
a2 +

1

2
εb2. (2.4)

(b) We also have

(a− b, a) =
1

2
a2 − 1

2
b2 +

1

2
(a− b)2. (2.5)
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(2) For any real numbers an, an−1 and an−2, we have

2
(
3an − 4an−1 + an−2, an

)
= |an|2 + |2an − an−1|2 + |δ2an−1|2 − |an−1|2 − |2an−1 − an−2|2, (2.6)

where δ2an−1 = an − 2an−1 + an−2.

3. Analysis of the continuous problem

We first write down a variational formulation of problem (1.1). Next, we summarize the existence (for
d = 2, 3) and prove the conditional uniqueness (for d = 2) of the solution.

In order to introduce the variational formulation, we define the two following forms:

cu(u,v,w) = ((u∇).v,w), ∀u,v,w ∈ X
and

cT (u, T, r) = ((u∇).T, r), ∀u ∈ X,∀T, r ∈ Y.
Thus, we introduce the corresponding variational problem

Find (u, p) ∈ X ×M, T ∈ Y such that,
d

dt
(u(t),v) + (ν(T (t))∇u(t),∇v)− (p(t),div v) + cu(u(t),u(t),v) = (f(t, T (t)),v) ∀v ∈ X,

d

dt
(T (t), r) + (α∇T (t)∇r) + cT (u(t), T (t), r) = (g(t), r) ∀r ∈ Y,

(div u(t), q) = 0 ∀q ∈M,
u(0) = u0, in Ω,
T (0) = T0 in Ω.

(E)

Theorem 3.1. If the Assumption 2.4 holds, every solution of (E) verifies the bound

‖ u ‖L∞(0,T̂ ;L2(Ω)d) + ‖ u ‖L2(0,T̂ ;H1
0 (Ω)d) + ‖ T ‖L∞(0,T̂ ;L2

0(Ω)) + ‖ T ‖L2(0,T̂ ;H1
0 (Ω))

≤ Ĉ
(
‖ g ‖L2(0,T̂ ;L2(Ω)) + ‖ f0 ‖L2(0,T̂ ;L2(Ω)d) + ‖ u0 ‖L2(Ω)d + ‖ T0 ‖L2(Ω)

) (3.1)

where Ĉ is a positive constant which depends of S0
2 , ν̂1, α and cf1 .

Proof. Let (u, p, T ) be the solution of (E). To prove the bound (3.1), it suffices to choose v = u in the

first equation of problem (E) and use Assumption (2.4), Lemma 2.1 and Relation (2.4) for ε =
2

ν̂1
to get

the bound:

1

2

d

dt
‖ u(t) ‖2L2(Ω)d +

ν̂1

2
|u(t)|2H1

0 (Ω)d ≤
(S0

2)4c2f1
2ν̂1

|T (t)|2H1
0 (Ω) +

(S0
2)2

ν̂1
‖ f0(t) ‖2L2(Ω)d . (3.2)

Next, we integrate with respect to t, between 0 and T̂ , to derive the following bound over u:

1

ν̂1
‖ u ‖L∞(0,T̂ ;L2(Ω)d) + ‖ u ‖2

L2(0,T̂ ;H1
0 (Ω)d) ≤

(S0
2)4c2f1

(ν̂1)2
‖ T ‖2

L2(0,T̂ ;H1
0 (Ω)) +

1

ν̂1
‖ u0 ‖2L2(Ω)d

+
(S0

2)2

ν̂1
‖ f0 ‖2L2(0,T̂ ;L2(Ω)d)

.

(3.3)
Similarly, we take the test function r = T in the second equation of the problem (E). Then we integrate

with respect to t between 0 and T̂ to obtain the inequality:

1

α
‖ T ‖L∞(0,T̂ ;L2(Ω)) + ‖ T ‖2

L2(0,T̂ ;H1
0 (Ω))≤

(
(S0

2)2

α2
+

1

α

)(
‖ g ‖2

L2(0,T̂ ;L2(Ω)) + ‖ T0 ‖2L2(Ω)

)
. (3.4)

Finally, we derive the result from (3.3) and (3.4). �

A similar problem of (1.1) has been studied in [2] and discretized by using the spectral method where
the data f is a given function independent of the heat T (f1 = 0). The authors showed the existence
of the solution by using the Galerkin method and applying the Cauchy-Lipschitz theorem. The proof of
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the existence of the solution of (1.1) can be showed exactly by using the same method even where the
function f depends of the temperature since f is a Lipcshitz-continuous function. Hence the results of
the existence can be summarized in the following theorem.

Theorem 3.2. If the Assumption 2.4 holds, then Problem (E) admits at least one solution

(u, p, T ) ∈ L2
(

0, T̂ ;H1
0 (Ω)d

)
× L2

(
0, T̂ ;L2

0(Ω)
)
× L2

(
0, T̂ ;H1

0 (Ω)
)
.

Since the uniqueness for Navier-Stokes equations remains an open problem in dimension d = 3, we only
consider the case of dimension d = 2 in the following theorem.

Theorem 3.3. Let d = 2 and assume that ν is lipschitz-continuous, with Lipschitz constant ν∗. If
problem (E) admits a solution (u, p, T ) which verifies:

u ∈ Lp(0, T̂ ;W 1,r(Ω)2) where p ≥ 4 and r ≥ 4, then this solution is unique.

Proof. Let (u1, p1, T1) and (u2, p2, T2) be two solutions of problem (E). In order to prove the uniqueness,
we denote by u = u1 − u2, p = p1 − p2 and T = T1 − T2.
It follows from the second equation of (E), by adding and subtracting cT (u2, T1, r) for r = T , the equation∫

Ω

∂T

∂t
(x, t)T (x)dx + α (∇T (x, t),∇T (x)) = −cT (u(t), T1(t), T (t)) .

Then, using Relation (2.2) for ε = 1, Theorem 3.1 and again Relation (2.2), we get

1

2

d

dt
‖ T (t) ‖2L2(Ω) +α|T (t)|2H1

0 (Ω) ≤ 1

2
|T1(t)|H1

0 (Ω)(‖ u(t) ‖2L4(Ω)2 +||T (t)||2L4(Ω))

≤ 1√
2

(
ε1

2
|u(t)|2H1

0 (Ω)2 +
1

2ε1
‖ u(t) ‖2L2(Ω)2 |T1(t)|2H1

0 (Ω))

+
1√
2

(
ε2

2
|T (t)|2H1

0 (Ω) +
1

2ε2
|T1(t)|2H1

0 (Ω)||T (t)||L2(Ω)).

(3.5)

Similarly, we drive from the first equation of (E) that

d

dt
(u(t),u(t)) + (ν(T2(t))∇u(t),∇u(t)) = −cu (u(t),u1(t),u(t))

+ ((ν(T2(t))− ν(T1(t)))∇u1(t),∇u(t)) + (f1(T1(t))− f1(T2(t)),u(t)) .
(3.6)

We set A = ((ν(T2)− ν(T1))∇u1,∇u). As f is c∗f1−lipschitz and ν is bounded, then we obtain the
following inequality:

1

2

d

dt
‖ u(t) ‖2L2(Ω)2 +ν̂1|u(t)|2H1

0 (Ω)2 ≤ |A|+ ||u(t)||2L4(Ω)2 |u1(t)|H1
0 (Ω)2 + c∗f1 ||T (t)||L2(Ω)||u(t)||L2(Ω)2 .

By applying Lemma 2.2 and Relation (2.4), we deduce the relation

1

2

d

dt
‖ u(t) ‖2L2(Ω)2 +ν̂1|u(t)|2H1

0 (Ω)2

≤ |A|+ 1

2
ε3|u(t)|2H1

0 (Ω)2 +
1

2ε3
||u(t)||2L2(Ω)2 |u1(t)|2H1

0 (Ω)2 +
c∗f1
2

(||u(t)||2L2(Ω)2 + ||T (t)||2L2(Ω)).

(3.7)

Since the exact solution u1 ∈ L∞
(

0, T̂ ;W 1,r(Ω)2
)
, r ≥ 4, so we obviously deduce the bound,

|A| ≤ ε4

2
ν∗ ‖ u1(t) ‖W 1,r(Ω)2 |u(t)|2H1

0 (Ω)2 +
1

2ε4
ν∗ ‖ u1(t) ‖W 1,r(Ω)2‖ T (t) ‖2Lr∗ (Ω) .

here r∗ =
2r

r − 2
.

Since r∗ ≤ 4, we obtain by applying Relation (2.4),

|A| ≤ ε4

2
ν∗ ‖ u1(t) ‖W 1,r(Ω)2 |u(t)|2H1

0 (Ω)2 +
1

2ε4
ν∗ ‖ u1(t) ‖W 1,r(Ω)2

(
1√
2ε5

‖ T (t) ‖2L2(Ω)

+
ε5√

2
|T (t)|2H1

0 (Ω)

)
.
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We consider the relations (3.5) and (3.7), choose ε1 =
ν̂1

√
2

3
, ε2 =

α

4
√

2
, ε3 =

ν̂1

3
,

ε4 =
ν̂1

3ν∗ ‖ u1(t) ‖W 1,r(Ω)2

, and ε5 =
ε4α√

2ν∗ ‖ u1(t) ‖W 1,r(Ω)2

to obtain

1

2

d

dt
(‖ u(t) ‖2L2(Ω)2 +||T (t)||2L2(Ω)) ≤ Ĉ

(
‖ u1(t) ‖4W 1,r(Ω)2 +|T1(t)|2H1

0 (Ω)+1
)
(‖ u(t) ‖2L2(Ω)2 +||T (t)||2L2(Ω)).

We set y(t) = (‖ u(t) ‖2L2(Ω)2 +||T (t)||2L2(Ω)), φ(t) = Ĉ
(
‖ u1(t) ‖4W 1,r(Ω)2 +|T1(t)|2

H1
0 (Ω)

+1
)

and integrate

between 0 and t to obtain y(t) ≤
∫ t

0

φ(s)y(s)ds. By applying Gronwall’s lemma, we obtain y = 0, so

that u = T = 0. Finally, the relation∫
Ω

div (v(x))p(x)dx = 0,∀v ∈ H1
0 (Ω)2

gives p = 0. Then we conclude the proof of the theorem.

4. First order discretization

In this section, we propose first order time and space discretizations of the problem (E) in order to prove
an a priori error estimation. First we use the semi-implicit Euler method for the time discretization and
the finite element method for the space discretization. For the time discretization, we introduce a partition
of the interval [0, T̂ ] into N subintervals [tn−1, tn] of length τ (the time step). For the space discretization,
we suppose that the domain Ω is a polygon (respectively polyhedron) for d = 2 (respectively d = 3).
Let h > 0 be a discretization parameter in space and for each h, let Th be a corresponding regular (or
non-degenerate) family of triangles (respectively tetrahedra) for d = 2 (respectively for d = 3), in the
usual sense that:

• Ω̄ is the union of all elements of Th;
• the intersection of two different elements of Th, if not empty, is a vertex or a whole edge (or a

whole face of both of them for d = 3);
• the ratio of the diameter of an element κ in Th to the diameter of its inscribed sphere is bounded

by a constant independent of h.

In what follows, c, c′, C, C ′, c1, . . . stand for generic constants which may vary from line to line but are
always independent of h and τ .
Let Xh ⊂ X and Mh ⊂ M be a “stable” pair of finite-element spaces for discretizing the velocity u and
the pressure p, stable in the sense that it satisfies a uniform discrete inf-sup condition: there exists a
constant β? ≥ 0, independent of h, such that

∀qh ∈Mh, sup
vh∈Xh

1

|vh|H1(Ω)d

∫
Ω

qh divvhdx ≥ β? ‖ qh ‖L2(Ω) . (4.1)

Let IPκ denote the space of polynomials with total degree less than or equal to κ. We choose for the
“mini-element” (see D. Arnold, F. Brezzi and M. Fortin in [4]), where in each element κ, the pressure
p is a polynomial of IP1 and each component of the velocity is the sum of a polynomial of IP1 and a
“bubble” function bκ (for each element κ, the bubble function is equal to the product of the barycentric
coordinates associated with the vertices of κ).

We introduce the following finite-element space

Zh =
{
qh ∈ C0(Ω); ∀κ ∈ Th, qh|κ ∈ P1

}
,

where h denotes the maximal diameter of the elements of Th.
Therefore, the finite-element spaces for the velocity and the pressure are :

Xh =
{
vh ∈ C0(Ω)d; ∀κ ∈ Th, vh|κ ∈ P(κ),vh|∂Ω

= 0
}
, (4.2)

Mh =

{
qh ∈ Zh,

∫
Ω

qhdx = 0

}
, (4.3)
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where
P(κ) = [P1 ⊕ Span(bκ)]d. (4.4)

Furthermore, the finite element space for the temperature is

Yh =
{
θh ∈ Zh, θh|∂Ω

= 0
}
. (4.5)

There exists an approximation operator Ph ∈ L(H1
0 (Ω)d;Xh) such that (see V. Girault and P.-A. Raviart

in [7]):

∀v ∈ H1
0 (Ω)d, ∀qh ∈Mh,

∫
Ω

qh div(Ph(v)− v)dx = 0, (4.6)

and for k = 0 or 1,

∀v ∈ [H1+k(Ω) ∩H1
0 (Ω)]d, ‖ Ph(v)− v ‖L2(Ω)d ≤ C1h

1+k|v|H1+k(Ω)d , (4.7)

and forall r ≥ 2, k = 0 or 1,

∀v ∈ [W 1+k,r(Ω) ∩H1
0 (Ω)]d, |Ph(v)− v|W 1,r(Ω)d ≤ C2h

k|v|W 1+k,r(Ω)d . (4.8)

In addition, there exists an approximation operator (when d = 2, see Bernardi and Girault [5] or
Clément [9]; when d = 2 or d = 3, see Scott and Zhang [12]), Rh in L(W 1,p(Ω);Zh) and in L(W 1,p(Ω) ∩
H1

0 (Ω);Yh) such that for m = 0, 1, l = 0, 1, and all p ≥ 2,

∀S ∈W l+1,p(Ω), |S −Rh(S)|Wm,p(Ω) ≤ C3 h
l+1−m|S|W l+1,p(Ω), (4.9)

Regarding the pressure, an easy modification of Rh yields an operator rh in L(H1(Ω);Zh) and in
L(H1(Ω) ∩ L2

0(Ω);Mh) (see for instance Abboud, Girault and Sayah [1]), satisfying (4.9). In order
to introduce the discrete scheme, we define the following forms: for all uh,vh,wh ∈ Xh, and Th, rh ∈ Yh

du(uh,vh,wh) = cu(uh,vh,wh) +
1

2
(div(uh) vh,wh),

dT (uh, Th, rh) = cT (uh, Th, rh) +
1

2
(div(uh) Th, rh).

(4.10)

The first discrete problem corresponding to (E) is:
for every n ∈ {1, ..., N}, knowing un−1

h ∈ Xh, T
n−1
h ∈ Yh, we compute unh ∈ Xh, p

n
h ∈ Mh, T

n
h ∈ Yh such

that for all vh ∈ Xh, rh ∈ Yh and qh ∈Mh,

1

τ
(unh − un−1

h ,vh) + (ν(Tn−1
h )∇unh,∇vh)− (pnh,div vh) + du(un−1

h ,unh,vh) =
(
fn(Tn−1

h ),vh
)
,

1

τ
(Tnh − Tn−1

h , rh) + α(∇Tnh ,∇rh) + dT (unh, T
n
h , rh) = (gn, rh) ,

(qh,div unh) = 0,
(Eds1)

where u0
h and T 0

h are the approximations of u0 and T0, gn and fn(Tn−1
h ) are given as

gn =
1

τ

∫ tn

tn−1

g(s)ds,

fn(Tn−1
h ) = fn0 + f1(Tn−1

h ), where fn0 =
1

τ

∫ tn

tn−1

f0(s)ds.

The second discrete problem associated with Problem (E) is the following:
for every n ∈ {1, ..., N}, knowing un−1

h ∈ Xh, T
n−1
h ∈ Yh, we compute unh ∈ Xh, p

n
h ∈ Mh, T

n
h ∈ Yh such

that for all vh ∈ Xh, rh ∈ Yh, qh ∈Mh,

1

τ
(unh − un−1

h ,vh) + (ν(Tn−1
h )∇unh,∇vh)− (pnh,div vh) + cu(un−1

h ,unh,vh) =
(
fn(Tn−1

h ),vh
)
,

1

τ
(Tnh − Tn−1

h , rh) + α(∇Tnh ,∇rh) + cT (unh, T
n
h , rh) = (gn, rh) ,

(qh,div unh) = 0,
(Eds2)

Remark 4.1. For the simplicity of the establishment of the a priori error estimates, we consider from
now on T 0

h = RhT (0) and u0
h = Phu(0).
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Remark 4.2. The difference between the previous numerical schemes (Eds1) and (Eds2) is the trilinear
forms; in the first one they are du and dT and in the second one cu and cT . In both schemes, we compute
(unh, p

n
h) and then, use the computed unh to calculate Tnh . The main differences between the (Eds1) and

(Eds2) are:

(1) (Eds1) contains two supplementary terms provided from the definition of the forms (du, dT ) and
(cu, cT ), so the CPU time of computation of (Eds2) is less than that of (Eds1).

(2) The studies of (Eds1) is more simple than (Eds2) due to the stability relations

du(uh,vh,vh) = dT (uh, Th, Th) = 0, ∀uh,vh ∈ Xh,∀Th ∈ Yh. (4.11)

This last relations aren’t valid for the forms cu and cT .

Remark 4.3. In fact, for the simplicity we shall study in this paper the properties of the first scheme
(Eds1). The results corresponding to the second scheme (Eds2) are obtained by using the same method
but by applying the following bounds (see [8]):

For every uh ∈ Xh,vh ∈ Xh, Th ∈ Yh, there exists two constants Ĉu and ĈT independent of h such that∣∣cu (un−1
h ,uh,uh

)∣∣ ≤ Ĉuh
r ‖ div un−1

h ‖L2(Ω) |uh|2H1(Ω)d (4.12)

and

|cT (unh, Th, Th)| ≤ ĈThr ‖ div unh ‖L2(Ω) |Th|2H1(Ω) (4.13)

where r = 1− ε̂, ε̂ > 0 for d = 2 and r =
1

2
for d = 3.

The relations (4.12) and (4.13) allow to get the existence and uniqueness of the numerical solution of
(Eds2) where the space step h is smaller than a given real positive number h0 (see [8] for details).

Theorem 4.4. (Existence and uniqueness of the solution of (Eds1))
At each time step n, for a given un−1

h ∈ Xh, Tn−1
h ∈ Yh, under the assumption 2.4, Problem (Eds1)

admits a unique solution (unh, p
n
h, T

n
h ) ∈ Xh ×Mh × Yh which verifies, for m = 1, ..., N , the following

bounds

1

2
‖ umh ‖2L2(Ω)2 +

m∑
n=0

ν̂1τ

2
|unh|2H1

0 (Ω)d ≤ C̃d

(
‖ g ‖2

L2(0,T̂ ,L2(Ω))
+ ‖ f0 ‖2L2(0,T̂ ,L2(Ω)d)

+ ‖ T 0
h ‖2L2(Ω) + ‖ u0

h ‖2L2(Ω)d

)
,

(4.14)

1

2
‖ Tmh ‖2L2(Ω) +

m∑
n=0

α

2
τ |Tnh |2H1

0 (Ω) ≤ C̃
′

d

(
‖ g ‖2

L2(0,T̂ ,L2(Ω)) + ‖ T 0
h ‖2L2(Ω)

)
, (4.15)

where C̃d and C̃
′

d are positive constants independent of h and m.

Proof. For un−1
h ∈ Xh, it is clear that the first and third equations of Problem (Eds1) admit a unique

solution (unh, p
n
h) as a consequence of the relation (4.11), the coerciveness of the corresponding bilinear

form on Xh ×Xh and the inf-sup condition (4.1). Thus, knowing unh ∈ Xh and Tn−1
h ∈ Yh, the second

equation of Problem (Eds1) also admits a unique solution Tnh ∈ Yh as a consequence of the relation (4.11)
and the coerciveness of the corresponding bilinear form on Yh × Yh. Therefore, by taking vh = unh in the
first equation and rh = Tnh in the second equation of Problem (Eds1), we get, due to Formulas (2.5) and

(2.4) (for ε =
2

ν̂1
), and Assumption 2.4 :

‖ unh ‖2L2(Ω)d − ‖ u
n−1
h ‖2L2(Ω)d +

ν̂1

2
τ |unh|2H1

0 (Ω)d ≤
(S0

2)2c2f
ν̂1

τ ‖ Tn−1
h ‖2L2(Ω)d +

(S0
2)2

ν̂1
τ ‖ fn0 ‖2L2(Ω)d

and

‖ Tnh ‖2L2(Ω) − ‖ T
n−1
h ‖2L2(Ω) +

α

2
τ |Tnh |2H1(Ω) ≤

(S0
2)2

α
τ ‖ gn ‖2L2(Ω) . (4.16)

We sum over n = 1, . . . ,m and we obtain the results.
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Theorem 4.5. Let (u, T, p) be the solution of Problem E and (unh, T
n
h , p

n
h) be the solution of Problem

(Eds1). If u ∈ L∞
(

0, T̂ ;H1(Ω)2
)
∩L2

(
0, T̂ ;H2(Ω)2

)
, u
′ ∈ L2

(
0, T̂ ;H1(Ω)2

)
, T ∈ L∞

(
0, T̂ ;H1(Ω)

)
∩

L2
(

0, T̂ ;H2(Ω)
)

and T
′ ∈ L∞

(
0, T̂ ;H1(Ω)

)
, there exists positive constants C

′

T and C
′′

T depending on

u, u
′
, T , T

′
and α such that, for all m ≤ N , we have

1

2
‖ Tmh −RhT (tm) ‖2L2(Ω) +

1

2

m∑
n=1

ατ |Tnh −RhT (tn)|2H1(Ω) +
1

2

m∑
n=1

‖ Tnh −RhT (tn)− (Tn−1
h −RhT (tn−1)) ‖2L2(Ω)

≤ CT ′(h2 + τ2) + C
′′

T

m∑
n=1

τ |unh − Phu(tn)|H1(Ω)d .

(4.17)

Proof. We choose the test function r = rnh = Tnh − RhT (tn) in the second equation of (E). Then, we
integrate it over [tn−1, tn], substract the second equation of (Eds1) multiplied by the time step τ , insert
±RhT (tn−1) and ±RhT (tn). We obtain :

1

2
‖ rnh ‖2L2(Ω) −

1

2
‖ rn−1

h ‖2L2(Ω) +
1

2
‖ rnh − rn−1

h ‖2L2(Ω) +ατ |rnh |2H1(Ω) = −
∫ tn

tn−1

(RhT
′
(t)− T

′
(t), rnh)dt

+α

∫ tn

tn−1

(∇(T (t)−RhT (tn)),∇rnh)dt+

∫ tn

tn−1

((u(t)∇).T (t)− (unh∇).Tnh , r
n
h)dt− τ

2
(div unhT

n
h , r

n
h)

(4.18)
The first term of the right hand side of (4.18) can be bounded, for any ε̃1 > 0, as follows:

∣∣ ∫ tn

tn−1

(RhT
′
(t)− T

′
(t), rnh)dt

∣∣ ≤ c21h
2

2ε̃1
‖ T

′
‖2L2(tn−1,tn;H1(Ω)) +

τ(S0
2)2ε̃1

2
‖ rnh ‖2H1(Ω) .

By inserting ±RhT (t), the second term of the right hand side of (4.18) can be treated as:

α
∣∣ ∫ tn

tn−1

(∇(RhT (tn)− T (t)),∇rnh)dt
∣∣ ≤ α

∣∣ ∫ tn

tn−1

∫ tn

t

(
∇(RhT

′
(t)),∇rnh

)
dt
∣∣

+α
∣∣ ∫ tn

tn−1

(∇(RhT − T )(t), rnh) dsdt
∣∣,

where, for any ε̃2 > 0 and ε̃3 > 0, we have

∣∣ ∫ tn

tn−1

∫ tn

t

(
∇(RhT

′
(t)),∇rnh

)
dt
∣∣ ≤ ∫ tn

tn−1

∫ s

tn−1

|RhT
′
(s)|H1(Ω)|rnh |H1(Ω)dtds

≤ c2|rnh |H1(Ω)

∫ tn

tn−1

|T
′
(s)|H1(Ω)(s− tn−1)ds

≤ τ2c22
2
√

3ε̃2

‖ T
′
‖2L2(tn−1,tn;H1(Ω)) +

ε̃2τ

2
√

3
|rnh |2H1(Ω),

and ∣∣∣∣∣
∫ tn

tn−1

(∇(RhT − T )(t), rnh) dsdt

∣∣∣∣∣ ≤ c23h
2

2ε̃3
‖ T ‖2L2(tn−1,tn;H2(Ω)) +

τ ε̃3

2
|rnh |2H1(Ω).

Now, we have to treat the nonlinear term in (4.18) denoted by bn. By inserting ±τ ((unh∇)RhT (tn), rnh)

and ±τ
2

(div (unh)RhT (tn), rnh), bn becomes by using (4.11) :

bn = τ ((unh∇).RhT (tn), rnh) +
τ

2
(div (unh)RhT (tn)), rnh)−

∫ tn

tn−1

((u(t)∇).T (t), rnh)dt.
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Furthermore, by inserting±τ (Phu(tn)∇RhT (tn), rnh), ±τ
2

(div (Phu(tn))RhT (tn), rnh), ±
∫ tn

tn−1

((Phu(tn)∇).T (t), rnh) dt,

and ±1

2

∫ tn

tn−1

(div Phu(tn)T (t), rnh) dt, we obtain

bn = τ (((unh − Phu(tn))∇).RhT (tn), rnh) +

∫ tn

tn−1

((Phu(tn)∇).(RhT (tn)− T (t)), rnh) dt

+

∫ tn

tn−1

(((Phu(tn)− u(t))∇).T (t), rnh) dt+
τ

2
(div (unh − Phu(tn))RhT (tn), rnh)

+
1

2

∫ tn

tn−1

(div (Phu(tn))(RhT (tn)− T (t)), rnh) dt+
1

2

∫ tn

tn−1

(div (Phu(tn)− u(t))T (t), rnh) dt.

(4.19)
We denote by bn,1,...,bn,6 the terms of the right hand side of (4.19) which can be bounded as following:
for every positive real number ε̃4 > 0 we have:

|bn,1| ≤
∫ tn

tn−1

‖ unh − Phu(tn) ‖L4(Ω)d |RhT (tn)|H1(Ω) ‖ rnh ‖L4(Ω) dt

≤ c4(S0
4)4

2ε̃4
τ ‖ T ‖2

L∞(0,T̂ ;H1(Ω)) |u
n
h − Phu(tn)|2H1(Ω)d +

ε̃4τ

2
|rnh |H1(Ω),

For every positive real number ε̃5 and ε̃6, we insert ±
∫ tn

tn−1

((Phu(tn)∇ RhT (t), rnh) dt in bn,2 and obtain:

|b3,2| ≤
∣∣ ∫ tn

tn−1

∫ tn

t

(
(Phu(tn)∇) .RhT

′
(s), rnh

)
dsdt

∣∣+
∣∣ ∫ tn

tn−1

((Phu(tn)∇) .(RhT − T )(t), rnh) dt
∣∣

≤ c5(S0
4)4

2
‖ u ‖2

L∞(0,T̂ ;H1(Ω)d)

(τ2

ε̃5
||T
′
||2
L∞(0,T̂ ;H1(Ω))

+
h2

ε̃6
||T ||2

L2(0,T̂ ;H2(Ω))

)
+
ε̃5 + ε̃6

2
τ |rnh |2H1(Ω).

We insert ±
∫ tn

tn−1

((Phu(t)∇).T (t), rnh) dt in bn,3 and obtain for every positive real number ε̃7 and ε̃8,

|bn,3| ≤ (S0
4)2

∫ tn

tn−1

( ∫ tn

t

|Phu
′
(s)|H1(Ω)dds+ |(Phu− u)(t)|H1(Ω)d

)
|T (t)|H1(Ω)|rnh |H1(Ω)dt

≤ (S0
4)4c7
2

‖ T ‖2
L∞(0,T̂ ;H1(Ω))

( 1

ε̃7
τ2 ‖ u

′
‖2
L2(0,T̂ ;H1(Ω)d) +

1

ε̃8
h2 ‖ u ‖2

L2(0,T̂ ;H2(Ω)d)

)
+
ε̃7 + ε̃8

2
τ |rnh |2H1(Ω).

The term bn,4 can be bounded for every positive real number ε9 as:

|bn,4| ≤
c9
2ε9

τ(S0
4)4 ‖ T ‖2

L∞(0,T̂ ;H1(Ω)) |u
n
h − Phu(tn)|2H1(Ω)d +

1

2
ε9τ |rnh |2H1(Ω).

Furthermore, the terms bn,5 and bn,6 can be treated exactly like bn,2 and bn,3 and we get for every positive
real numbers ε10, ε11, ε12 and ε13,

|bn,5| ≤
c10(S0

4)4

2
‖ u ‖2

L∞(0,T̂ ;H1(Ω)d)

( τ2

ε̃10
‖ T

′
‖2
L2(0,T̂ ;H1(Ω)) +h2ε̃11 ‖ u ‖2L∞(0,T̂ ;H1(Ω)d)

)
+
ε̃10 + ε̃11

2
τ |rnh |2H1(Ω)

and

|bn,6| ≤
c12(S0

4)4

2
‖ T ‖2

L∞(0,T̂ ;H1(Ω))

( τ2

ε̃12
‖ u

′
‖2
L2(0,T̂ ;H1(Ω)d) +

h2

ε̃13
‖ u ‖d

L2(0,T̂ ;H2(Ω))

)
+
ε̃12 + ε̃13

2
τ |rnh |2H1(Ω).
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Finally, by using the obtained bounds and summing over n from 1 to m ≤ N , we get

1

2
‖ rmh ‖2L2(Ω) +

1

2

m∑
n=1

‖ rnh − rn−1
h ‖2L2(Ω) +

m∑
n=1

ατ |rnh |2H1(Ω)

≤ ξ̃1(h2 + τ2) + ξ̃2

m∑
n=1

τ |unh − Phu(tn)|H1(Ω)2 + ξ̃3

m∑
n=1

τ |rnh |2H1(Ω),

where ξ̃1, ξ̃2 and ξ̃3 depending of ε̃i, i = 1, . . . , 12. After a suitable choice of ε̃i, we conclude the following
bound

1

2
‖ rmh ‖2L2(Ω) +

1

2

m∑
n=1

‖ rnh − rn−1
h ‖2L2(Ω) +

1

2

m∑
n=1

ατ |rnh |2H1(Ω)

≤ C1(h2 + τ2) + C2

m∑
n=1

τ |unh − Phu(tn)|H1(Ω)2 .

To establish the a priori error estimates corresponding to the numerical scheme (Eds1), we use Lemma
(2.2) which is valid only for d = 2.

Theorem 4.6. Let d = 2, (u, T, p) be the solution of Problem E and (unh, T
n
h , p

n
h) be the solution of problem

(Eds1). If u ∈ L2
(

0, T̂ ;H2(Ω)2
)
∩L∞

(
0, T̂ ;W 1,4(Ω)2

)
, u
′ ∈ L2

(
0, T̂ ;H2(Ω)2

)
, T
′ ∈ L2

(
0, T̂ ;H1(Ω)

)
and p ∈ L2

(
0, T̂ ;H1(Ω)2

)
, there exists positive constants C

′

u, C
′′

u and C
′′′

u depending on u, u
′
, T , T

′

and α such that, for any positive real number δ1 and for all m ≤ N , we have for a time step τ sufficiently
small,

1

2
‖ umh − Phu(tm) ‖2L2(Ω)2 +

ν̃1

2

m∑
n=1

τ |unh − Phu(tn)|2H1(Ω)2 +
1

2

m∑
n=1

‖ unh − Phu(tn)− (un−1
h − Phu(tn−1)) ‖2L2(Ω)2

≤ C ′u(h2 + τ2) + C
′′

u

m∑
n=1

τδ1
2
|Tn−1
h − T (tn−1)|2H1(Ω) + C

′′

u

m∑
n=1

τ

2δ1
‖ Tnh − T (tn−1) ‖2L2(Ω) .

(4.20)

Proof. We choose the test function v = vnh = unh−Phu(tn) in the first equation of (E) and then integrate
over [tn−1, tn]. We subtract the second equation of (Eds1) multiplied by the time step τ and insert
±Phu(tn−1) and ±Phu(tn) to obtain :

1

2
‖ vnh ‖2L2(Ω)2 −

1

2
‖ vn−1

h ‖2L2(Ω)2 +
1

2
‖ vnh − vn−1

h ‖2L2(Ω)2 +τ(ν(Tn−1
h )∇vnh ,∇vnh)

=

∫ tn

tn−1

(f1(Tn−1
h )− f1(T (t)),vnh)dt−

∫ tn

tn−1

(pnh − p(t),div (vnh))dt

−
∫ tn

tn−1

(ν(Tn−1
h )∇Phu(tn)− ν(T (t))∇u(t),∇vnh)dt−

∫ tn

tn−1

(Phu
′
(t)− u

′
(t),vnh)dt

−
∫ tn

tn−1

((un−1
h ∇).unh − (u(t)∇).u(t),vnh)dt− 1

2

(
τdiv (un−1

h )unh,v
n
h

)
.

(4.21)

By using Assumption 2.4, the last term in the left hand side of (4.21) verifies the inequality

τ(ν(Tn−1
h )∇vnh ,∇vnh) ≥ τ ν̂1|vnh|2H1(Ω)2 .
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The first term of the right hand side of (4.21) can be bounded, by using Assumption 2.4 and inserting
±f1(T (tn−1)), as

∣∣ ∫ tn

tn−1

(f1(Tn−1
h )− f1(T (t)),vnh)dt

∣∣ ≤ c∗f1

∫ tn

tn−1

‖ Tn−1
h − T (tn−1) ‖L2(Ω)‖ vnh ‖L2(Ω)2 dt

+c∗f1

∫ tn

tn−1

‖ T (tn−1)− T (t) ‖L2(Ω)‖ vnh ‖L2(Ω)2 dt

≤ (S0
4)2

2ε1
(c∗f1)2τ ‖ Tn−1

h − T (tn−1) ‖2L2(Ω) +
τε1

2
|vnh|2H1(Ω)2

+
(S0

4)2

2ε2
(c∗f1)2τ2 ‖ T

′
‖2
L2(0,T̂ ;L2(Ω)) +

τε2

2
|vnh|2H1(Ω)2 .

The second term of the right hand side of (4.21) verifies

∣∣ ∫ tn

tn−1

(pnh − p(t),div (vnh))dt
∣∣ =

∣∣ ∫ tn

tn−1

(rhp(t)− p(t),div (vnh))dt
∣∣

≤ c20h
2

ε3
‖ p ‖2

L2(0,T̂ ;H1(Ω)) +
ε3τ

2
|vnh |2H1(Ω)2 .

To bound the third term of the right hand side of (4.21), we write∫ tn

tn−1

(ν(Tn−1
h )∇Phu(tn)− ν(T (t))∇u(t),∇vnh)dt =

∫ tn

tn−1

∫ tn

t

(ν(Tn−1
h )∇Phu

′
(s),∇vnh)dsdt

+

∫ tn

tn−1

(ν(Tn−1
h )∇(Phu(t)− u(t)),∇vnh)dt+

∫ tn

tn−1

((ν(Tn−1
h )− ν(T (tn−1)))∇u(t),∇vnh)dt

+

∫ tn

tn−1

((ν(T (tn−1))− ν(T (t)))∇u(t),∇vnh)dt,

then, we use Assumption 2.4, the properties of Ph and the following inequality (based on the relation
(2.2))

||Tn−1
h − T (tn−1)||2L4(Ω) ≤ 21/2||Tn−1

h − T (tn−1)||L2(Ω)|Tn−1
h − T (tn−1)|H1(Ω)

≤ 21/2
( 1

2δ1
||Tn−1

h − T (tn−1)||2L2(Ω) +
1

2
δ1|Tn−1

h − T (tn−1)|2H1(Ω)

)
,

(4.22)

to get the following bound:

∣∣ ∫ tn

tn−1

(ν(Tn−1
h )∇Phu(tn)− ν(T )∇u,∇vnh)dt

∣∣ ≤ (ν̂2)2(c
′

P )2

6ε4
τ2 ‖ u

′
‖2
L2(0,T̂ ;H1(Ω)2) +

τε4

2
|vnh |

2
H1(Ω)2

+
c1
ε5
ν̂2

2h
2 ‖ u ‖2

L2(0,T̂ ;H2(Ω)2) +
τε5

2
|vnh|2H1(Ω)2

+
c2
ε6

(ν∗)2S0
4 ‖ u ‖2L∞(0,T̂ ;W 1,4(Ω)2) τ

( 1

2δ1
||Tn−1

h − T (tn−1)||2L2(Ω) +
1

2
δ1|Tn−1

h − T (tn−1)|2H1(Ω)

)
+
τε6

2
|vnh|2H1(Ω)2 +

c3
ε7

(ν∗)2(S0
4)2 ‖ u ‖2

L∞(0,T̂ ;W 1,4(Ω)2) ||T
′||2L2(tn−1,tn;H1(Ω))τ

2 +
τε7

2
|vnh|2H1(Ω)2 .

(4.23)
The last two terms of the right hand side of (4.21) can be treated by following the steps used for the study
of the corresponding terms if the proof of Theorem 4.17. In fact, by inserting ±τ

(
(un−1
h ∇)Phu(tn),vnh

)
and ±τ

2

(
div (un−1

h )Phu(tn),vnh
)
, the trilinear terms can be written as

an = τ
(
(un−1
h ∇).Phu(tn),vnh

)
+
τ

2

(
div (un−1

h )Phu(tn),vnh
)
−
∫ tn

tn−1

((u(t)∇)u(t),vnh)dt. (4.24)
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In addition, we have

an = τ
(
((un−1

h − Phu(tn−1))∇).Phu(tn),vnh
)

+

∫ tn

tn−1

((Phu(tn−1)∇ (Phu(tn)− u(t)),vnh))dt

+

∫ tn

tn−1

(((Phu(tn−1)− u(t))∇ u(t),vnh) dt+
τ

2

(
div (un−1

h − Phu(tn−1))Phu(tn),vnh
)

+
1

2

∫ tn

tn−1

(div (Phu(tn−1))(Phu(tn)− u(t)),vnh) dt+
1

2

∫ tn

tn−1

(div (Phu(tn−1)− u(t))u(t), vnh) dt.

(4.25)
The second, third, fifth and sixth terms of (4.25) can be treated exactly by following the steps of the
corresponding terms in the proof of Theorem 4.17. We have to treat only the sum of the first and fourth
terms of (4.25) as following :

cn = τ
(
((un−1

h − Phu(tn−1))∇).Phu(tn),vnh
)

+
τ

2

(
div (un−1

h − Phu(tn−1))Phu(tn),vnh
)

=
τ

2

(
((un−1

h − Phu(tn−1))∇).Phu(tn),vnh
)
− τ

2

(
((un−1

h − Phu(tn−1))∇).vnh , Phu(tn)
)
.

Then we obtain by using Lemma 2.2

|cn| ≤ C1τ ||un−1
h − Phu(tn−1)||L4(Ω)2 |vnh |H1(Ω)2 |u(tn)|H1(Ω)2

≤ C1||u||L∞(0,T̂ ;H1(Ω)2)

( 1

2ε8

(δ1
2
τ |un−1

h − Phu(tn−1)|2H1(Ω)2 +
1

2δ1
τ ||un−1

h − Phu(tn−1)||L2(Ω)2

)
1

2
ε8|vnh |2H1(Ω)2

)
.

Then, by collecting the above bounds and summing over n from 1 to m ≤ N , we get

1

2
‖ vmh ‖2L2(Ω)2 +

1

2

m∑
n=1

‖ vnh − vn−1
h ‖2L2(Ω)2 +ν̂1

m∑
n=1

τ |vnh|2H1(Ω)2

≤ ξ1(h2 + τ2) + ξ2

m∑
n=1

τ

2δ1
‖ Tn−1

h − T (tn−1) ‖2L2(Ω) +

m∑
n=1

τδ1
2
|Tnh − T (tn)|2H1(Ω)

+ξ3

m∑
n=1

τ ‖ vnh ‖2L2(Ω)2 +ξ4

m∑
n=1

τ ‖ vnh ‖2H1(Ω)2 (4.26)

where ξ1 ξ2, ξ3 and ξ4 depending of εi. After a suitable choice of εi, the last term of (4.26) can be
absorbed by the term in the left hand side of the inequality. Next, by bounding the term (for n = m)
‖ vmh ‖L2(Ω) in the right hand side of the last relation as

‖ vmh ‖H1(Ω)2≤‖ vmh − vm−1
h ‖H1(Ω)2 + ‖ vm−1

h ‖H1(Ω)2 ,

choosing 2ξ3τ < 1 and applying the discrete Gronwall Lemma, we get

1

2
‖ vmh ‖2L2(Ω)2 +

1

2

m∑
n=1

‖ vnh − vn−1
h ‖2L2(Ω)2 +

ν̃1

2

m∑
n=1

τ |vnh|2H1(Ω)2

≤ C
′

u(h2 + τ2) +

m∑
n=1

τδ1
2
|Tn−1
h − T (tn−1)|2H1(Ω) + C

′′

u

m∑
n=1

τ

2δ1
‖ Tn−1

h − T (tn−1) ‖2L2(Ω) . (4.27)

Theorem 4.7. Under the assumptions of Theorems 4.5 and 4.6, and by choosing T ∈ L∞(0, T̂ , H2(Ω)),
there exists constants k0, Cu and CT , independent of h and τ , such that

sup
1≤n≤N

‖ Tnh − T (tn) ‖2L2(Ω) +α

N∑
n=1

τ |Tnh − T (tn)|2H1(Ω) ≤ CT (h2 + τ2). (4.28)

and

sup
1≤n≤N

‖ unh − u(tn) ‖2L2(Ω)2 +ν̂1

N∑
n=1

τ |vnh |H1
0 (Ω)2 ≤ Cu(h2 + τ2), (4.29)

for τ < k0.
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Proof. We insert ±RhT (tn−1) in (4.20), use Theorem 4.5, choose T ∈ L∞(0, T̂ , H2(Ω)) and apply the
properties of the operator Rh to get the following bound

1

2
‖ rmh ‖2L2(Ω) +

1

2

m∑
n=1

ατ |rnh |2H1(Ω) +
1

2

m∑
n=1

‖ rnh − rn−1
h ‖2L2(Ω)

≤ C1(h2 + τ2) + C2

m∑
n=1

τδ1
2
|rn−1
h |2H1(Ω) + C3

m∑
n=1

τ

2δ1
‖ rn−1

h ‖2L2(Ω),

where C1, C2 and C3 are constants independent of h and τ .

We choose δ1 =
α

4C2
and we obtain

1

2
‖ rmh ‖2L2(Ω) +

1

4

m∑
n=1

ατ |rnh |2H1(Ω) ≤ C1(h2 + τ2) + C3

m∑
n=1

τ ‖ rn−1
h ‖2L2(Ω),

It follows from the discrete Gronwall Lemma the following inequality

1

2
‖ rmh ‖2L2(Ω) +

1

4

m∑
n=1

ατ |rnh |2H1(Ω) ≤ C1(h2 + τ2).

To get the relation (4.28), it suffices to apply

|Tnh − T (tn)|H1(Ω) ≤ |Tnh −RhT (tn)|H1(Ω) + |RhT (tn)− T (tn)|H1(Ω).

Finally, the bound (4.29) can be directly deduced from Theorem 4.6.

Remark 4.8. For the numerical scheme (Eds2), we follow the same steps used for (Eds1) with small
modifications at the level of the trilinear terms. In fact, (Eds2) doesn’t contain the operator div, so the
terms ((un−1

h ∇).vnh ,v
n
h) and ((unh∇).rnh , r

n
h) don’t vanish. Here we can apply Relations (4.12) and (4.13),

and the obtained terms will be absorbed by the corresponding ones in right hand side of the inequality for
a space step h smaller than a positive constant h0. Thus, we deduce the same a priori error estimates as
in Theorem 4.7.

5. Second order discretization

In this section, we introduce a two order numerical scheme and we establish the corresponding a priori
error estimates. In fact, this non-linear scheme needs to be solved at each time step.
For the time discretization, we use the second order BDF method. For the space discretization, we keep
the same mesh and notations as in the previous section and we choose the following discrete spaces for
the velocity, pressure (Taylor hood finite elements) and temperature:

Xh =
{
vh ∈ C0(Ω)d; ∀κ ∈ Th, vh|κ ∈ P2(κ),vh|∂Ω

= 0
}
, (5.1)

Mh =

{
qh ∈ C0(Ω); ∀κ ∈ Th, qh|κ ∈ P1,

∫
Ω

qhdx = 0

}
, (5.2)

and
Yh =

{
θh ∈ C0(Ω); ∀κ ∈ Th, θh|κ ∈ P2(κ), θh|∂Ω

= 0
}
. (5.3)

The previous spaces Xh and Mh satisfies the inf-sup condition (4.1).
Furthermore, we will introduce new operators, with the same notations of the previous section, Ph, Rh
and rh, but adapted to the new discrete spaces.
There exists an approximation operator Ph ∈ L(H1

0 (Ω)d;Xh) such that (see V. Girault and P.-A. Raviart
in [7]):

∀v ∈ H1
0 (Ω)d, ∀qh ∈Mh,

∫
Ω

qh div(Ph(v)− v)dx = 0, (5.4)

and for k = 0, 1 or 2,

∀v ∈ [H1+k(Ω) ∩H1
0 (Ω)]d, ‖ Ph(v)− v ‖L2(Ω)d ≤ C1h

1+k|v|H1+k(Ω)d , (5.5)

∀v ∈ [Hk+1(Ω) ∩H1
0 (Ω)]d, |Ph(v)− v|H1(Ω)d ≤ C2h

k|v|H1+k(Ω)d . (5.6)
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As Mh preserve the same definition of (4.3), we keep for the pressure the same operator defined in the
previous section.
In addition, there exists an operator Rh ∈ L(H1

0 (Ω);Yh) (cf. [12]), such that: for any real number k = 0, 1
or 2,

∀r ∈ Hk+1(Ω) ∩H1
0 (Ω), ‖ Rhr − r ‖L2(Ω)≤ C3h

k+1|r|Hk+1(Ω),

|Rhr − r|H1(Ω) ≤ c4hk|r|Hk+1(Ω).
(5.7)

We introduce, for 2 ≤ n ≤ N , the following stabilized scheme:
for every n ∈ {2, ..., N}, knowing un−2

h and un−1
h ∈ Xh, T

n−2
h and Tn−1

h ∈ Yh, we compute unh ∈ Xh, p
n
h ∈

Mh and Tnh ∈ Yh such that for all vh ∈ Xh, rh ∈ Yh and qh ∈Mh,

(3unh − 4un−1
h + un−2

h

2τ
,vh
)

+ (ν(Tnh )∇unh,∇vh)− (pnh,div vh) + du(unh,u
n
h,vh) = (fn(Tnh ),vh) ,

(3Tnh − 4Tn−1
h + Tn−2

h

2τ
, rh
)

+ dT (unh, T
n
h , rh) + α(∇Tnh ,∇rh) = (gn, rh),

(qh,div unh) = 0,
(5.8)

where u0
h = Phu(0), T 0

h = RhT (0), gn = g(tn), and

fn(Tnh ) = fn0 + f1(Tnh ), where fn0 = f0(tn).

The terms u1
h and T 1

h are solved by using the following Euler scheme:

(u1
h − u0

h

τ
,vh
)

+ (ν(T 1
h )∇u1

h,∇vh)− (p1
h,div vh) + du(u1

h,u
1
h,vh) =

(
f1(T 1

h ),vh
)
,(T 1

h − T 0
h

τ
, rh
)

+ dT (u1
h, T

1
h , rh) + α(∇T 1

h ,∇rh) = (g1, rh),

(qh,div u1
h) = 0.

(5.9)

Theorem 5.1. (Stability of the solution of (5.8))
Let (unh, T

n
h ) in Xh ×Mh be a solution of Problem (5.8), with the initial data (u1

h, T
1
h ) and (u0

h, T
0
h ), we

have

sup
2≤n≤N

‖ unh ‖2L2(Ω)d + sup
2≤n≤N

‖ 2unh − un−1
h ‖2L2(Ω)d +

N∑
n=2

‖ δ2un−1
h ‖2L2(Ω)d +2

N∑
n=2

ν̂1τ |unh|2H1
0 (Ω)d

≤ C̄u1

(
‖ g ‖2

L∞(0,T̂ ;L2(Ω))
+ ‖ T 1

h ‖2L2(Ω) + ‖ 2T 1
h − T 0

h ‖2L2(Ω) + ‖ f0 ‖2L∞(0,T̂ ;L2(Ω)d)

+ ‖ u1
h ‖2L2(Ω)d + ‖ 2u1

h − u0
h ‖2L2(Ω)d

)
(5.10)

and

sup
2≤n≤N

‖ Tnh ‖2L2(Ω) + sup
2≤n≤N

‖ 2Tnh − Tn−1
h ‖2L2(Ω) +

N∑
n=2

‖ δ2Tn−1
h ‖2L2(Ω) +2

N∑
n=2

ατ |Tnh |2H1
0 (Ω)

≤ C̄T1

(
‖ g ‖2

L∞(0,T̂ ;L2(Ω))
+ ‖ T 1

h ‖2L2(Ω) + ‖ 2T 1
h − T 0

h ‖2L2(Ω)

)
.

(5.11)

where C̄u1 and C̄T1
are two positive constants independent of h and τ .

Proof. To prove (5.10) and (5.11), it suffices to take rh = 4τTnh and vh = 4τunh in System (5.8), using
Remark 2.6, Sobolev inequalities and summing over n from 2 to m ≤ N .

Theorem 5.2. (Existence of the solution of (5.8))
Let (u1

h, T
1
h ) and (u0

h, T
0
h ) be the initial data, under Assumption 2.4 Problem (5.8) admits at least one

solution.



16 R. DBAISSY, F. HECHT, G. MANSOUR, AND T. SAYAH

Proof. To simplify the proof, we introduce the following constants:

Cu1
= C̄u1

(
‖ g ‖2

L∞
(

0,T̂ ;L2(Ω)
) + ‖ f0 ‖2L∞(0,T̂ ;L2(Ω)d)

+ ‖ T 1
h ‖2L2(Ω) + ‖ 2T 1

h − T 0
h ‖2L2(Ω)

+ ‖ u1
h ‖2L2(Ω)d + ‖ 2u1

h − u0
h ‖2L2(Ω)d

)
,

CT1 = C̄T1

(
‖ g ‖2

L∞
(

0,T̂ ;L2(Ω)
) + ‖ T 1

h ‖2L2(Ω) + ‖ 2T 1
h − T 0

h ‖2L2(Ω)

)
.

We proceed by induction on n ≥ 3. For a given Tn−1
h and Tn−2

h ∈ Yh satisfying (5.11) and (5.10), we
introduce the auxiliary problem:
Find φT in Yh such that for all rh ∈ Yh,(

φT (Tnh ), rh
)

=
(3Tnh − 4Tn−1

h + Tn−2
h

2τ
, rh
)

+ dT (unh, T
n
h , rh) + α(∇Tnh ,∇rh)− (gn, rh). (5.12)

On one hand, (5.12) defines a mapping from Yh into Yh, and we easily derive its continuity. On the other
hand, for rh = Tnh , we get∣∣(φ(Tnh ), Tnh

)∣∣ ≥ |Tnh |H1
0 (Ω)

(
α|Tnh |H1

0 (Ω) −
(S0

2

2τ
‖ 4Tn−1

h − Tn−2
h ‖L2(Ω) +S0

2 ‖ gn ‖L2(Ω)

))
≥ |Tnh |H1

0 (Ω)

(
α|Tnh |H1

0 (Ω) −
(5S0

2

2τ
CT1

+ S0
2 ‖ g ‖L∞

(
0,T̂ ;L2(Ω)

) )).
In other words,

∣∣(φ(Tnh ), Tnh
)∣∣ ≥ 0 for all Tnh in Yh such that

|Tnh |H1
0 (Ω) =

1

α

(5S0
2

2τ
CT1 + S0

2 ‖ g ‖L∞
(

0,T̂ ;L2(Ω)
) ).

Therefore Brouwer’s Fixed-Point Theorem, see for example [7], implies immediately the existence of Tnh .
For the proof of the existence of the velocity, we follow the same method applied to the function φu
defined in Xh, for each un−1

h and un−2
h ∈ Xh:(

φu(unh),vh
)

=
(3unh − 4un−1

h + un−2
h

2τ
,vh
)

+ du(unh,u
n
h,vh) + (ν(Tnh )∇unh,∇vh)− (fn(Tnh ),vh).

Where∣∣(φ(unh),unh
)∣∣ ≥ |unh|H1

0 (Ω)d
(
ν̂1|unh|H1

0 (Ω)d −
(5S0

2

2τ
Cu1 + cf1S

0
2CT1 + S0

2 ‖ f0 ‖L∞
(

0,T̂ ;L2(Ω)d
) ))

(5.13)

for all unh in Xh such that

|unh|H1
0 (Ω)d = µu =

5S0
2

2τ
Cu1

+ cf1S
0
2CT1

+ S0
2 ‖ f0 ‖L∞

(
0,T̂ ;L2(Ω)d

) .
We conclude the existence of the solution of Problem (5.8).

Theorem 5.3. (Uniqueness of the solution of (5.8))
Assume that ν is lipschitz-continuous, with Lipschitz constant ν∗. Under Assumption 2.4, Problem (5.8)
has a unique solution (unh, p

n
h, T

n
h ) in Xh ×Mh × Yh for a time step τ sufficiently small.

Proof. Let
(
u

(1)n
h , p

(1)n
h , T

(1)n
h

)
and

(
u

(2)n
h , p

(2)n
h , T

(2)n
h

)
be two solutions of Problem (5.8) and let(

wn
h , s

n
h, z

n
h

)
=
(
u

(1)n
h − u

(2)n
h , p

(1)n
h − p(2)n

h , T
(1)n
h − T (2)n

h

)
.

The first two equations of System (5.8), mutiplied by 4τ , allows us to get by using Remark 2.6, Theorem
5.8 and the equivalence of norms in finite dimension spaces, the following relation

‖ znh ‖2L2(Ω) + ‖ 2znh − z
n−1
h ‖2L2(Ω) + ‖ δ2zn−1

h ‖2L2(Ω) − ‖ z
n−1
h ‖2L2(Ω) − ‖ 2zn−1

h − zn−2
h ‖2L2(Ω)

+4τα|znh |2H1(Ω) = −dT (wn
h, T

(1)n
h , znh ) + dT (u

(2)n
h , znh , z

n
h )

≤ c1τ
(
||wn

h ||2L2(Ω)d + ||znh ||2L2(Ω)

) (5.14)
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and

‖ wn
h ‖2L2(Ω)d + ‖ 2wn

h −wn−1
h ‖2L2(Ω)d + ‖ δ2wn−1

h ‖2L2(Ω)d − ‖ w
n−1
h ‖2L2(Ω)d

− ‖ 2wn−1
h −wn−2

h ‖2L2(Ω)d +4τα|wn
h |2H1(Ω)d

= 4τ
(
(ν(T

(1)n
h )− ν(T

(2)n
h )∇u(1)n

h ,∇wn
h

)
− 4τdu(wn

h ,u
n
h,w

n
h) + 4τ

(
f1(T

(1)n
h )− f1(T

(2)n
h ),∇wn

h

)
≤ c2τ

(
||wn

h ||2L2(Ω)d + ||znh ||2L2(Ω)

)
,

(5.15)
where c1 and c2 depend of h and are independent of τ .
By summing the last two bounds over n from 2 to m ≤ N and remarking that z0

h = z1
h=0 and w0

h =
w1
h = 0, we get

‖ zmh ‖2L2(Ω) + ‖ 2zmh − z
m−1
h ‖2L2(Ω) +

m∑
n=1

‖ δ2zn−1
h ‖2L2(Ω) +4α

m∑
n=1

τ |znh |2H1(Ω)+ ‖ w
m
h ‖2L2(Ω)d

+ ‖ 2wm
h −wm−1

h ‖2L2(Ω)d +

m∑
n=1

‖ δ2wn−1
h ‖2L2(Ω)d +4α

m∑
n=1

τ |wn
h |2H1(Ω)d

≤ c3
m∑
n=1

τ
(
||wn

h ||2L2(Ω)d + ||znh ||2L2(Ω)

)
.

(5.16)

where c3 depends of h and is independent of τ .
To apply the Gronwall lemma, we write the last term (for n = m) of the right hand side of the (5.16) as
wm
h = δ2wm−1

h + 2wm−1
h −wm−2

h and znh = δ2zm−1
h + 2zm−1

h − zm−2
h and we get

‖ wm
h ‖2L2(Ω)d≤ 2

(
‖ δ2wm−1

h ‖2L2(Ω)d + ‖ 2wm−1
h −wm−2

h ‖2L2(Ω)d

)
and

‖ znh ‖2L2(Ω)≤ 2
(
‖ δ2zm−1

h ‖2L2(Ω) + ‖ 2zm−1
h − zm−2

h ‖2L2(Ω)

)
.

For a time step τ syfficiently small, the term c3τ(‖ zmh ‖2L2(Ω) + ‖ wm
h ‖2L2(Ω)d) can be absorbed by the

term in the left hand side of the inequality. Applying Gronwall’s lemma, we obtain wn
h = 0 and znh = 0.

The inf-sup condition implies snh = 0 and then we get the uniqueness of the solution.

In the next proposition, we will establish the error estimate for the solution computed by one iteration
of Euler’s scheme (u1

h − u(τ), T 1
h − T (τ)):

Theorem 5.4. If T ∈ L∞
(
0, T̂ ;H3(Ω)

)
, T

′ ∈ L∞
(
0, T̂ ;H2(Ω)

)
, T

′′ ∈ L∞
(
0, T̂ ;L2(Ω)

)
and u ∈

L∞
(
0, T̂ ;H3(Ω)

)
, the error of the solution computed by one iteration of Euler’s scheme satisfies the

following estimation, for a time step sufficiently small,

1

2
‖ r1

h ‖2L2(Ω) +
1

2
ατ |r1

h|2H1
0 (Ω) ≤ Ĉ

′

T (h4 + τ4) + Ĉ
′′

T τ |v1
h|2H1

0 (Ω)2 , (5.17)

where r1
h = T 1

h −RhT (τ), vh = u1
h − Phu(τ) and Ĉ

′

T is independent of h and τ .

Proof. Due to the regularity assumption of T , and forall x, there exists θ ∈]0, 1[ that depends on x such
that

T (0) = T (τ)− τT ′(τ) +
1

2
τ2T

′′
(τθ),

and T 1
h satisfies, by denoting r1

h = T 1
h −RhT (τ), the error equation

‖ r1
h ‖2L2(Ω) +ατ |r1

h|2H1(Ω) = −
(
(RhT

1 − T (τ))− (T 0
h − T (0)), r1

h

)
+ατ

(
∇(RhT (τ)− T (τ)),∇r1

h

)
−
(
τdT

(
u1
h, T

1
h , r

1
h

)
− τdT

(
u(τ), T (τ), r1

h

))
− τ2

2

(
T
′′
(τθ), rh

)
.

(5.18)
Then (5.17) follows readily by applying the error approximation of Rh.
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Theorem 5.5. Let d = 2 and Assumption (2.4) holds. If u ∈ L∞
(
0, T̂ ;H3(Ω)2

)
, u
′ ∈ L∞

(
0, T̂ ;L2(Ω)2

)
and p ∈ L∞

(
0, T̂ ;H2(Ω)2

)
, then for a time step τ sufficiently small and for any positive real number δ1,

there exists C̄
′

u and Ĉ
′′

u in IR+
∗ independent of δ1, and C̄

′′

u depending of δ1 such that

1

2
‖ v1

h ‖2L2(Ω)2 +
τ ν̂1

2
|v1
h|2H1

0 (Ω)2 ≤ Ĉ
′

u(h4 +τ4)+C̄
′′

uτ ‖ T 1
h−T (τ) ‖2L2(Ω) +Ĉ

′′

uδ1τ |T 1
h−T (τ)|2H1

0 (Ω). (5.19)

Proof. The proof follows the same steps of Theorem 5.4.
Due to the regularity assumption of u, and forall x, there exists θ ∈]0, 1[ that depends on x such that

u(0) = u(τ)− τu′(τ) +
1

2
τ2u

′′
(τθ),

and u1
h satisfies, by denoting v1

h = v1
h − Phu(τ) , the error equation

‖ v1
h ‖2L2(Ω) +ν̂1τ |v1

h|2H1(Ω) ≤ −
(
(Phu(τ)− u(τ))− (u0

h − u(0)),v1
h

)
+ τ
(
rhp(τ)− p(τ),div v1

h

)
+τ
(
ν(T 1

h )∇Phu(τ),v1
h

)
−
(
ν(T (τ))∇u(τ),∇v1

h

)
−
(
τdu

(
u1
h,u

1
h,v

1
h

)
− τdu

(
u(τ),u(τ),v1

h

))
−τ

2

2

(
u
′′
(τθ),v1

h

)
+ τ
(
f1(T 1

h )− f1(T (τ)),v1
h

)
.

(5.20)
Then (5.19) follows readily by applying the error approximation of Ph and rh.

Theorem 5.6. Under the assumptions of theorems 5.4 and 5.5, there exists positive constants k0, Ĉu

and ĈT , independent of h and τ , such that

1

4
‖ r1

h ‖2L2(Ω) +
1

4
|r1
h|2H1

0 (Ω) ≤ ĈT (h4 + τ4)

and
1

4
‖ v1

h ‖2L2(Ω)d +
1

4
|v1
h|2H1

0 (Ω)d ≤ Ĉu(h4 + τ4).

Proof. Theorems 5.4 and 5.5 gives

1

2
‖ r1

h ‖2L2(Ω) +
1

2
ατ |r1

h|2H1
0 (Ω) ≤ Ĉ

′

T (h4 + τ4) + Ĉ
′′

T τ |v1
h|2H1

0 (Ω)d , (5.21)

and

τ ν̂1

2
|v1
h|2H1

0 (Ω)d ≤ C
′

u(h4 + τ4) + C̄
′′

uτ ‖ T 1
h − T (τ) ‖2L2(Ω) +C

′′

uδ1τ |T 1
h − T (τ)|2H1

0 (Ω). (5.22)

By Inserting RhT
1
h in (5.22), using the properties of Rh, setting δ1 =

αν̂1

8Ĉ
′′
T Ĉ

′′
u

and using (5.21), we get

1

2
‖ r1

h ‖2L2(Ω) +
ατ

4
|r1
h|2H1

0 (Ω) ≤ Ĉ
′
(h4 + τ4) + Ĉ

′′
τ ‖ r1

h ‖2L2(Ω) . (5.23)

We choose Ĉ
′′
τ ≤ 1

4
to conclude

‖ T 1
h − T (τ) ‖2L2(Ω) +τ |T 1

h − T (τ)|2H1
0 (Ω) ≤ ĈT (h4 + τ4). (5.24)

The error of the velocity comes from Theorem 5.5 and (5.24).

We can now state the first result of error estimate. For the simplicity, from now on we denote Tn = T (tn)
and un = u(tn).

Theorem 5.7. Let d = 2, (u, T, p) be the solution of Problem (E) and (unh, T
n
h , p

n
h) the solution of

problem (5.8). If u ∈ L∞
(
0, T ;H3(Ω)2

)
, T ∈ L∞

(
0, T ;H3(Ω)

)
, T

′ ∈ L∞
(
0, T ;H2(Ω)

)
and T (3) ∈
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L2
(
0, T ;L2(Ω)

)
, there exists positive constants Ĉ

′

T and Ĉ
′′

T independent of h and τ such that, for all
m ≤ N

‖ Tmh −RhT (tm) ‖2L2(Ω) + ‖ 2(Tmh −RhT (tm))− (Tm−1
h −RhT (tm−1)) ‖2L2(Ω)

+

m∑
n=2

‖ δ2(Tn−1
h −RhT (tn−1)) ‖2L2(Ω) +

m∑
n=2

τα|Tnh −RhTn|2H1(Ω)

≤ Ĉ ′T (τ4 + h4) + Ĉ
′′

T

m∑
n=2

τ |unh − Phun|2H1
0 (Ω)2

(5.25)

Proof. We set rh = rnh = Tnh −RhT (tn) and ϕnh = RhT (tn)−T (tn). We start by adding and substracting
± 1
τ (3T (tn) − 4T (tn−1) + T (tn−2), rh) and ± 1

τ (3RhT (tn) − 4RhT (tn−1) + RhT (tn−2), rh) in the second
equation of (5.8), we obtain

2
(3rnh − 4rn−1

h + rn−2
h

2τ
, rh
)

+ 2
(3ϕnh − 4ϕn−1

h + ϕn−2
h

2τ
, rh
)

+ 4τdT
(
unh, T

n
h , r

n
h

)
+4τα

(
∇Tnh ,∇rh

)
+ 2
(3T (tn)− 4T (tn−1) + T (tn−2)

2τ
, rh
)

= 4τ
(
gn, rh

)
.

(5.26)

In the other hand, we consider the second equation of (E) taken at t = tn. We obtain by inserting
±2 (3T (tn)− 4T (tn−1) + T (tn−2), rnh) and choosing r = rnh

2 (3T (tn)− 4T (tn−1) + T (tn−2), rnh) + 4τcT (unh, T (tn), rnh) + 4τα (∇Tnh ,∇rnh) = 4τ (gn, rnh) +R1,

(5.27)
where

R1 =
(
T
′
(t)− 3T (t)− 4T (t− τ) + T (t− 2τ)

2τ
, rh
)
.

Due to Taylor’s formula with integral remainder, we have∣∣∣∣T ′(t)− 3T (t)− 4T (t− τ) + T (t− 2τ)

2τ

∣∣∣∣ ≤ τ
3
2

2
√

3
‖ T (3)(x) ‖L2(t−2τ,t) . (5.28)

Then, we substract (5.26) and (5.27) and insert ±4τα (∇RhTn,∇rh). We get,

‖ rnh ‖2L2(Ω) + ‖ 2rnh − r
n−1
h ‖2L2(Ω) + ‖ δrn−1

h ‖2L2(Ω)

− ‖ rn−1
h ‖2L2(Ω) − ‖ 2rn−1

h − rn−2
h ‖2L2(Ω) +4τα|rnh |2H1(Ω)

≤ |R1|+ |2
(
3ϕnh − 4ϕn−1

h + ϕn−2
h , rnh

)
|+ τα| (∇ϕnh,∇rnh) |

+|dT (unh, T
n
h , r

n
h)− dT (u(tn), T (tn), rnh) |.

(5.29)

We denote by A1, A2 and A3 the second, third and fourth terms of the right hand side of (5.29). We
have by using the Cauchy-Schwarz inequality and (2.4)

|R1| ≤
τ4

24ε1
‖ T (3) ‖2

L2(0,T̂ ;L2(Ω)) +
τε1S

2
2

2
|rnh |2H1(Ω). (5.30)

In other hand, due to the Taylor’s formula, we have

2
(
3ϕnh − 4ϕn−1

h + ϕn−2
h , rnh

)
= τ

(
RhT

′
(tn)− T

′
(tn), rnh

)
+ τ (R2, r

n
h) (5.31)

and

|R2| ≤
τ

3
2

2
√

3
‖ RhT (3) − T (3) ‖L2(tn−2,tn) .

Hence by using Cauchy Schwarz inequality, (5.7) and the stability of Rh in L2(Ω) (see [12]), we have

|A1| ≤
c1h

4τ

2ε2
|T
′
|2
L∞(0,T̂ ;H2(Ω)) +

ε2(S0
2)2τ

2
|rnh |2H1(Ω)

+
τ4c2
6ε3

‖ T (3) ‖L2(0,T̂ ;L2(Ω)) +
τε3(S0

2)2

2
|rnh |2H1(Ω). (5.32)

The terme A2 is bounded as follow

|A2| ≤
α2τh4c3

2ε4
‖ u ‖2

L∞(0,T̂ ;H3(Ω)2) +
τε4

2
|rnh |2H1(Ω). (5.33)
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Finally, |A3| is treated as follow

|A3| ≤ |A3,1|+ |A3,2|+ |A3,3|, (5.34)

where

A3,1 = 4τ (vnh∇RhT (tn), rnh) + 2τ (div vnhRhT (tn), rnh) ,

A3,2 = 4τ (Phu(tn)∇ϕnh, rnh) + 2τ (div vnhϕ
n
h, r

n
h)

and

A3,3 = 4τ ((Phu(tn)− u(tn))∇T (tn), rnh) + 2τ (div (Phu(tn)− u(tn))T (tn), rnh) .

Therefore, we get the following inequalities,

|A3,1| ≤
2(S0

4)4c4τ

ε5
|vnh |2H1

0 (Ω)d ‖ T ‖
2
L∞(0,T̂ ;H1(Ω))

+
(S0

4)4c5τ

ε6
|vnh |2H1

0 (Ω)d ‖ T ‖
2
L∞(0,T̂ ;H1(Ω))

+2τε5|rnh |2H1
0 (Ω) + τε6|rnh |2H1

0 (Ω), (5.35)

|A3,2| ≤
2(S0

4)4c6τ

ε7
h4 ‖ T ‖2

L∞(0,T̂ :H3(Ω))‖ u ‖
2
L∞(0,T̂ ;H1(Ω)d)

+
(S0

4)4c7τ

ε8
h4 ‖ T ‖2

L∞(0,T̂ :H3(Ω))‖ T ‖
2
L∞(0,T̂ ;H1(Ω))

+2τε7|rnh |2H1
0 (Ω) + τε8|rnh |2H1

0 (Ω), (5.36)

and

|A3,3| ≤
2(S0

4)4c8τ

ε9
h4 ‖ u ‖2

L∞(0,T̂ :H3(Ω)d)‖ T ‖
2
L∞(0,T̂ ;H1(Ω))

+
(S0

4)4c9τ

ε10
h4 ‖ u ‖2

L∞(0,T̂ :H3(Ω)d)‖ T ‖
2
L∞(0,T̂ ;H1

0 (Ω))

+2τε9|rnh |2H1
0 (Ω) + τε10|rnh |2H1

0 (Ω). (5.37)

Finally, by summing over 2 ≤ n ≤ m, for all m ≤ N , and using (2.6), we infer

‖ rmh ‖2L2(Ω) + ‖ 2rmh − r
m−1
h ‖2L2(Ω) +

m∑
n=2

‖ δ2rn−1
h ‖2L2(Ω) +4

m∑
n=2

τα|rnh |2H1
0 (Ω)

≤ ξ1(τ4 + h4) + ξ2

m∑
n=2

τ |rnh |2H1
0 (Ω) + ξ3

m∑
n=2

τ |vnh |2H1
0 (Ω)d + 3 ‖ r1

h ‖2L2(Ω),

(5.38)

where ξi (i = 1, 2, 3) depend on εj , j = 1, ..., 10. Then after applying the result of Theorem 5.6 and a
suitable choice of εi, i ∈ {1, ..., 10} (ξ2 = 3α), we drive the following estimate

‖ rmh ‖2L2(Ω) + ‖ 2rmh − r
m−1
h ‖2L2(Ω) +

m∑
n=2

‖ δ2rn−1
h ‖2L2(Ω) +

m∑
n=2

τα|rnh |2H1
0 (Ω)

≤ Ĉ ′T (τ4 + h4) + Ĉ
′′

T

m∑
n=2

τ |vnh |2H1
0 (Ω)2 ,

(5.39)

where Ĉ
′

T and Ĉ
′′

T are constants that do not dependant on τ and h.

Theorem 5.8. Let d = 2, (u, T, p) be the solution of Problem (E) and (unh, T
n
h , p

n
h) be the solution of

Problem (5.8). If u ∈ L∞
(
0, T ;H3(Ω)2

)
, T ∈ L∞

(
0, T ;H3(Ω)

)
, T

′ ∈ L∞
(
0, T ;H2(Ω)

)
and T (3) ∈

L2
(
0, T ;L2(Ω)

)
, there exists positive constants Ĉu, Ĉ

′

u and Ĉ
′′

u depending on a positive parameter δ̃1
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such that for all m ≤ N , we have for a time step τ sufficiently small,

‖ umh − Phu(tm) ‖2L2(Ω)2 + ‖ 2(umh − Phum)− (um−1
h − Phu(tm−1)) ‖2L2(Ω)2

+

m∑
n=2

‖ δ2(un−1
h − Phu(tn−1)) ‖2L2(Ω)2 +

m∑
n=2

τ ν̂1|unh − Phu(tn)|2H1
0 (Ω)2

≤ Ĉu(h4 + τ4) + Ĉ
′

uδ̃1

m∑
n=2

τ |Tnh − T (tn)|2H1
0 (Ω) +

Ĉ
′′

u

δ̃1

m∑
n=2

τ ‖ Tnh − T (tn) ‖2L2(Ω) .

(5.40)

Proof. We denote by vh = vnh = unh − Phu(tn) ∈ Vh and ϕ̃nh = Phu(tn) − u(tn). We first write the
equation of the velocity by choosing vh = vnh in (Eds1), we obtain

2
(
3unh − 4un−1

h + un−2
h ,vnh

)
+ 4τ(ν(Tnh )∇unh,∇vnh)− 4τ(pnh,div vnh) + 4τ(unh∇unh,vnh)

+2τ (div (unh)unh,v
n
h) = 4τ (fn(Tnh ),vnh) .

(5.41)

In the other hand, we consider the first equation of (E) at t = tn, we obtain by taking v = vnh

4τ(u
′
(tn),vnh) + 4τ(ν(T (tn))∇u(tn),∇vnh)− 4τ(p(tn),div vnh)

+4τ(u(tn)∇u(tn),vnh) + 2τ(div (u(tn))u(tn),vnh) = 4τ(f(T (tn)),vnh). (5.42)

We substruct (5.41) and (5.42), and insert ±2(3unh − 4un−1
h + un−2

h ,vnh), ±2(3Phu(tn) − 4Phu(tn−1) +
Phu(tn−2),vnh) and ±4τ(ν(Tnh )∇Phu(tn),∇vnh). We obtain

‖ vnh ‖2L2(Ω)2 + ‖ 2vnh − vn−1
h ‖2L2(Ω)2 + ‖ δ2vn−1

h ‖2L2(Ω)2

− ‖ vn−1
h ‖2L2(Ω)2 − ‖ 2vn−1

h − vn−2
h ‖2L2(Ω)2 +4τ ν̂1|vnh |2H1

0 (Ω)2

≤ |2
(
3ϕ̃nh − 4ϕ̃n−1

h + ϕ̃n−2
h ,vnh

)
|+ |4τ(ν(Tnh )∇Phu(tn),∇vnh)− 4τ(ν(T (tn))∇u(tn),∇vnh)|

+|4τ(unh∇unh,vnh) + 2τ (div (unh)unh,v
n
h)− 4τ(u(tn)∇u(tn),vnh)− 2τ (div (u(tn))u(tn),vnh) |

+|4τ(pnh − p(tn),div vnh)|+ |4τ (f1(Tnh ),vnh)− 4τ (f(T (tn)),vnh) |+ |R̃1|, (5.43)

where

R̃1 =

(
u
′
(t)− 3u(t)− 4u(t− τ) + u(t− 2τ)

2τ
,vh

)
. (5.44)

Let us study the terms of right hand side of (5.43) denoted by Ãi, i ∈ {1, ..., 5}. Then we have, by using
Taylor’s formula

3ϕ̃nh − 4ϕ̃n−1
h + ϕ̃n−2

h

2τ
= Phu

′
(tn)− u

′
(tn) + R̃2,

where

|R̃2| ≤
τ

3
2

2
√

3
‖
(
Phu

(3) − u(3)
)

(x) ‖L2(tn−2,tn) . (5.45)

Since Ph is stable by norm L2 (cf. [8]), then we obtain

|Ã1| ≤
2c1h

4

ε̃1
‖ u

′
‖2
L∞(0,T̂ ;H2(Ω)2) +2τ ε̃1S

2
2 |vnh |2H1

0 (Ω)2

+
τ4c2
ε̃2
‖ u(3) ‖2

L2(0,T̂ ;L2(Ω)2) +τ ε̃2S
2
2 |vnh |2H1

0 (Ω)2 (5.46)

For the terme |Ã2|, we get

|Ã2| ≤
2(ν̂1)2c3h

4τ

ε̃3
‖ u ‖2

L∞(0,T̂ ;H3(Ω)2) +2τ ε̃3|vnh |2H1
0 (Ω)2

+
2τ(ν∗)4

ε̃4δ̃1
‖ u ‖4

L∞(0,T̂ ;W 1,4(Ω)2)‖ T
n
h − T (tn) ‖2L2(Ω)

+
τ δ̃1
ε̃4
|Tnh − T (tn)|2H1

0 (Ω) + τ ε̃4|vnh |2H1
0 (Ω)2 . (5.47)
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We add and subsruct 4τdu (unh, Phu(tn),vnh), 4τdu (Phu(tn), Phu(tn),vnh) and 4τdu (u(tn), Phu(tn),vnh)

in the Ã3 to obtain

|Ã3| = 4τ (vnh∇Phu(tn),vnh) + 2τ (div (vnh)Phu(tn),vnh)

+4τ ((Phu(tn)− u(tn))∇Phu(tn),vnh) + 2τ (div (Phu(tn)− u(tn))Phu(tn),vnh)

+4τ (u(tn)∇(Phu(tn)− u(tn)),vnh) + 2τ (div (u(tn))(Phu(tn)− u(tn))u(tn),vnh) . (5.48)

We denote by Ã3,1, Ã3,2 and Ã3,3 the terms of the right hand side of (5.48).
We have by using (2.2),

| (div (vnh)Phu(tn),vnh) | ≤ c4|vnh |H1(Ω)|u(tn)|L4(Ω)|vnh |L4(Ω)

≤ c5|vnh |
3/2
H1(Ω)|u(tn)|1/2L2(Ω),

and then by using the relation ab ≤ a4

4
+
b4/3

4/3
, we get the following bound,

|Ã3,1| ≤ 2
√

2τc6ε̃5 ‖ u ‖L∞(0,T̂ ;H1
0 (Ω)2) |v

n
h |2H1

0 (Ω)2 +
2
√

2τ

ε̃5
‖ u ‖L∞(0,T̂ ;H1

0 (Ω)2)‖ v
n
h ‖2L2(Ω)2

+
S0

4c7τ ε̃6

2
3
4

‖ u ‖L∞(0,T̂ ;H1
0 (Ω)2) |v

n
h |2H1

0 (Ω)2 +
3S0

4c8τ

2
3
4 ε̃6

‖ u ‖L∞(0,T̂ ;H1
0 (Ω)2)‖ v

n
h ‖2L2(Ω)2 .

The relation

2τ (div (vnh)Phu(tn),vnh) = −4τ (vnh∇Phu(tn),vnh)− 4τ (vnh∇vnh , Phu(tn)) (5.49)

allows us to get the inequality

|Ã3,2| ≤
4τ(S0

4)4c9
ε̃7

h4 ‖ u ‖2
L∞(0,T̂ ;H1

0 (Ω)2)‖ u ‖
2
L∞(0,T̂ ;H3(Ω)2) +4τ ε̃7|vnh |2H1

0 (Ω)2 (5.50)

and

|Ã3,3| ≤
4τ(S0

4)4c10

ε̃8
h4 ‖ u ‖2

L∞(0,T̂ ;H1
0 (Ω)2)‖ u ‖

2
L∞(0,T̂ ;H3(Ω)2) +4τ ε̃8|vnh |2H1

0 (Ω)2 . (5.51)

For the pressure, we have

|Ã4| ≤
4τc11h

4

ε̃9
‖ p ‖2

L∞(0,T̂ ;H2(Ω)) +2τ ε̃9|vnh |2H1
0 (Ω)2 . (5.52)

The last terme is bounded as follow

|Ã5| ≤
2τ(c∗f1)2(S0

4)2

ε̃10
‖ Tnh − T (tn) ‖2L2(Ω) +2τ ε̃10|vnh |2H1

0 (Ω)2 . (5.53)

By summing over 2 ≤ n ≤ m, for all m ≤ N , we get the estimation

‖ vmh ‖2L2(Ω)2 + ‖ 2vmh − vm−1
h ‖2L2(Ω)2 +

m∑
n=2

‖ δ2vn−1
h ‖2L2(Ω)2 −3 ‖ v1

h ‖2L2(Ω)2 +4

m∑
n=2

τ ν̂1|vnh |2H1
0 (Ω)2

≤ ξ̃1(h4 + τ4) +

m∑
n=2

τ δ̃1
ε̃4
|Tnh − T (tn)|2H1

0 (Ω) +

m∑
n=2

ξ̃2τ

δ̃1
‖ Tnh − T (tn) ‖2L2(Ω)

+

m∑
n=2

ξ̃3τ ‖ vnh ‖2L2(Ω)2 +

m∑
n=2

ξ̃4τ |vnh |2H1
0 (Ω)2 ,

where ξ̃i, i = 1, ..., 4 depend of ε̃i, i = 1, ..., 10.
Therefor, by collecting the above bounds, using Theorem 5.6 and choosing suitable values of ε̃i, i ∈
{1, .., 10}, we obtain the following result:

‖ vmh ‖2L2(Ω)2 + ‖ 2vmh − vm−1
h ‖2L2(Ω)2 +

m∑
n=2

‖ δ2vn−1
h ‖2L2(Ω)2 +

m∑
n=2

τ ν̂1|vnh |2H1
0 (Ω)2

≤ Ĉu(h4 + τ4) + Ĉ
′

uδ̃1

m∑
n=2

τ |Tnh − T (tn)|2H1
0 (Ω) +

Ĉ
′′

u

δ̃1

m∑
n=2

τ ‖ Tnh − T (tn) ‖2L2(Ω) +Ĉ
′′′

u

m∑
n=2

τ ‖ vnh ‖2L2(Ω)2 .

(5.54)
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After writing

Ĉ
′′′

u

m∑
n=2

τ ‖ vnh ‖2L2(Ω)2= Ĉ
′′′

u

m−1∑
n=2

τ ‖ vnh ‖2L2(Ω)2 +Ĉ
′′′

u τ ‖ vmh ‖2L2(Ω)2 ,

Using Gronwall’s lemma for τ ≤ 1

2Ĉ ′′′u
, we infer

‖ vmh ‖2L2(Ω)2 + ‖ 2vmh − vm−1
h ‖2L2(Ω)2 +

m∑
n=2

‖ δvn−1
h ‖2L2(Ω)2 +

m∑
n=2

τ ν̂1|vnh |2H1
0 (Ω)2

≤ Ĉu(h4 + τ4) + Ĉuδ̃1

m∑
n=2

τ |Tnh − T (tn)|2H1
0 (Ω) +

Ĉ
′′

u

δ̃1

m∑
n=2

τ ‖ Tnh − T (tn) ‖2L2(Ω) . (5.55)

Theorem 5.9. Under the assumption of Theoreme 5.7 and 5.8, there exists constants Ĉu and ĈT inde-
pendent of τ and h, such that for τ sufficiently small, we have

sup
2≤n≤N

‖ Tnh −RhT (tn) ‖2L2(Ω) + sup
2≤n≤N

‖ 2(Tnh −RhT (tn))− (Tn−1
h −RhT (tn−1) ‖2L2(Ω)

+

N−1∑
n=2

‖ δ2(Tn−1
h −RhT (tn−1) ‖2L2(Ω) +

N∑
n=2

τα

2
|Tnh −RhT (tn)|2H1

0 (Ω) ≤ ĈT (τ4 + h4)
(5.56)

and

sup
2≤n≤N

‖ unh − Phu(tn) ‖2L2(Ω)2 + sup
2≤n≤N

‖ 2(unh − Phu(tn))− (un−1
h − Phu(tn−1)) ‖2L2(Ω)2

+

N−1∑
n=2

‖ δ2(un−1
h − Phu(tn−1)) ‖2L2(Ω)2 +

N∑
n=2

τ ν̂1

2
|unh − Phu(tn)|2H1

0 (Ω)2 ≤ Ĉu(τ4 + h4).
(5.57)

Proof. We denote by vnh = unh − Phu(tn) and rnh = Tnh −RhT (tn). We combine the results of Theorems

5.7 and 5.8, insert ±RhT (tn), consider T ∈ L∞
(

0, T̂ ;H2(Ω)
)

and choose δ̃1 =
αν̂1

4Ĉ
′′
T Ĉu

, to obtain

‖ rmh ‖2L2(Ω) + ‖ 2rmh − r
m−1
h ‖2L2(Ω) +

m∑
n=2

‖ δ2rn−1
h ‖2L2(Ω) +

1

2

m∑
n=2

τα|rnh |2H1
0 (Ω)

≤ Ĉ ′T (τ4 + h4) + Cr

m∑
n=2

τ ‖ rnh ‖2L2(Ω) .

(5.58)

We observe that

‖ rmh ‖2L2(Ω)≤ 2
(
‖ δ2rmh ‖2L2(Ω) + ‖ 2rm−1

h − rm−2
h ‖2L2(Ω)

)
and consider τ sufficiently small such that, after applying Gronwall’s lemma, we obtain

sup
2≤n≤N

‖ rnh ‖2L2(Ω) + sup
2≤n≤N

‖ 2rnh − rn−1
h ‖2L2(Ω) +

N−1∑
n=2

‖ δ2rn−1
h ‖2L2(Ω)

+

N∑
n=2

τα

2
|rnh |2H1

0 (Ω) ≤ ĈT (τ4 + h4)

(5.59)

By considering the triangle inequality

‖ Tnh − T (tn) ‖L2(Ω)≤‖ Tnh −RhT (tn) ‖L2(Ω) + ‖ RhT (tn)− T (tn) ‖L2(Ω)

we get (5.56). We deduce the bound (5.57) by applying theorem 5.8.

6. numerical resultas

To validate the theoretical results, we perform several numerical simulations using the FreeFem++ soft-
ware (see [10]). We begin with a simple test case where we show comparisons with the exact solution for
the first order schemes (Eds1) and (Eds2), and the second order scheme (5.8).



24 R. DBAISSY, F. HECHT, G. MANSOUR, AND T. SAYAH

6.1. First academic test case. We consider the square Ω =]0, 3[2 and the time interval [0, T̂ ] = [0, 3].
Each edge is divided into N equal segments so that Ω is divided into 2N2 triangles. The time step is

considered as τ =
T̂

N
, so h =

3

N
and τ are equal. In this section, we consider f1(x, T ) = 0.

We consider the manufactured solution

(u, p, T ) =
(
tet curlψ, p, T

)
,

where ψ, p and T are defined as follows

ψ(x, y) = e−30((x−1)2+(y−1)2),

p(x, t) = t sin t cos
π

3
x cos

π

3
y,

T (x, t) = sin t x2(x− 3)2y2(y − 3)2,

(6.1)

In this section, we consider three cases for the viscosity: ν(T ) = T + 1, ν(T ) = sinT + 2 and ν(T ) =

e−T +
1

10
and we define the following relative error between the exact and numerical solution

err =
(∑M

n=1 τ |u
n+1
h − unh|2H1(Ω)2∑M

n=1 τ |u(tn)|2H1(Ω)2

+

∑M
n=1 τ |p

n+1
h − p(tn)|2L2(Ω)∑M

n=1 τ |p(tn)|2L2(Ω)

+

∑M
n=1 τ |T

n+1
h − T (tn)|2H1(Ω)∑M

n=1 τ |T (tn)|2H1(Ω)

)1/2

.

(6.2)

6.1.1. First order schemes.
In this section, we study the schemes (Eds1) and (Eds2). Figures 1 and 2 (respectively (3 and 4) and (5
and 6)) show a comparison between the numerical and exact velocity (respectively the pressure and the
heat) for ν(T ) = T + 1. Same comparisons are obtained for the other cases of the viscosity.

Vec Value
0
0.0003
0.0006
0.0009
0.0012
0.0015
0.0018
0.0021
0.0024
0.0027
0.003
0.0033
0.0036
0.0039
0.0042
0.0045
0.0048
0.0051
0.0054
0.0057

Figure 1. Numerical velocity
for ν(T ) = T + 1 and N = 100.

Vec Value
0
0.0003
0.0006
0.0009
0.0012
0.0015
0.0018
0.0021
0.0024
0.0027
0.003
0.0033
0.0036
0.0039
0.0042
0.0045
0.0048
0.0051
0.0054
0.0057

Figure 2. Exact velocity for
ν(T ) = T + 1 and N = 100.

IsoValue
-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
1
2
3
4
5
6
7
8
9
10

Figure 3. Numerical pressure
for ν(T ) = T + 1 and N = 100.

IsoValue
-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
1
2
3
4
5
6
7
8
9
10

Figure 4. Exact pressure for
ν(T ) = T + 1 and N = 100.

Table 1 shows the slope of the error curve (in logarithmic scale and for N going from 60 to 120) corre-
sponding to the different cases of ν(T ) and the schemes (Eds1) and (Eds2):
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IsoValue
-10
0
10
20
30
40
50
60
70
80
90
100
110
120
130
140
150
160
170
180
190
200
210
220
230

Figure 5. Numerical heat for
ν(T ) = T + 1 and N = 100.

IsoValue
-10
0
10
20
30
40
50
60
70
80
90
100
110
120
130
140
150
160
170
180
190
200
210
220
230

Figure 6. Exact heat for
ν(T ) = T + 1 and N = 100.

ν(T ) (Eds1) (Eds2)

T + 1 1, 003 1, 003
sin(T ) + 2 0, 984 0, 941

e−T +
1

10
0, 9841 0, 9838

Table 1. The slop of the error.

Remark 6.1. Note that the results obtained in Table 1 confirm those obtained in Theorem 4.7

6.1.2. Second order scheme.
In this section, we study (5.8) which is a nonlinear second order scheme and can be represented at each
time step as F (w) = 0, where w = (unh, p

n
h, T

n
h ) and

F (wn) =

 3unh − 4un−1
h + un−2

h

2τ
+ unh∇unh − ν(Tnh )∆unh +∇pnh +

1

2
div (unh)unh − fn0

3Tnh − 4Tn−1
h + Tn−2

h

2τ
+ unh∇Tnh − α∆Tnh +

1

2
div (unh)Tnh − gn

 . (6.3)

We solve the equation F (w) = 0 by using the following iterative Newton method:
let w0 =

(
un−1
h , pn−1

h , Tn−1
h

)
. At each iteration k, knowing wk−1, we solve the following system

DwF (wk−1)(wk − wk−1) = −F (wk−1), (6.4)

to get wk = (uk, pk, T k). Note that DwF is the derivative of F .

By denoting (uw, pw, Tw) = wk − wk−1, system (6.4) can be written, for all vh ∈ Xnh and rh ∈ Ynh, as

(3uw
2τ

,vh
)

+ (uw∇uk−1,vh) + (uk−1∇uw,vh) + (ν(T k−1)∇uw,∇vh)

+
( dν
dT

(T k−1)Tw∇uk−1,∇vh
)
− (pw,div vh) +

1

2

(
div (uw)uk−1,vh

)
+

1

2

(
div (uk−1)uw,vh

)
= −

(3uk−1 − 4un−1
h + un−2

h

2τ
,vh
)
− (uk−1∇uk−1,vh) + (pk−1,div vh)

−(ν(T k−1
h )∇uk−1,∇vh)− 1

2

(
div (uk−1)uk−1,vh

)
+
(
fn0 ,vh

)
(6.5)
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and (3Tw
2τ

, rh
)

+ (uk−1∇Tw, rh) + (uw∇T k−1, rh) + α(∇Tw,∇rh) +
1

2

(
div (uw)T k−1, rh

)
+

1

2

(
div (uk−1)Tw, rh

)
= −

(3T k−1 − 4Tn−1
h + Tn−2

h

2τ
, rh
)
− (T k−1∇T k−1, rh)− α(∇T k−1,∇rh)

−1

2

(
div (uk−1)T k−1, rh

)
+
(
gn, rh

)
.

(6.6)

The Newton system 6.5-6.6 can be stopped at the iteration k when the iterative error

errwk =
|uk − uk−1|H1(Ω)2

|uk|H1(Ω)2

+
|pk − pk−1|L2(Ω)

|pk|L2(Ω)
+
|T k − T k−1|H1(Ω)

|T k|H1(Ω)

becomes smaller than a given tolerance εa = 10−10 (errwk ≤ εa).

Table 1 shows the slope of the error curve (in logarithmic scale and for N going from 50 to 70) with a
step of 5, for different cases of ν(T ):

ν(T ) (NSTfvd2O2)

T + 1 2, 4164
sin(T ) + 2 2, 1983
e−T + 1/10 1, 9386

Table 2. The slop of the error.

Remark 6.2. Note that the results obtained in Table 2 confirm those obtained in Theorem 5.6.

6.1.3. Comparison between order one and order two.
In the previous sections, we showed numerical validation of the first order scheme ((Eds1) and the second
order scheme (5.8). In this section, we compare the effectiveness of each one.

Table 3 shows a comparison between (Eds1) with N = 200 and (5.8) with N = 40 and shows the
corresponding CPU times of computation. We deduce that Scheme (5.8) is better then (Eds1), since
(Eds2) with N = 40 gives more precisions with much less time of computation than (Eds1).

ν(T ) scheme (Eds1), N=200 scheme (5.8), N=40
error CPU time (s) error CPU time (s)

T + 1 0,064 4106 0,062 285
sin(T ) + 2 0,151 4975 0,051 274
e−T + 1/10 0,063 4192 0,025 285

Table 3. Comparison between (Eds1) and (5.8)

6.2. Second test case. In this section, we consider the natural convection heat transfer, where the
domain is a unit two-dimensional cavity of width L and height H. The vertical walls of the cavity are
isothermal, of temperatures Th (hot) and Tc (cold). We refer to [11] for the details of the geometry
(see Figure 7), the boundary condition and the following scaling. Using a lengthscale Lref = H = 1
and a liquid reference state (ρref , Vref , Tref ), we can define the following scaling for the space, velocity,
temperature and time variables:

X =
x

Lref
, U =

u

Vref
, θ =

T − Tref
Th − Tf

, τ =
t

tref
, tref =

Lref
Vref

,
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where Tref =
Th + Tf

2
and Vref =

ν

H
.

𝜕𝛉

𝜕𝑛
= 0, 𝑈 = 0 

𝜕𝛉

𝜕𝑛
= 0, 𝑈 = 0 

 

𝛉ℎ  =0.5 𝛉𝑓 = −0.5 

U=0 U=0 

Figure 7. Details of the natural convection problem.

In this case, the viscosity is constant and doesn’t depend on the heat but the data f depends of the heat
as following: f0 = 0 and

f1(x, θ) =

 0

Ra

RePr
θ

 , ∀x ∈ Ω.

We take Ra = 106, Re = 1 (Reynold number) and Pr = 0.71 (Prandtl number).

We first use the scheme (Eds1) to solve our problem. Figure 8 shows the repartition of the streamlines of
the flow in the liquid for N = 80. Furthermore, Figure 9 shows a comparison of the horizontal velocity
profile u(y) at mid-domain x = 0.5 between our results and those obtained in [11].

Figure 8. Streamlines of the flow in the liquid N = 80.

Then, we solve the second-order discrete problem by using the Newton method, as follows(
3uw
2τ

,vh

)
+ (uw∇uk−1,vh) + (uk−1∇uw,vh) + (ν∇uw,∇vh)

−(pw,div vh) +
1

2

(
div (uw)uk−1,vh

)
+

1

2

(
div (uk−1)uw,vh

)
−
(
df

dθ
(θk−1)θw,vh

)
=

(
3uk−1 − 4un−1

h + un−2
h

2τ
,vh

)
+ (uk−1∇uk−1,vh)− (pk−1,div vh)

+(ν(θn−1
h )∇uk−1,∇vh) +

1

2

(
div (uk−1)uk−1,vh

)
−
(
f1(θk−1

h ),vh
)

(6.7)
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-0.08 -0.06 -0.04 -0.02 0 0.02 0.04 0.06 0.08
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(Eds1)
Newton

Figure 9. Comparison of the horizontal velocity profile u(y) at mid-domain x = 0.5
between (Eds1) and [11].

and (
3θw
2τ

, rh

)
+ (uk−1∇θw, rh) + (uw∇θk−1, rh) + α(∇θw,∇rh)

+
1

2

(
div (uw)θk−1, rh

)
+

1

2

(
div (uk−1)θw, rh

)
=

(
3θk−1 − 4θn−1

h + θn−2
h

2τ
, rh

)
+ (θk−1∇θk−1, rh)

+α(∇θk−1,∇rh) +
1

2

(
div (uk−1)θk−1, rh

)
− (gn, rh) (6.8)

Figure 10 shows the same comparison (as in figure 9) but by using the second order scheme (5.8) and for
N = 20.

-0.08 -0.06 -0.04 -0.02 0 0.02 0.04 0.06 0.08
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

order 1 N=200
order 2 N=20

Figure 10. Comparison of the horizontal velocity profile u(y) at mid-domain x = 0.5
between the scheme (5.8) and [11].

7. Conclusion

In this paper we treat the fully discrete time-dependent Boussinesq problem. We introduce first order
and second order schemes in space and time, and establish the corresponding a priori error estimates.
Next, we perform several numerical simulations using the FreeFem++ software to validate the theoretical
results and to show that the second order scheme in much better than the first order in terms of CPU
time of computation with the same precision.
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