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Abstract

We consider restricted games on weighted graphs associated with
minimum partitions. We replace in the classical definition of Myerson
restricted game the connected components of any subgraph by the sub-
components corresponding to a minimum partition. This minimum
partition Py, is induced by the deletion of the minimum weight edges.
We provide five necessary conditions on the graph edge-weights to have
inheritance of convexity from the underlying game to the restricted
game associated with Ppi,. Then, we establish that these conditions
are also sufficient for a weaker condition, called F-convexity, obtained
by restriction of convexity to connected subsets. Moreover, we prove
that inheritance of convexity for Myerson restricted game associated
with a given graph G is equivalent to inheritance of F-convexity for
the Ppin-restricted game associated with a particular weighted graph
G’ built from G by adding a dominating vertex, and with only two
different edge-weights. Then, we prove that G is cycle-complete if and
only if a specific condition on adjacent cycles is satisfied on G’.

Keywords: communication networks, cooperative game, convex game,
restricted game, partitions.

1 Introduction

A cooperative game is a pair (N,v) where N is a set of players, and v
is the characteristic function of the game which assigns to any coalition
A C N a value v(A) € IR, and satisfies v()) = 0. We consider an arbitrary
correspondence P which associates to every subset A C N a partition P(A)
of A. Then, for every game (IN,v), we define the P-restricted game (N,v)
by:

(1) 5(d)= >  w(F), forall ACN.
FeP(A)

*Corresponding author. Université de Paris I, Centre d’Economie de la Sorbonne,
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Through many concrete choices for the correspondence P, the new game
(N,7) can take into account many combinatorial structures and different
aspects of cooperation restrictions.

A founding example is the Myerson’s correspondence Py associated with
communication games (Myerson, 1977). A communication game is a com-
bination of a cooperative game (NN, v) and an undirected graph G = (N, E)
representing communication possibilities between the players. For every
coalition A C N, we denote by G4 the graph (A, E(A)) where E(A) = {e €
E|e={ij} withije A}. Py(A) is the set of connected components
of G 4. Then, the Py-restricted game (N, v), known as Myerson restricted
game, takes into account the connectivity between players in G. It is con-
sidered that only connected coalitions are able to cooperate and get their
initial values. Many other correspondences have been considered to define
restricted games (see, e.g., Algaba et al. (2001); Bilbao (2000, 2003); Faigle
(1989); Grabisch and Skoda (2012); Grabisch (2013)).

We say that a correspondence P satisfies inheritance of superadditiv-
ity (resp. convexity) if for all superadditive (resp. convex) games (N,v),
the P-restricted games (N, v) are superadditive (resp. convex). A charac-
terization of correspondences satisfying inheritance of superadditivity has
been established in (Grabisch and Skoda, 2012). Another one for inheri-
tance of convexity, but with the family of underlying games (IV, v) restricted
to the family of unanimity games, has also been proved in (Grabisch and
Skoda, 2012). In the case of communication games, these characterizations
imply strong conditions on the communication graphs. In particular, we
prove in this paper that they imply the graph characterization established
in (van den Nouweland and Borm, 1991) for the correspondence Py;: there
is inheritance of convexity for Py if and only if the communication graph
is cycle-complete!. Of course, an abstract theory of restricted games associ-
ated with correspondences must be developed in relation with many other
concrete examples of correspondences.

We consider in this paper cooperative games with cooperation restric-
tions described by a weighted graph. A weighted graph is a graph in which
each edge e € F has been assigned a real number w(e), called the weight
of e. Weighted graphs can be used to represent various types of networks,
e.g., communication, transportation, or social networks. The interpretation
of edge-weights depends on the context. For a communication network,
edge-weights can correspond to capacities or communication levels between
players. In the case of a social network, edge-weights can be values reflecting
intensities of players’ relationships. Then it is likely that, in a given coali-
tion, players are more or less prone to cooperate depending on the weights of
their links. Moreover, it may be the case that the existence of links between

'A graph G = (N, E) is cycle-complete if for any cycle C = (v1,e1,v2, €2, . ., €m,v1)
in G, the subset {vi,v2,...,um} C N of vertices of C induces a complete subgraph in G.
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players is not sufficient to activate their cooperation. We will consider that
two players have a privileged relation in a given coalition A if they are linked
by a non-minimum weight edge in G 4. Moreover, we will assume that only
players with privileged relations cooperate. Therefore, we consider in this
paper the correspondence P, which associates to any coalition A C N the
partition of A obtained by the removal of all minimum weight edges in G 4.
Hence, we obtain a partition restricted game (N, v) where connectedness is
not sufficient to have the cooperation of players.

In this framework, we study necessary conditions on weighted graphs un-
der which P, satisfies inheritance of convexity. We obtain five necessary
conditions on the edge-weights of paths, stars, cycles, pans® and adjacent
cycles of the graph G. These conditions look like convexity conditions on
the edge-weights. For instance, if the edge-weights of a path are all greater
or equal to the weight of its first edge, then they have to be nondecreasing
alongside the path. To establish these five necessary conditions, we only
need to consider connected subsets. Hence, these necessary conditions are
valid if we only assume inheritance of F-convexity which is a weaker condi-
tion than convexity introduced in (Grabisch and Skoda, 2012) and obtained
by restricting the definition of convexity to connected subsets. Then, we
prove that these five conditions characterize inheritance of F-convexity for
the correspondence Pin and this constitutes the main result of the paper
(Theorem 15). Moreover, we fully describe the graphs satisfying these five
necessary conditions.

The particular case of cycle-free graphs has already been investigated
in (Grabisch and Skoda, 2012). Two weaker versions of the necessary con-
ditions on paths and stars were established, and it was proved that they
ensure inheritance of F-convexity in this case. It was also observed that,
for arbitrary graphs, a condition on edge-weights of cycles was required. In
the present paper, these three conditions are extended to a more general
setting: paths, stars, and cycles do not necessarily correspond to induced
subgraphs.

Of course F-convexity does not imply convexity but we think this notion
is of interest in the context of communication games. Convexity corresponds
to the idea that tendency for a player to join a coalition increases as the coali-
tion grows. But if the coalition does not correspond to a connected subset,
then this property seems rather unlikely. Indeed, the player will not be able
to communicate with the whole group of players in the coalition, and in the
worst case could be not even linked to any player in the coalition. If we con-
sider that players should be at least able to communicate to cooperate, then
it becomes natural to restrict convexity to connected subsets. Many other
extensions of the notion of convexity have been considered in the literature
(see, e.g., Edmonds and Giles (1977), Faigle (1989), Fujishige (2005)), where

2A pan graph is a graph obtained by joining a cycle to a vertex by an edge.
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the convexity has to be satisfied only for specific restricted families of sub-
sets. Moreover, in a forthcoming paper (Skoda, 2017), we have completely
classified the weighted graphs satisfying inheritance of convexity for Ppin.
Those graphs have strong restrictions on their combinatorial structures and
on their edge-weights. In particular, they can have only three different edge-
weights. In contrast, inheritance of F-convexity allows an arbitrary number
of edge-weights. We present at the end of the paper some results established
in (Skoda, 2017) as they allow to highlight other major differences between
graphs satisfying inheritance of convexity and the ones satisfying inheritance
of F-convexity.

An interesting feature of the Ppiy-restricted game is that it can easily
be linked to Myerson restricted game. More precisely, we establish that the
Myerson restricted game associated with an arbitrary graph G corresponds
to a restriction of the Pyin-restricted game associated with a particular
weighted graph G’ built from G by simply adding a dominating vertexz?®, and
with only two different edge-weights. This also provides an interesting link
between convexity and F-convexity. We prove that inheritance of convexity
for the Myerson correspondence Pys on G is equivalent to inheritance of F-
convexity for the correspondence P, on G’. Moreover, we show that, due to
the specific structure of G’, and as there are only two edge-weights on G’, the
correspondence Py, satisfies inheritance of F-convexity on G’ if and only
if G’ satisfies the condition on adjacent cycles. Hence, this last condition is
particularly relevant as it is still required, whereas the other four necessary
conditions are always satisfied on this particular class of weighted graphs.
Furthermore, the previous result establishes a link between the condition on
adjacent cycles and the characterization in (van den Nouweland and Borm,
1991), as it implies that the condition on adjacent cycles of the graph G’ is
equivalent to the cycle-completeness of the graph G.

Let us note that our characterization can lead to a practical way to check
inheritance of F-convexity for the correspondence Ppin. Of course, directly
checking the five necessary and sufficient conditions would not result in a
polynomial time algorithm as we would need to consider an exponential
number of paths, stars, cycles, and pans. But we proved in a forthcoming
paper (Skoda, 2016) that we only have to consider a polynomial number
of specific paths and cycles associated with a minimum weight spanning
tree. Then, we are able to construct a polynomial time algorithm to decide
the inheritance of F-convexity for Punin, though the problem looks a priori
highly non-polynomial. The complete proof of this result is too long to be
included in this paper which is focused on providing a characterization of
inheritance of F-convexity for Ppin.

The article is organized as follows. In Section 2, we give preliminary
definitions and recall results established in (Grabisch and Skoda, 2012). In

3A dominating vertex of a graph G is a vertex adjacent to all other vertices of G.
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particular, we recall the definition of a correspondence, the definition of
F-convexity, and general conditions on a correspondence to have inheri-
tance of convexity and JF-convexity. The Ppin-restricted game is defined in
Section 3. We provide a very simple counter-example to inheritance of con-
vexity for Ppin, with a graph with only two different edge-weights, for which,
nevertheless, inheritance of F-convexity is satisfied. Section 4 describes the
relations between the Myerson restricted game associated with a given graph
G and the restriction of the Pyi,-restricted game associated with a partic-
ular weighted graph G’ built from G. Section 5 includes the main results
ot the paper. In Section 5.1, we precisely describe the five conditions on
edge-weights, and we establish that they are necessary to have inheritance
of F-convexity for the correspondence Pni,. Then, we prove that these
conditions are also sufficient for superadditive games in Section 5.2. As a
consequence, one only needs to verify inheritance of F-convexity for una-
nimity games. That is an interesting and non-trivial result as a convex or
F-convex game is not in general a convex combination of unanimity games.
In Section 5.3, we prove that cycle-completeness of a graph is satisfied if
and only if one of the necessary conditions on adjacent cycles is satisfied on
the particular graph described in Section 4. As a consequence, we reobtain
the characterization of van den Nouweland and Borm (1991) for inheritance
of convexity for the Myerson correspondence Pj;. In Section 5.4, we give
a description of the class of graphs satisfying the necessary and sufficient
conditions for inheritance of F-convexity. This class is large as the number
of different edge-weights and of adjacent cycles is not restricted. We finally
state in Section 6 characterizations of inheritance of convexity. We con-
clude with some remarks and suggestions for generalization of these results
to other correspondences in Section 7.

2 Preliminary definitions and results

Let N be a given set. We denote by 2V the set of all subsets of N. A
game (N,v) is zero-normalized if v(i) = 0 for all i € N. We recall that
a game (N,v) is superadditive if, for all A, B € 2V such that AN B = 0,
v(AUB) > v(A) + v(B). For any given subset ) # S C N, the unanimity
game (N, ug) is defined by:

1 ifADS,
(2) us(A4) = { 0 otherwise.

We note that ug is superadditive for all S # (. Let X and Y be two
given sets. A correspondence f with domain X and range Y is a map that
associates to every element x € X a subset f(z) of Y, i.e., a map from X to
2Y . In this work we consider a specific correspondence P with domain and
range 2%, such that for every subset () # A C N, the family P(A) of subsets
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of N corresponds to a partition of A (we set P(0)) = {0}). Let (N,v) be a
given game. Then the partition restricted game (N,U) associated with P is
defined by:

(3) v(Ad)= >  w(F), forall ACN.
FeP(A)

We will more simply refer to this game as the P-restricted game. Let us note
that if (IV,v) is a communication game associated with a graph G = (N, E)
and if P corresponds to the partition into connected components, then (N, 7)
is Myerson restricted game (N, vM) (Myerson, 1977).

For two given subsets A and B of N, P(A) is a refinement of P(B)
if every block of P(A) is a subset of some block of P(B). The following
result established in (Grabisch and Skoda, 2012) gives general conditions on
a correspondence P to have inheritance of superadditivity.

Theorem 1. Let N be an arbitrary set and P a correspondence on N. Then
the following claims are equivalent:

1) For all() # S C N, the P-restricted game (N,ug) is superadditive.

2) For all subsets A C B C N, P(A) is a refinement of the restriction of
P(B) to A.

3) For all superadditive game (N,v) the P-restricted game (N,v) is super-
additive.

Let F be a weakly union-closed family* of subsets of N such that () ¢ F.
A game v on 2V is said to be F-conver if for all A,B € F such that
AN B e F, we have:

(4) W(AUB) +v(AN B) > v(A) +v(B).

Note that as F is weakly-union closed and ) ¢ F, AN B € F implies
AU B € F. Of course convexity implies F-convexity which implies also the
following condition. If a game v on 2V is F-convex, then for all i € N and
all AC B C N\ {i} such that A, B and AU {i} € F, we have:

() v(BU{i}) —o(B) =2 v(AU{i}) — v(A).

Of course, if F = 2V \ {) and if the game is superadditive then F-convexity
implies convexity and it is well known that there is equivalence of the two
previous conditions (Schrijver, 2003). Let us note that (INV,ug) is convex
for all S # (. Let (N,v) be a cooperative game associated with a graph

4F is weakly union-closed if AU B € F for all A, B € F such that AN B # ( Faigle
et al. (2010). Weakly union-closed families were introduced and analysed in Algaba (1998);
Algaba et al. (2000) and called union stable systems.
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G = (N, E). We say that a subset ) # A C N is connected if the induced
graph G4 = (A, E(A)) is connected. The family of connected subsets of N
is obviously weakly union-closed (Algaba et al., 2000). For this last family
the two previous conditions are also equivalent (Grabisch and Skoda, 2012).

Theorem 2. Let G = (N, E) be an arbitrary graph and let F be the family
of connected subsets of N. Then the following conditions are equivalent:

(6) v is F-convex.

(M) v(BU{i}) —v(B) > v(AU{i}) —v(A), for alli € N,
for all AC BC N\ {i} with A,B, and AU {i} € F.

The next theorem established in (Grabisch and Skoda, 2012) gives gen-
eral abstract conditions on a correspondence P to have inheritance of con-
vexity for the family of unanimity games.

Theorem 3. Let N be an arbitrary set, P a correspondence on N, and F a
weakly-union closed family of subsets of N such that O ¢ F. If for all non-
empty subset S C N, (N,ug) is superadditive, then the following conditions
are equivalent.

1) For all non-empty subset S C N, the game (N,ug) is F-convez.

2) For all A,B € F such that ANB € F, P(ANB) = {A; N By | 4; €
P(A), By, € P(B),Aj N By # @}

Moreover if F = 2N\ {0} or if F corresponds to the set of all connected
subsets of a graph then 1) and 2) are equivalent to:

3) For alli € N and for all AC B C N\ {i} with A,B, and AU {i} € F,
we have for all A" € P(AU{i}), P(A)ja = P(B)ar-

Remark 1. We will mostly use Condition 3 of Theorem 3 in subsequent
proofs with the family F of connected subsets.

3 Pum-restricted game

Let G = (N, E,w) be an arbitrary graph with an edge-weight function w
which assigns a weight w(e) to each edge e € E. We assume that the
edge-weights are not all equal to avoid trivial situations. For any subset
A C N, we denote by o0(A) the minimum edge-weight in G4, i.e., 0(A) =
min.c g4y w(e), and by %(A) the subset of edges of minimum weight in
E(A). Let Puyin be the correspondence which associates to every subset
A C N the partition Ppin(A), the elements of which are the components of
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the graph (A, E(A) \ 3(A)). We set Puyin(0) = {0}. Then, for every game
(N, v), the Ppin-restricted game (N, ) is defined by:

U(A) = Z v(F), for all A C N.
FGPmin(A)

The Ppin-restricted game takes into account the connectivity between play-
ers, but connectivity is not a sufficient condition to have cooperation of all
players in a given coalition. As we delete the minimum weight edges there
must also be some privileged relation between players to activate their co-
operation. Hence, the Ppin-restricted game is very different from Myerson
restricted game as shown in the following example. Let us consider the
weighted graph G represented in Figure 1 and the subsets A = {1,2,3} and
B ={1,2,4}. As A and B are connected subsets in G, they get with Myerson
restricted game their initial values, i.e., v™ (A) = v(A) and v™ (B) = v(B).
Although in both cases the three players can communicate as they form a
complete subgraph of GG, the result is different with the Ppi,-restricted game.
Indeed, in the first case the edge-weights imply that only players 2 and 3
have a privileged relation and will cooperate. Therefore, they form a sub-
coalition and 7(A) = v({1}) +v({2,3}). In the second case the three players
have the same level of relationship. Therefore, they will not cooperate and

u(B) = v({1}) +v({2}) +v({4}).

Figure 1: A weighted graph.

Moreover, let us note that, if the underlying game (N, v) is superaddi-
tive, then the value obtained by a coalition with the Pyi,-restricted game
(N, ) is always less or equal to the value obtained with Myerson restricted
game. Hence, the Ppiy-restricted game can be considered as a pessimistic
alternative to Myerson restricted game. Although different from the Ppi,-
restricted game, we show in Section 4 that Myerson restricted game is closely
linked to a particular case of the Ppin-restricted game.

We can immediately observe that the correspondence P, satisfies in-
heritance of superadditivity. Indeed, as for all A C B C N, Ppin(4) is a
refinement of Pyin(B)|4, Theorem 1 implies the following result.

Proposition 4. Let G = (N, E,w) be an arbitrary weighted graph. Then,
for every superadditive game (N, v), the Puin-restricted game (N, V) is su-
peradditive.
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In comparison inheritance of convexity is very intricate. As pointed out
in the introduction, we will restrict the study in this paper to inheritance of
F-convexity. We end this section with a counterexample to inheritance of
convexity. Let us consider the graph represented in Figure 2. We suppose:

(8) w; = w2 < W3 = W4.

We consider i = 1, A; = {2}, Ay = {4,5}, A ={2,4,5}, and B = {2,3,4,5}.
Then 7(BU{i}) —9(B) = v(i) and 5(AU{i}) —0(A) = v(A2) +v(i) —v(4) —
v(5). Taking v = ua, we get 1(BU{i}) —0(B) =0<1=0(AU{i})—7(A).
Therefore there is no inheritance of convexity. It can easily be checked that
if A is replaced by any connected subset of B then v(B U {i}) — v(B) =
v(i) =v(AU{i}) —v(A).

——— ——

Figure 2: A counterexample to inheritance of convexity with w1 = wo <
w3 = W4.

Remark 2. We could also use Theorem 3 to prove that there is no inheri-
tance of convexity in the preceding example.

4 Relation between the Myerson restricted game
and the P,;,-restricted game

Let G = (N, E) be a given graph. We denote by Py the correspondence on
N which assigns to each subset A C N the partition Py;(A) of A into its
connected components. We build from G a weighted graph G’ = (N', E', w)
as follows. We add a new vertex s to G and an edge joining s to i for each
i€ N. Hence N = NU{s} and E' = EU{{s,i}, i € N}. For the weight
function, we set w(e) = 1if e € E and w(e) = 3 if e € E’ \ E (we can take
any value in ]0, 1] instead of 1). For example, if G is a cycle on five vertices,
then G’ corresponds to the graph represented in Figure 3. We consider the

Figure 3: Weighted graph G’ built from G.
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correspondence P, on N'. Let us consider a subset A’ in N’. If A’ C N,
then Ppin(A’) is the singleton partition of A’. Otherwise A’ = AU {s} with
A=A'NN and Puin(A") = {Pr(A),{s}}. Let (N',v) be a zero-normalized
game on N'. Then, the Ppi,-restricted game (N’,v) associated with G’
satisfies for all A C N:

(9) v(A) =0,

and

(10) BAU{sh) = > w(F)=v"(A).
FePy(A)

Let us observe that, by (9) and (10), the Ppin-restricted game (N’,7) only
depends on the restriction of v to N, and the restriction of (N’,7) to the set
of coalitions containing s corresponds to the Myerson restricted game on N.

Theorem 5. Let G = (N, E) be a graph and G' = (N', E',w) be the weighted
connected graph built from G by the preceding procedure. Let us consider a
zero-normalized game (N',v). Let F be the family of connected subsets of
N'. Then the Pmin-restricted game (N',v) is F-convex if and only if (N, vM)
18 convez.

Proof. Let us assume that (N/,7) is F-convex. Then, for any subsets A, B C
N, we have:

(11) T(AUBU{s})+7(ANBU{s}) >v(AU{s}) +v(BU{s}).

(10) implies that (11) is equivalent to:

(12) vM(AUB) + oM (AN B) > vM(A) + M (B).

Hence F-convexity of (N',7) implies convexity of (N, v™M).

Let us now assume that (N,v?) is convex. Then (12) and therefore (11)

are satisfied for any subsets A, B C N. As (N,v™) is convex it is also
superadditive and therefore for any subsets A, B C N, we have:

(13) vM(AUB) > vM(A),

which by (9) and (10) is equivalent to:

(14) 9(AUBU{s}) +7(ANB) >v(AU{s})+v(B).

By symmetry we also have 5(AUBU{s})+v9(ANB) > v(A)+v(BU{s}). And

(AU B)+9(ANB) >v(A) 4+ v(B) is obviously satisfied for all A, B C N.
Hence (N',v) is F-convex. O

10
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Corollary 6. Let G = (N,E) be a graph and G' = (N',E',w) be the
weighted connected graph obtained from G by the preceding procedure. Let us
consider a zero-normalized game (N',v). Let F be the family of connected
subsets of N'. Inheritance of F-convezity from (N',v) to the Puyin-restricted
game (N', ) is equivalent to inheritance of convexity from (N,v) to (N,v™).

Note that, although these results establish a link between F-convexity for
Pmin and convexity for Myerson’s correspondence, they are only valid for the
specific graph G’ built from the arbitrary graph G associated with Myerson
restricted game. They directly follow from the fact that we can get Myerson
restricted game as a restriction of the Pp,-restricted game with the specific
construction described at the beginning of this section. The reverse problem
of obtaining the Ppin-restricted game as a restriction or as a special case of
Myerson restricted game seems difficult if not impossible. For any weighted
graph G’ we have to be able to build an auxiliary unweighted graph G such
that connectedness is in a certain sense sufficient to find the structure and
the distribution of edge-weights of the initial graph. For instance, if G’ is a
weighted tree then G cannot be a subgraph of G’ otherwise G is also a tree
and there is always inheritance of convexity from the underlying game to
Myerson restricted game. Hence, we have to construct G from G’ by adding
specific cycles. These cycles have to be complete or not complete according
to the distribution of edge-weights. The difficulty of such a construction of
G from G’ already appears in the simplest cases where G’ is a star or a path.
It strongly suggests that we cannot obtain similar results for an arbitrary
graph G’ associated with the Ppy-restricted game by easily exhibiting a
particular graph G.

5 Inheritance of F-convexity for P,

Let G = (N, E,w) be a weighted graph. We denote by w; the weight of an
edge e¢; in E. Let F be the family of connected subsets of N. We establish
in this part necessary and sufficient conditions on the weight vector w for
the inheritance of F-convexity from the original game (N,v) to the Puyin-
restricted game (N, 7).

5.1 Necessary conditions on edge-weights

Throughout this section, F is the family of connected subsets of N. We
first establish that there exists a necessary condition associated with every
subgraph of G corresponding to a star. A star Sy corresponds to a tree with
one internal vertex and k leaves. We present the result for stars with three
leaves. The generalization to stars of greater size is immediate. We consider
a star Ss with vertices {1,2,3,4} and edges e; = {1,2}, e2 = {1,3} and

11
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es = {1,4}. The following necessary condition already appeared in (Gra-
bisch and Skoda, 2012) but was limited to induced stars®. We extend it to
all stars of a given graph.

Star Condition. For every star of type Ss of G, the edge-weights
w1, Wa, ws satisfy, after renumbering the edges if necessary:

w1 < Wy = Wws.

Proposition 7. Let G = (N, E,w) be a weighted graph. If for every unani-
mity game (N,ug), the Puyin-restricted game (N,ug) is F-convez, then the
Star Condition is satisfied.

Proof. We have to prove that we cannot have two edge-weights strictly
smaller than a third one. By contradiction let us assume we have w; <
wy < ws, after renumbering if necessary. Let us consider the situation of

Figure 4: Star of type S3 with w1 < wo < ws.

Figure 4 where A = {1,4}, B = {1, 3,4}, and i = 2. Let us observe that, as
the star is not necessarily induced, edges {2, 3}, {3,4}, and {2,4} may exist.
By deleting the edges of minimum weight we obtain Pyin(A) = {{1},{4}},
and Ppin(B) = {4, {3}} or Puin(B) = {B}. If Prin(AU{i}) = {A,{i}} we
have A € Ppin(A U {i}) but Pmin(B)‘A =A# Pmin(A)M and it contradicts
Theorem 3. Now if Ppin(A U {i}) = {AU {i}} we still get a contradiction
since we have Pumin(B)jaugi} = A # Pumin(A)|auf)- O

For a weighted graph G = (N, E,w), we denote by M the maximum
edge-weight, i.e., M = max.cgw(e), and by EM the set of edges of max-
imum weight in G, i.e., EM = {e € E | w(e) = M}. A subset A C N
is M-maximal if A is a maximal subset w.r.t. inclusion such that A is
connected, and E(A) C EM. For a vertex x € V, we denote by N(z) its
neighborhood (i.e., the set of vertices adjacent to z). The neighborhood of
a subset A of N, is defined by N(A) := UzcaN(x). We say that a vertex
i€ N(A)\ A is a neighbor of the set A, and we denote by E(A, i) the set of
edges joining 7 to A in G.

®An induced star in G = (N, E) is an induced graph G4 = (A, E(A)) with A C N and
|A| > 4 corresponding to a star.
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Lemma 8. Let G = (N, E,w) be an arbitrary weighted graph and let us
consider an M-mazimal subset A of N. For all i € N(A)\ A, we have

Pumin(AU{i})ja = {4}

Proof. We cannot have w(e) = M for all e € E(A,7) otherwise A is not
M-maximal. Therefore there exists at least one edge e = {i,j} € E(A,1)
such that w(e) < M. If all edges in E(A, i) have the same weight w(e), then
Prmin(A U {i}) = {A,{i}}. Otherwise Pyin(AU{i}) = {AU{i}}. O

Lemma 9. Let G = (N, E,w) be an arbitrary weighted graph. If for every
unanimity game (N, ug), the Pmin-restricted game (N,ug) is F-convez, then
an M-mazimal subset A of N has at most one neighbor in N \ A.

Proof. Let us assume A is M-maximal and has two distinct neighbors de-
noted by 1 and 2 in N. Let us consider B = AU {2} and i = 1. Applying
Lemma 8, we have Pumin(A U {i})ja = {A} (resp. Pmin(B)ja = {A}). Then
Puin(B)ja = {A} # Pmin(A)|a and it contradicts Theorem 3. O

Let v = (e1,€e2...,€n,) be an elementary path of G (i.e., a path with no
repeated vertices) with e; = {i,7 + 1} for 1 <1i < m. We now establish that
we have a property of convexity on the edge-weights along every elementary
path in G.

Path Condition. For every elementary path v = (1,e1,2,€2,3,...,m,
em,m + 1) in G and for all i,j,k such that 1 < i < j < k < m, the
edge-weights satisfy:

w; < max(w;, wg).

Proposition 10. Let G = (N,E,w) be a weighted graph. If for every
unanimity game (N,ug), the Pmin- restricted game (N,ug) is F-conver,
then the Path Condition is satisfied.

Proof. 1t is sufficient to prove that we have:
(15) wj < max(wlawm)a Vi, 1<7<m.

Actually, we can do the same reasoning with w;, wy by considering the re-
striction of v between i and k+1. Let G’ = (N', E', w) be the subgraph of G
induced by the vertices of . Let us consider an M-maximal subset A in G'.
Then A contains the end-vertices of e or e, otherwise it has two neighbors
in N’\ A, contradicting Lemma 9. Therefore, w; = M or w,, = M and (15)
is satisfied. O

Remark 3. Moreover we have proved that max.cp w(e) = maxec, w(e) =
max(wy, W, ).
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We can also obtain necessary conditions for inheritance of convexity in
the case of a simple cycle in G (i.e., a cycle with no repeated vertices or
edges except for the start and end vertex). For a given cycle C, we denote
by E(C) the set of edges in E having their end vertices in C.

Cycle Condition. For every simple cycle of G, C =
(1,e1,2,e9,...,m,em, 1) with m > 3, the edge-weights satisfy, after
renumbering the edges if necessary:

(16) w <wyg <wg=-+=wy =M

where M = max.cpcyw(e). Moreover w(e) = wy for all chord incident
to 2, and w(e) = M for all chord non incident to 2.

Proposition 11. Let G = (N, E,w) be a weighted graph. If for every
unanimity game (N, ug), the Pmin-restricted game (N,ug) is F-convez, then
the Cycle Condition is satisfied.

Proof. If |[E(C)| = 3 then the results are obviously satisfied. Let us assume
|E(C)| > 4. Let us denote by G’ = (N', E',w) the subgraph of G induced
by the vertices of C. Let A be an M-maximal subset of G’. Lemma 9
implies |[N"\ A| < 1, therefore (16) is obviously satisfied, after renumbering
the edges if necessary. Moreover, as w(e) = M for all e € F(A), we have
w(e) = M for all chord e non incident to 2. Let us now consider a chord
e ={2,j} incident to 2. Then, Proposition 7 applied to the star defined by
{e1, ez, e} implies w1 < wy = w(e) or w(e) < wy = wy. By contradiction, let
us assume w(e) < w; = wy. Using Star condition, we have w(e’) = w; = ws
for all other chords ¢/ = {2,k} incident to 2. If such a chord €’ exists,
we can consider a cycle smaller than C' by replacing the vertex 1 or 2 by
k. Hence we can assume that e is a unique chord incident to 2. Let us
consider A = V(C)\ {1,3}, B =V(C)\ {1}, and i = 1 as represented in
Figure 5. Then Prin(AU{i}) = {AU{i}}, Pmin(B) = {B}, and Ppin(A) =
{{2},A \ {2}} Therefore Pmin(B)\Au{i} = {A} =+ Pmin(A)\Au{z’} and it
contradicts Theorem 3. O

Figure 5: Cycle C' with w(e) < wy; = ws.

Let us consider a weighted graph G = (N, E,w) and a cycle C in G. If

14
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e € E(C) is a chord of C such that w(e) = max.cg ) w(e), we say that e is
a mazimum weight chord.

Pan Condition. For all connected subgraphs corresponding to the union
of a simple cycle C = {ey,ea,...,en} with m > 3, and an elementary
path P such that there is an edge e in P with w(e) < minj<p<,, wy and
[V(C)NV(P)| =1, the edge-weights satisfy:

(17) either Wy =Wy =w3 =-++= Wy =M,
(18) or W) = wy < W3 =+ = Wy, = M,

where M = max.cpcyw(e). In this last case V(C) NV (P) = {2} and
if moreover w(e) < wy then {1,3} is a mazimum weight chord of C.

Proposition 12. Let G = (N, E,w) be a weighted graph. If for every
unanimity game (N, us), the Pmin-restricted game (N, ug) is F-convez, then
the Pan Condition is satisfied.

Proof. Let us consider C' = {1,e1,2,e2,3,...,m,em, 1}, and P = {j, epmt1,

m+1,emio,m~+2,...,emer,m~+1r} with j € {1,...,m}, as represented in
Figure 6. We can assume w.l.o.g. that e = e;,4, (restricting P if necessary)
and that wy,4; > W4y = w(e) forall1 < j <r—1. Applying Proposition 11

Figure 6: Pan formed by the union of C and P.
to the cycle C, we have after renumbering the edges if necessary:
(19) w <wy <wg =--=wy, =M.

a) Let us first assume 3 < j < m. Applying Proposition 10 to the path
{2,e1,1,em,m,....5+1,ej,j,emer,m+1,....om+7r—1eny,m+r}, we
have w; < max(wi,w(e)) = wi. Then (19) implies (17).

b) Let us now assume j € {1,2}. If r = 1 then wp41 = w(e) < w;.
Otherwise, applying Proposition 10 to the path {e1,em+1...,€mir}, We
have wp,+1 < max(wy, w(e)) = w;.

If j = 1, Proposition 7 applied to the star defined by {e1, ey, €m1}, implies
Wmt1 < w1 = wy,. Hence (19) still implies (17).

If j = 2, Proposition 7 applied to the star defined by {e1, €2, €mt1}, implies
Wyl < wp = we. If wy = wy = M, then (17) is satisfied. Otherwise,
we have w; = we < M and therefore (18) is satisfied. In this last case,
let us assume by contradiction that {1,3} ¢ E(C). Proposition 11 implies
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w(e) = M (resp. w(e) = wa) for any chord e of C' non incident (resp.
incident) to 2. Therefore we can assume w.l.o.g. that C' has no maximum
weight chord (otherwise we can replace C' by a smaller cycle which still
contains the vertices 1,2,3). Let us consider i € V(C) \ {1,2,3}, A =
V(C)\ {i} and B= AUV(P) as represented in Figure 7. Then Ppin(A) =

) A A \
Ternt1 M emt2 S emqr O |

Figure 7: wpyr < wy =w2 < w3z =+ =Wy, = M.

{{2}7 {37 4,...,0— 1}7 {i+1’ <ee, M, 1}}’ Pmin(AU{i}) = {AU{Z}\{2}7 {2}}7
and Ppin(B) = {B\{m+r},{m-+r}} or Pynin(B) = {B} (this last case can
occur if there exists an edge €’ in Gp with w(e’) < w(e) or with m+r as an
end-vertex and w(e’) > w(e)). Therefore A" := AU{i}\ {2} € Pmin(AU{i}),
but Prin(B)|ar = {A\{2}} # Pmin(A)|a’ and it contradicts Theorem 3. [

Let G = (N, E,w) be a graph. We say that two cycles are adjacent
if they have at least one common edge. Let us consider a cycle C' =
(1,e1,2,€9,...,m,em, 1) such that w; < wy < w3z = ... = wy,. If w; < ws
(resp. we < ws), we say that e; (resp. eg) is a non-maximum weight edge
of C.

Lemma 13. Let G = (N, E,w) be a weighted graph satisfying the Star and
Cycle conditions. Then for all pairs (C,C") of adjacent simple cycles in G,
we have:

20 M = = =M.
20 D ) = B, )

Proof. Let us consider two adjacent cycles C' and C’ with M < M’. There
is at least one edge e; common to C' and C’. Then, we have w; < M < M’
and therefore e; is a non-maximum weight edge in C’. The Cycle condition
implies that there are at most two non-maximum weight edges in C’ (cf.
Proposition 11). Therefore there exists an edge €}, in C' adjacent to e; with
why = M'. As M' > M, €} is not an edge of C. Let ey be the edge of C
adjacent to e; and €. Then, we have we < M < M’ but it contradicts the
Star condition applied to {e1, ez, €5} (two edge-weights are strictly smaller
than w}). O

16

Documents de travail du Centre d'Economie de la Sorbonne - 2017.49



Adjacent Cycles Condition. For all pairs (C,C") of adjacent simple
cycles in G such that:

1. V(CY\V(C) #0 and V(C)\V(C) #0,

2. C has at most one non-maximum weight chord,
3. C and C' have no mazimum weight chord,

4. C and C" have no common chord,

then C and C' cannot have two common non-mazimum weight edges.
Moreover C and C' have a unique common non-mazimum weight edge
e1 if and only if there are non-mazimum weight edges es € E(C)\ E(C")
and €, € E(C')\ E(C) such that eq, ez, €}y are adjacent and:

e wi =wy =wh if |E(C)| >4 and |[E(C")| > 4.

e W = Wy 211}’2 or w1 :w/2 Z'[UQ 7’f|E(Cv)| =3 or |E(Cl)‘ =3.

Proposition 14. Let G = (N, E,w) be a weighted graph. Let us assume
that for every unanimity game (N,ug), the Pmyin-restricted game (N,ug) is
F-convex. Then the Adjacent Cycles Condition is satisfied.

Proof. Let us consider two adjacent cycles C' = {1,e1,2,€2,...,m,epn, 1}
and C" = {1',¢e,2,¢5,...,p',¢,,1'}. By Lemma 13, we have M = max.cg(c)
w(e) = max.cp(cryw(e) = M'. Proposition 11 implies that there are at most
two non-maximum weight edges in E(C) N E(C’).

A) Let us first assume that there are exactly two common non-maximum
weight edges eq, ea. Therefore we can assume e; = €}, ea = €b, j = j/ for
1 < j < 3. Of course, C and C’ may have other common edges or vertices.
Hence we have:

(21) w; <wy < M = max w(e) = max w(e) =M.
ccE(C) ccE(CY)

Proposition 11 also implies that all chords of C' and C’ are incident to 2
and have weight wy. By assumption, C' has at most one non-maximum
weight chord in E(C) \ E(C"). If C has one non-maximum weight chord
e in E(C)\ E(C'), then e = {2,i} with ¢ € V(C) \ V(C’). Let us define
A=V(C)\{i}, B=AUV(C") as represented in Figure 8 with m = p = 6.
If C has no chord, then we choose i € V(C) \ V(C’) arbitrarily. We now
consider two cases.

Case 1 If wy < wo, then Ppin(A4) = {{2,3,...,i — 1}, {i +1,...,m,1}},
Pmin(AU{i}) = {AU{i}}, and Puin(B) = {B}. Therefore A’ := AU {i} €
Puin (A U {i}), but Pmin(B)|A/ ={A} # Pmin(A)‘A/ and it contradicts The-
orem 3.
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Figure 8: C and ¢’ with two common non-maximum weight edges.

Case 2 Now if w; = wg, we have Pnin(A) = {{2},{3,4,...,i — 1}, {i +
Lo, 1, Pain(A U {}) = {A U {i}\ {2}, {2}}, and Poin(B) = (B \
{2},{2}} (as V(C") \ V(C) # 0). Taking A" = AU {i} \ {2}, we have
Puin(B)jar = {A\ {2} } # Puin(A)| 4/, and it still contradicts Theorem 3.

B) Let us now assume that there is exactly one common non-maximum
weight edge e;. Therefore we can assume e; = ¢/, j = j' for 1 < j <2, and
we have:

(22) w; < M = eg}&)é)w(e) = een}E%c,)w(e) - M.

If the edges in C (resp. C') adjacent to e; are maximum weight edges
then Proposition 11 applied to C' (resp. C’) implies w(e) = M for all
e € E(C)\ {e1} (resp. e € E(C") \ {e1}). Therefore C and C’ have no
chord. We choose arbitrarily a vertex i« € V(C) \ V(C’). Then taking
A =V(C)\{i}, and B = AUV (C’), we get the same contradiction as
in Case 1. If there is a non-maximum weight edge e in C or C’ adjacent
to e1, then we can assume w.lo.g. e = ex = {2,3} € C. Let us consider
eh, = {2,3'} € C'. We necessarily have 3 # 3’ otherwise ¢, = es and
e1, e2 would be two common non-maximum weight edges, a contradiction.
If €}, is a maximum weight edge, then it contradicts Proposition 7 applied to
the star defined by {e1, e2, €5 }. Therefore €, is a non-maximum weight edge.
Proposition 7 applied to the star defined by {e1, ea, €5} implies wy < wy = w)
or wh < wyp = wg or wy < wy = wh. Let us first assume w; < wg = wj. Then
we can establish the same contradiction as in Case 1. Hence, Proposition 14
is satisfied if E(C) =3 or E(C’) = 3. Let us now assume w) < wy; = wq. If
|E(C)| > 4, then, as C has no chord, it contradicts Proposition 12 applied
to the pan defined by C and €}, and represented in Figure 9. By symmetry

Figure 9: w), < w1 = we < M contradicts the Pan condition.
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the case wy < w1 = w) is also impossible if |[E(C")| > 4. Finally, if e, e5 and
el, satisfies the conditions of the proposition, then e; is the unique common
non-maximum weight edge as each cycle cannot have more than two non-
maximum weight edges. O

Remark 4. We consider simple cycles in Proposition 14 to avoid situations
similar to the one represented in Figure 10. In this case we cannot establish

Figure 10: C = {l,e1,2,e9,3,e3,4,€4,5,€5,3,¢e6,1}, C' =
{1,e1,2,¢,,3 €5, 5,e5,3,e6,1} with w1 < wy = wh < M but C is
not a simple cycle.

the same contradiction as in the proof of Proposition 14 even though V(C)\
V(C") # 0 and V(C')\ V(C) # 0.

5.2 Sufficient conditions

Let F be the family of connected subsets of N. We will now prove that the
necessary conditions defined in Section 5.1 are also sufficient for superaddi-
tive games. This constitutes the main result of the paper.

Theorem 15. Let G = (N, E,w) be a weighted graph. For every superaddi-
tive and F-convex game (N,v), the Puyin-restricted game (N,v) is F-convex
if and only if the Path, Star, Cycle, Pan, and Adjacent Cycles conditions
are satisfied.

To prove Theorem 15 we first need some useful lemmas. The first one
was already established in (Grabisch and Skoda, 2012).

Lemma 16. Let us consider subsets A, B C N and a partition { By, Ba, . ..,
By} of B. If A,B;, and AN B; € F, for alli € {1,...,p}, then for every
F-convex game (N,v) we have:

p p
(23) V(AUB)+ Y v(ANB;) > v(A)+ Y v(By).
=1 =1
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Corollary 17. Let us consider a correspondence P on N and subsets A C
B C N such that P(A) = P(B)|a. If A € F and if all elements of P(A)
and P(B) are in F, then for every F-convexr game (N,v) we have:

(24) o(B) — B(B) > v(A) — T(A).

Proof. If P(B) = {Bl, Bo, ..., Bp} then P(A) = {AﬂBl, ANDBs,... ,AﬁBp},
and Lemma 16 implies (24). O

We say that an edge e € E is connected to a subset A C N, if there is

a path in G joining e to A. The following lemma gives simple conditions
ensuring Ppin(A) is induced by Ppin(B) for A C B.

Lemma 18. Let G = (N, E,w) be a weighted graph. Let us assume that the
edge-weight function w satisfies the Pan condition. Let us consider A, B €
F such that A C B C N and 0(A) = o(B). Let us assume that either
the subgraph Gp = (B, E(B)) is cycle-free or there exists an edge e € E
connected to B with w(e) < o(B). Then Puin(A) = Puin(B)ja and for
every F-convex game (N,v) we have:

(25) v(B) —9(B) > v(A) —u(A).

Proof. Let By be a component of Py, (B) such that AN By # 0. Let ap be
a fixed vertex of AN By and Ay, be the component of Ppin(A) which contains
ap. We will prove AN By, = Ag. As 0(A) = 0(B), £(A) = E(A) N X(B).
Let a; be another vertex of A and ~ be a path in Ay from g to . Each
edge e of v is in E(A)\ X(A) and therefore also in E(B) \ 3(B). Hence 7 is
also a path from ag to ay in B and therefore oy € By. That is:

(26) A, C AN By.

Let us assume there is a vertex ay in AN By \ Ax. As A (resp. By) is
connected, there exists a path v (resp. +') from «g to ag in A (resp. By).
By definition of By, we have w(e) > o(A) = o(B) foralle € /. As oy ¢ Ay,
there exists at least one edge € € ~ such that w(e’) = o0(4) = o(B).
Therefore v # +/ and :

(27) w(e) > w(e'), Ve € 4.

Hence v and +' form a cycle C in Gg. If Gg is cycle-free, we get a contra-
diction. Otherwise, we can select g, o and 7,~' such that C is a simple
cycle without maximum weight chord (v and 4/ are paths with minimum
number of edges). By assumption, there exists an edge ¢” € E connected to
B such that w(e”) < o(B). Therefore there is a path P linking ¢” to C as
represented in Figure 11 and we have w(e”) < minge gy w(e). If [V(C)| > 4
or if |V(C)| = 3 and ' contains two edges then (27) contradicts the Pan
condition. Otherwise v’ is reduced to the edge e = {ap, @1} and therefore
(27) implies ay € Ay, a contradiction. Finally Corollary 17 implies (25). O
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Figure 11: w(e) > w(e), Ve € v/, and w(e") < min.c oy w(e).

Lemma 19. Let G = (N, E,w) be a weighted graph. Let us assume that the
edge-weight function w satisfies the Path and Star conditions. For a given
i€N,if A,BeF, AC BC N\{i}, and E(A,i) # 0 then either o(A,i) >
0(A) > o(B) or o(A) = o(B) > o(A,i) where 0(A,i) = min.epa,q w(e).

Proof. As A C B, we have 0(A) > o(B). Let us assume:
(28) o(A) > o(A,1).

Let e = {i,j} be an edge in E(A,i) such that w(e) = o(A,7). As A (resp.
B) is connected, there exists an elementary path v = (e, ea,...,€,) in G4
(resp. v = (€},¢€h,...,€l) in Gp) with w; = o(A) (resp. wj = o(B)) and
such that j is an end-vertex of e,, (resp. e].), as represented in Figure 12. If

Oeloegoem\jje@
(4)

Figure 12: w(e) = o(A, i), w1 = 0(A), w) = o(B).

is reduced to e; then (28) implies w; > w(e). Otherwise, the Path condition
applied to v U {e} and (28) imply w,, < max(w;,w(e)) = wy = o(A). As
em € E(A), wy, = 0(A) and using again (28), we obtain:

(29) Wy, > w(e).

If e/ = ey, we have w). = wy, = 0(A). Otherwise, the Star condition applied
to {el, em, e} and (29) imply again w]. = wy, = o(A). If 7/ is reduced to €}
then w] = 0(A) and therefore o(B) = 0(A). Otherwise, the Path condition
applied to 7' U {e} implies w]. < max(w],w(e)) and therefore:

(30) 0(A) <max(c(B),o(A,1)).
Then (28) and (30) imply o(A) < o(B). Therefore o(A) = o(B). O

Lemma 20. Let G = (N, E,w) be a weighted graph. Let us assume that the
edge-weight function w satisfies the Path, Star, and Cycle conditions. Let
us consider i € N and A C B C N\ {i} with A, B, and AU {i} € F and

21

Documents de travail du Centre d'Economie de la Sorbonne - 2017.49



such that 0(A,i) > 0(A) > o(B). Moreover, let us assume if 0(A) = o(B)
that the Adjacent Cycles condition is verified, and if o(A) > o(B), that
the Pan condition is verified. Let Ay, Ao, ..., A (resp. B1,Ba,...,B;) be
the components of Pmin(A) (resp. Pmin(B)) connected to i by an edge e in
E(A,i) (resp. E(B,i)) of weight w(e) > o(A). Then we have k < I and
A; C Bj forall j, 1 < j <k, after renumbering if necessary. Moreover, if
0(A) > o(B), then k = 1.

Proof. As A C B and as there is inheritance of superadditivity for Ppin
(Proposition 4), Theorem 1 implies that each A; with 1 < j < k is a subset
of some B), with 1 < p < [. Let us prove that if j; # j2, then A; C Bj,
and A;, C By, with B;, # Bj,. By contradiction, let us assume that A;
and A, are subsets of By, after renumbering if necessary. There exist edges
{i,j1} and {4, j2} with j; € Ay, jo € Ay, and weights strictly greater than
o(A). As A is connected there exists a path 7 in A from j; to jo. Then
{i,71} U~y U {jo,7} induces a cycle Cy. Let us select ji,jo and v such that
C1 is of minimum length. Hence C] has no chord except possibly between
i and vertices of 7. As the components A; and Ay in Ppin(A) are obtained
by deleting edges of weight o(A) in E(A), there exists at least one edge in
v of weight o(A). The Cycle condition applied to C implies there are two
adjacent edges e1, es with 0(A) = w; <wy < M or 0(A) =w; = we < M
and all other edges in v have weight M = max.cpg(c,)w(e) (Note that if
|E(CY)| = 3 then we necessarily have 0(A) = w1 < wy < M with ey incident
to 7). Hence we can assume Ay NC; ={2,3,...,j1 =i—1}ifo(4A) =w; <
wy < M,or AiNCy ={3,...,51 =i— 1} if 0(4) = w1 = wy < M, and
AyNCy={jo=1i+1,i+2,...,m,1} as represented in Figure 13. If there
is a chord {i,j} with j € A; or j € Ao, then it contradicts the minimality
of Cy. Therefore C has at most one chord {i,2} adjacent to e; and ey (if
w1 = wo < M)

Figure 13: (a) : w1 <wa < M, (b) : w1 = ws < M.

As A; and A, are both subsets of the same component By € Py (B), there
exists a minimum path fy/ in By linking 1 € Ay to k € Ay with k = 2 if
wy < we and k = 3 if w1 = wo.

Let us assume o(A) = o(B). By definition of B; each edge € in 7 has a
weight w(e') > o(B) = o(A). We get a cycle Cy = {1,€1,2,...,k} U~ Let
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us remark that if w; = wy then 2 cannot be a vertex of 7/, otherwise there
is an edge € in 4 incident to 2 with w(e/) > w; = we, and it contradicts
the Star condition applied to {ej, es, €'} (cf. Figure 14).

Figure 14: w; = wy < w(e') contradicts the Star condition.

Let us first assume k& = 3 (i.e., w1 = ws). Then we necessarily have
|E(C1)] > 4 and |E(C3)| > 4 (otherwise there is an edge from 1 to 3 with
weight strictly greater than o(A), and Aj, As are not disjoint components
of Prin(A)). The Cycle condition applied to Co and Lemma 13 imply that
all edges ¢ € 7/ have weight w(e/) = M. Any chord in C5 non incident to
2 would contradict the minimality of 'y/. Moreover, the Cycle condition ap-
plied to C; (resp. C3) implies that any chord e in C; (resp. C2) incident to 2
satisfies w(e) = wy. Therefore C1 and Cy have no maximum chord. But C
and (5 have two common non-maximum weight edges e, e, contradicting
the Adjacent Cycles condition.

Let us now assume k = 2 (i.e., w1 < wy). Then Cy has no chord. Cj has
no chord, otherwise it contradicts the minimality of 4. Let ¢ (resp. e//)
be the edge of ’y/ incident to 1 (resp. 2) as represented in Figure 15. If

Figure 15: w; < wy < M and €' (resp. €') may coincide with e, (resp. ez).

¢ €Oy (resp. € € Cy) then w(e') = M (resp. w(e') = wy). Otherwise, as
wy < wg < M, the Star condition applied to {e1, ey, e/} (resp. {e1,ea, e"})
implies w(e') = M (resp. w(e") = wy). Then the Cycle condition applied
to Cy and Lemma 13 imply w; < w(e”) < M and all other edges in Co have
weight M. If w(e”) < M and €” = e; then e; and ey are two non-maximum
common edges, contradicting the Adjacent Cycles condition. Otherwise e; is
a unique non-maximum edge common to C7 and Cs, but all edges adjacent
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to e; have a weight strictly greater than wi, contradicting the Adjacent
Cycles condition.

Let us now assume o(A) > o(B). As B is connected and as A C B and
o(A) > o(B), there is an edge e in E(B) of weight o(B) linked by a path
to C'1 as represented in Figure 16, but it contradicts the Pan condition.

Figure 16: |V (C1)| > 3 and o(A) > o(B).

Hence we can always assume A; C By, for all j, 1 < j <k <[. Moreover,
if 0(A) > o(B), we can assume A C B; as A is connected, and therefore we
necessarily have k = 1. O

Remark 5. If 0(A) = o(B) and if the Path condition is satisfied then the
existence of an edge e € F(B, i)\ E(A,1) such that w(e) < o(A) also implies
k = 1. Moreover, by the Star condition all edges e in E(A,7) have same
weight w(e) > o(A) and are incident to the same subset A1 € Pppin(A).

Proof of Theorem 15. We have already proved that the conditions are nec-
essary. We now prove they are sufficient. Let (NN,v) be a given F-convex
game. According to Theorem 2, we have to prove that, for all i € N, for all
ACBCN\{i}and A, B, AU{i} € F, we have:

(31) v(BU{i}) —9(B) >v(AU{i}) —v(A).

As AU {i} is connected, there exists an edge e = {i,j} with j € A. As
E(A,i) C E(B,i), we have 0(A,i) > o(B,i). Using Lemma 19, we have
several cases to consider.

Case 1 0(A) =o(B) > g(4,1).

Case 1.1 Let us first assume there exists an edge e € F(A,1q) such that
w(e) > o(A,i). Then Puin(AU {i}) = {AU{i}} (resp. Pmin(BU{i}) =
{BU{i}}) as edges in E(A) (resp. E(B)) and e are not deleted. Hence (31)
is equivalent to v(B U {i}) —v(B) > v(AU{i}) —v(A). This last inequality
is satisfied as Lemma 18 implies v(B) — 7(B) > v(A) — 7(A) and the F-
convexity of v implies v(BU {i}) —v(B) > v(AU{i}) — v(A).

Case 1.2 Let us now assume that for all e € E(A4,17), w(e) = o(A4,i). We
consider several subcases.

Case 1.2.1 Let us assume that there exists an edge e € E(B, 1) such that
w(e) > o(B,i). Then Pmin(A U {i}) = {A,{i}} (all edges in E(A,i) are
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deleted) and Puin(BU{i}) = {BU{i}} (edges in E(B) and e are not deleted).
Then (31) is equivalent to v(BU{i}) —v(B) > v(A) +v(i) —v(A). This last
inequality is satisfied as Lemma 18 implies v(B) —v(B) > v(A) —v(A) and
the superadditivity of v implies v(B U {i}) — v(B) > v(i).

Case 1.2.2 Let us now assume that for all e € FE(B,i), w(e) = o(B,1).
Then Pin(A U {i}) = {A,{i}} and Puin(B U {i}) = {B,{i}}. Therefore
(31) is equivalent to v(B) — v(B) > v(A) —v(A). Lemma 18 implies that
this inequality is satisfied.

Case 2 0(A,i) > 0(A) > o(B).

If w(e) =o(A) for all e € E(A, 1) then Ppin(AU{i}) = {Pmin(4),{i}}, and
(31) is equivalent to 1(BU{i}) —v(B) > v(A) 4+ v(i) — v(A) = v(i). Propo-
sition 4 implies the superadditivity of ¥ and therefore the last inequality is
satisfied. Otherwise, let Ay, Ao, ..., Ag (vesp. By, Ba, ..., B;) be the compo-
nents of Prin(A) (resp. Pmin(B)) connected to i by edges in E(A,i) (resp.
E(B,1i)) with weights strictly greater than o(A) (following Lemma 20, we
have k = 1, if 0(A) > o(B)). Then, setting A = A; U A3 U... U A, and
B =B UByU...UBy, (31) is equivalent to:

l
(32) 0(BUBppU---UBU{i}) — Y v(B;) = v(AU {i}) -
j=1 j=1

’U

M»

Applying Lemma 20, we can assume A; C By, for all j, 1 < j <k < L.
Then, applying Corollary 17 to A U {i} and B U {i} with P(A U {i}) =
{Ay,..., A, {i}} and P(BU{i}) = {Bi,..., By, {i}}, we get v(B U {i}) —
Z?:l v(Bj) > v(AU {i}) — Z§:1 v(A;). The superadditivity of v implies
v(BUBg1U...UB Ui} — S v(B;) > v(BU{i}) — Y5 v(B;). These
last inequalities imply (32). O

Remark 6. As the example given in Figure 2 of Section 3 satisfies the Path
condition, it satisfies inheritance of F-convexity by Theorem 15.

We finally get general necessary and sufficient conditions for inheritance
of F-convexity with Ppin.

Corollary 21. Let G = (N, E,w) be a weighted graph. The following prop-
erties are equivalent:

1) For every unanimity game (N,ug), the Pmin-restricted game (N,ug) is
F-convez.

2) For every superadditive and F-convex game (N,v), the Pmin-restricted
game (N,v) is F-convez.

3) For all A, B € F such that ANB € F, Pmin(ANB) ={A;N B | 4; €
Punin(A), Be € Prmin(B) s.t. A; N By # 0}.
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4) For alli € N, for all AC B C N\ {i} with A,B,AU{i} € F, and for
all A’ € Pmin(A U {l}), Pmin(B)|A/ = Pmin(A)|A/-

Proof. Let us assume 1) is satisfied. Then Propositions 7, 10, 11, 12 and
14 imply that the conditions of Theorem 15 are satisfied and therefore 2) is
satisfied. Obviously 2) implies 1). As we consider the correspondence Ppin,
Proposition 4 implies that we have inheritance of superadditivity. Then by
Theorem 3, 1) is equivalent to 3) and 4). O

5.3 Equivalence between cycle-complete condition for GG and
Adjacent Cycle condition for G'.

We have established in Section 4 that the Myerson restricted game on a
graph G corresponds to a restriction of the Pyiy-restricted game for a par-
ticular weighted graph G’. We now prove that the Path, Star, Cycle, and
Pan conditions are always satisfied on G’, and that the Adjacent Cycles
condition is satisfied on G’ if and only if G is cycle-complete.

Proposition 22. Let G = (N, E) be a graph and G' = (N', E',w) be the
weighted connected graph obtained from G by the procedure of Section 4. G’
satisfies the Path, Star, Cycle and Pan conditions.

Proof. Let v = {1,e1,2,¢e2,...,m,em,,m+ 1} be an elementary path in G'.
If w1 = wy, = %, then e; and e,, are incident to s. We necessarily have 2 = s
and m = 2 otherwise v would form a cycle. Then ~ trivially satisfies Path
condition. Otherwise, we can assume w.l.o.g. w; =1 and as w; = 1 or % for
all i, 1 < i <'m, we trivially have w; < max(wy,w,,) = 1foralli, 1 <i < m.
Hence Path condition is satisfied. Let us now consider a star {e1, e2, eg} with
e1 ={1,2}, e2 = {1,3}, and ez = {1,4}. We can assume w; < wy < ws. As
w(e) = % if and only if e is incident to s we only have three possible cases
represented in Figures 17. Therefore Star condition is obviously satisfied.
Let us now consider a simple cycle Cy,, = {1,e1,2,e2,...,m,em,1}. If s ¢

Figure 17: (a) : wy; = we = w3
w1, =— Wy = w3z = %

V(Cp,) then w; = weg = -+ = w,, = 1. Otherwise, we can assume w.l.o.g.
s = 2 and then w; = wy = % <1=w3=wy = -+ = wy, as represented

in Figure 18. Hence the Cycle condition is also satisfied. Let us consider
a simple cycle C,,, = {e1,ea,...,e,} and an elementary path P, such that
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Figure 18: w1 =wo =5 <1 =wg =+ = Wp,.

V(Cn)NV(P) = 1. If s ¢ V(Cy,) then wy = wy = -+ = wy, = 1.
Otherwise minj<j<,, wy = 5. We have w(e) € {1,1} forall e € E. Therefore
there is no edge e in P, with w(e) < minj<g<,, wi. Hence Pan condition is
satisfied (in fact this condition is not relevant). O

Proposition 23. Let G = (N, E) be a graph and G' = (N',E',w) be the
weighted connected graph obtained from G by the procedure of Section 4. G
is cycle-complete if and only if G’ satisfies the Adjacent Cycles condition.

Proof. By contradiction, let us assume there is a cycle Cp, = {1,€1,2, €2, ...,
em, 1} in G which is not complete. After renumbering if necessary, we can
assume that {1,7} ¢ E with j € {3,...,m—1} and j as small as possible. If
j >4, then é = {1,j—1} is a chord of C},,. We can replace C' by the smaller
cycle C = {1,6,5 — 1,ej-1,j,€j,...,m,em, 1} (which is not complete) as
represented in Figure 19. Hence we can assume j = 3. We can assume

Figure 19: {1,j} ¢ E(C) with j > 4.

that there is no chord {k,l}, with &k # 2 and [ # 2, otherwise we can
replace C by a smaller cycle. Hence any chord of C' is incident to 2. Let
us now consider the two adjacent cycles C' and C’ in G/, obtained adding
the edges é; = {s,1} and é3 = {s, 3}, C = {s,e1,1,e1,2,e9,3,€3,s}, and
C' = {s,€3,3,e3,4,...,m,em,1,€1,s}, as represented in Figure 20. Then
C and C’ have no maximum weight chord. C has only one chord {s,2}
of weight 1. We have |C| = 4 and |C'] > 4, and é;, é3 are two common
non-maximum weight edges of C' and C’. Hence C and C’ contradict the
Adjacent Cycles condition in G.

Conversely assume that the Adjacent Cycles condition is not satisfied
in G'. Let C and C’ be two adjacent cycles in G’ satisfying the conditions
of the Adjacent Cycles condition except that they have two common non-
maximum weight edges é; and & (of weight 3) and V(C)|, [V(C)] > 4.
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Figure 20: C and C’ in G'.

Then é; and €3 are necessarily incident to s which is a common vertex of
C and C'. By assumption C' and C’ have no maximum weight chord (of
weight 1), and no common chord. Moreover C can have at most one non-
maximum weight chord. As s is linked to all the other vertices we necessar-
ily have [V (C)| = 4 (otherwise C has more than one chord). We set C' =
{s,é1,1,e1,2,€9,3,€3,s}, and C' = {s,€3,3,e3,4,...,m,en,1,€é1,s}, as rep-
resented in Figure 20. Then we consider the cycle C' = {1,e1,2, €2, 3, €3, ...,
m,em, 1} (= (C"\ {s}) U {2}). We have |V(C)| > 4. Then a chord of C
can only be incident to 2 (otherwise it is a chord of C’ of maximum weight,
contradicting the assumption). Therefore C' is a non-complete cycle and
G is not cycle-complete. Let us now observe that the second part of the
Adjacent Cycles condition is always satisfied. Let C' and C” be two adjacent
cycles in G’ satisfying the conditions of the Adjacent Cycles condition and
with one common non-maximum weight edge e;. Then e is incident to s
and therefore s is a common vertex of C' and C’. As all edges incident to
s have weight %, we always have w; = wy = wh = % (with the notations of
the Adjacent Cycles condition). O

Finally, we get the following result which also gives the graph character-
ization established in (van den Nouweland and Borm, 1991) for inheritance
of convexity with Myerson restricted game.

Corollary 24. Let G = (N,E) be a graph and G' = (N', E',w) be the
weighted connected graph obtained from G by the procedure of Section 4. Let
us consider a zero-normalized game (N',v). Let F be the family of connected
subsets of N'. Then, the following conditions are equivalent:

1. There is inheritance of F-convezity from (N',v) to the Puyin-restricted
game (N', ).

2. G satisfies the Adjacent Cycles condition.
3. There is inheritance of convezity from (N,v) to (N,vM).

4. G is cycle-complete.
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Proof. 1 and 2 are equivalent by Theorem 15 and Proposition 22. 1 and 3
are equivalent by Corollary 6. 2 and 4 are equivalent by Proposition 23. [

It is interesting to observe that to establish the inheritance of convexity
from (N, v) to (N',v) with G’ we only need to verify the Adjacent Cycles
condition. Moreover, to verify the Adjacent Cycles condition it is sufficient
(as observed in the proof of Proposition 23) to verify the non-existence of a
pair of adjacent cycles C' and C’ with |V(C)| = 4 and |V (C")| > 4 and having
two common non-maximum weight edges (and satisfying the conditions 1,
2, 3, 4 of the Adjacent Cycles condition).

5.4 A description of graphs satisfying the necessary condi-
tions for inheritance of F-convexity

We finally describe more precisely the connected graphs satisfying the nec-
essary conditions defined in Section 5.1.

Proposition 25. Let G = (N, E,w) be a weighted connected graph. Let Ey
be the set of minimum weight edges in E and Ny be the set of their end-
vertices in N. If the edge-weight function w satisfies the Star, Path, Cycle,
Pan, and Adjacent Cycles conditions then:

1) If an elementary path v in G has its first edge in Ey then the edge-weights
of v are non decreasing.

2) Gy = (N1, Ey) is a connected subgraph.

8) If |E1| = 1 then there exists at most one chordless cycle C' with E(C) N
Ey # 0. For all cycle Cp, = {1,e1,2,€2,...,m,ep, 1} with m > 3 and
E(Cy,) N Ey =0, either Cyp, has constant edge-weights or o(N) < wy =
wy < w3 = -+ = wy = M, where M = max.cp(c,,) w(e). In this last
case {1,3} is a mazimum weight chord of Cy, and if 2 ¢ Ny then 2 is a
cut verter® of G.

4) If |E1| > 2 then for all cycle Cy, = {1,€1,2,e2,...,m,em, 1} withm >3
we have o(N) < w; = wy < wg = -+ = wy, = M. Ifo(N) < wy =
wo < M, then {1,3} is a maximum weight chord and if 2 ¢ Ny then 2 is
a cut vertex of G. If o(N) = w1 = we < M and if there exists an edge
in E1 non incident to 2, then 2 is a cut vertex of G (but {1,3} is not
necessarily a chord).

We give an example of a graph satisfying Proposition 25 with |Eq| = 1
(resp. |E1| > 2) in Figure 21 (resp. Figure 22).

Proof. 1) Immediately results from Path condition.

SA cut vertex (or articulation point) in a graph is a vertex the removal of which
disconnects the graph.
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Figure 21: F; = {&}, w(é) = wy < wy < M in C and w} = wh < M" in C,.

M w1 w1 M’

M Cm w1 w1 w1

wy ~ wy M w; M ow; M ws

M’

Figure 22: |Eq| > 2, 0(N) =w; < M, and w1 < wy < w) = wh < M.

2)

Let us consider v and v” in N;. By definition v' and v” are end-
vertices of edges ¢ and €” in Ey such that w(e’) = w(e”) = o(N). If
¢ =¢€" orif ¢ and €” are adjacent, then ¢’ Ue” corresponds to a path
in G linking v’ to v”. Otherwise let v be a shortest path in G linking
¢/ to ¢’. Then, Path condition applied to v/ = ¢ U~ U ¢€” implies
w(e) < max(w(e’),w(e"”)) = o(N) and therefore w(e) = o(N) for all
edge e € 7. Hence 7/ is a path from v' to v” in Gj.

Let € be the unique edge in E;. By contradiction, let us assume that
¢ is a common edge of two cycles C' and C” without chords. Then, the
Adjacent Cycles condition implies that some edge of C' or C" adjacent
to € has a weight equal to w(€) and therefore |E;| > 2, a contradiction.
For a cycle Cy, such that é ¢ E(C,,), the Pan condition implies the
result. In particular, if 2 ¢ N; then e; is not incident to C), and every
path v linking é to C), has to end at vertex 2. Therefore if we delete
vertex 2 the graph is disconnected.

Cycle condition applied to C,,, = {1l,e1,2,e2,...,m,en,1} implies
w, < wy < wg = -+ = wy, = M, after renumbering if necessary,
and that all chords of Cy,, have weight wy or M. If {e1,ea} Z E; then
there necessarily exists an edge e € E; \ E(C),) and Pan condition im-
plies either o(N) < w; = wy = M or 0(N) < w; = we < M. In this
last case {1,3} is a maximum weight chord of Cy,, and if 2 ¢ N; then 2
is an articulation point. If {ej,ea} C Fj then o(N) = wy = we < M.
Let us assume o(N) = w; = wp < M and that there exists e € F; non
incident to 2. No path v can link e to some vertex j € V(C,,) \ {2},
otherwise it contradicts Path condition applied to the path ~/ linking
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e to e or ey passing through vertex j as represented in Figure 23 (note
that if j # 1 and j # 3 then 4/ contains an edge in C,, of weight M,
otherwise Star condition implies that the edge of v incident to 1 or 3
has weight M). 2 is not necessarily a cut vertex if all edges of E; are
incident to it, as it is shown in Figure 24.

w(e)

Figure 24: By = {e1,e2,€5}, o(N) = w; = wy = wh < M.

6 Inheritance of convexity for P,

We finally present some results on inheritance of classical convexity for P,
established in a forthcoming paper Skoda (2017). The first result highlights
a major difference between graphs satisfying inheritance of F-convexity
and the ones satisfying inheritance of convexity. Whereas inheritance of
F-convexity allows an arbitrary number of edge-weights, inheritance of con-
vexity restricts the number of edge-weights to at most three.

Proposition 26. Let G = (N, E,w) be a weighted graph. Let us assume
that for every unanimity game (N,ug), the Pmyin-restricted game (N,ug) is
convex. Then the edge-weights have at most three different values o1 < 09 <
os. Moreover, if |E1| > 2 (where By = {e € E; w(e) = o01}), then the
edge-weights have at most two different values o1 < 09.

Proposition 26 implies that if the edge-weights have three different val-
ues, then there is only one edge of minimum weight o1. In contrast, the
number of different edge-weights has no incidence on the number of mini-
mum weight edges in the case of inheritance of F-convexity

31

Documents de travail du Centre d'Economie de la Sorbonne - 2017.49



The following theorems give characterizations of graphs satisfying in-
heritance of convexity. Of course, the five conditions for inheritance of F-
convexity have to be satisfied to have inheritance of convexity, but these
characterizations do not refer to the conditions established in Section 5. Ac-
tually, these characterizations rely on stronger and more direct conditions on
the graph, in particular on the incidence of edges according to their weights.
These conditions imply that the Path, Star, Cycle, Pan, and Adjacent Cy-
cles conditions are automatically satisfied. Nevertheless, the conditions for
inheritance of F-convexity are required to prove Proposition 26 and to es-
tablish that the graphs described by the following characterizations are the
only ones satisfying inheritance of convexity (cf. Skoda (2017)).

Let us first consider graphs with two edge-weights.

Theorem 27. Let G = (N, E,w) be a weighted graph. Let us assume that
the edge-weights have only two different values o1 < o2. Let us consider
E, ={e € E; w(e) =01} and Ey = {e € E; w(e) = 02}. Let us assume
|E1| > 2. Then there is inheritance of convezity for Pmin if and only if:

1. All edges in E; are incident to the same vertex 1 and all edges in Eo
are linked to 1 by an edge in Ey.

2. One of the two following equivalent conditions is satisfied:

(a) There is inheritance of convezity for Pyr (Myerson’s correspon-
dence) on the subgraph Go = (N, E3).

(b) G2 = (N, E2) is cycle-complete.

Note that Condition 1 implies that an edge in FE5 is not incident to 1.
Moreover, it implies that the Star, Path, Cycle and Pan conditions are
satisfied. Adding Condition 2, the Adjacent Cycles condition is also satisfied.
We give in Figure 25 an example of a graph satisfying the conditions of
Theorem 27. We can also observe that the weighted graphs obtained by

Figure 25: Every edge of weight o2 is linked to 1 by an edge of weight o
and the cycle induced by {3,4,6,7} is complete.

the procedure of Section 4 satisfy Condition 1. Then Theorem 27 implies
Corollary 6.

Theorem 28. Let G = (N, E,w) be a weighted graph. Let us assume that
the edge-weights have only two different values o1 < 9. Let us assume
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|E1| = 1. Let e; be the unique edge in Ei. Then there is inheritance of
convezity for Pmin if and only if:

1. There exists at most one chordless cycle containing e .

2. For every cycle C' with constant weight oo either C' is complete or all
vertices of C are linked to the same end vertex of ej.

As |E1| = 1, the Star, Path, Cycles, and Pan conditions are satisfied.
By Condition 1 the Adjacent Cycles condition is also satisfied. We give in
Figure 26 an example of a graph satisfying the conditions of Theorem 28.

Figure 26: Either a cycle with constant weight is complete or all its vertices
are linked to one end-vertex of ej.

We now consider graphs with three different edge-weights.

Theorem 29. Let G = (N, E,w) be a weighted graph. Let us assume that
the edge-weights have three different values o1 < o9 < o3. Then there is
inheritance of convezity for Pmin if and only if:

1. There exists only one edge e; = {1,2} of weight oy.

2. An edge in E \ {e1} has weight o2 if and only if it is incident to the
same end-vertex 2 of eq.

3. Every edge of weight o3 is connected to 2 by e1 or by an edge of weight
g9.

4. There exists at most one (chordless) cycle Cp, with m = 3 or 4 con-
taining eq.

5. Fvery cycle C,, which does not contain ey is complete.

6. If a cycle C,, does not contain e; and if 1 € V(Cy,), then m = 3
and such a triangle is unique (if it exists) and is adjacent to a unique
triangle C's which contains the edge e .

Note that Conditions 1, 2, and 3 straightforwardly imply the Star, Path,
and Cycle conditions. Adding Condition 4 (resp. Condition 5) they also
imply the Adjacent Cycles (resp. Pan) condition. We give in Figure 27 an
example of a graph satisfying the conditions of Theorem 29.
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Figure 27: 01 < 09 < 03.

Some parts of the proofs of the characterizations given in Theorems 27
and 28 for graphs with two edge-weights are easily obtained as they can be
reduced to cycle-completeness analysis. Contrary to what one might expect,
there is no such reduction for the case of graphs with exactly three different
edge-weights. Moreover, despite the restriction to only three edge-weights,
the proof of the characterization given in Theorem 29 remains difficult in
comparison with the ones for inheritance of F-convexity where an arbitrary
number of edge-weights is considered.

Besides the number of possible edge-weights, we finally state some other
major differences between graphs satisfying inheritance of convexity and
graphs satisfying inheritance of F-convexity. These differences can be ob-
served by comparing the previous characterizations with the description of
graphs given in Section 5.4. The distance (i.e., the minimum number of
edges) between two vertices in a graph satisfying inheritance of convexity
is less or equal to 4, except when there are two edge-weights o1 < o9 with
|Ei| = 1. In this last case the distance is not limited (except by n — 1)
as for graphs satisfying inheritance of F-convexity. Cycle-completeness is
never necessary for inheritance of F-convexity whereas cycle-completeness
of certain cycles is required for inheritance of convexity.

7 Conclusion

Our main result gives necessary and sufficient conditions for inheritance of
F-convexity with the correspondence Ppi,. This work also constitutes a first
step for other correspondences. In particular, the correspondence Pg associ-
ated with the strength of a graph presented in (Grabisch and Skoda, 2012),
which gives natural partitions, coincides with P, on cycle-free graphs.
Hence the Star and Path conditions restricted to induced stars and paths
are also valid for this correspondence and a natural extension of this work
could be to find parallel results for Ps. Moreover, the inheritance of su-
peradditivity for Pg is not always satisfied and its characterization is not
obvious. We could also consider another restricted game (N, ?) defined by
0(A) = Y7 1 9(A4;) for all A C N, where Ay, Ag, ..., A, are the connected
components of A. Our characterization of inheritance of F-convexity is also
valid for (N, v). Then, we can address the problem of the extension of The-
orem 15 to inheritance of convexity, but additional conditions are required.
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Borm et al. (1990) introduced arc games. It is well known that, if the com-
munication graph is cycle-free, then there is inheritance of convexity from
the underlying game to the corresponding arc game (van den Nouweland
and Borm, 1991). We can also define restricted arc games, by substituting
to the partition into connected components the correspondence Ppin. The
question of inheritance of convexity is more difficult as we do not even neces-
sarily have inheritance of superadditivity. All previous correspondences and
restricted games are associated with a given graph but we can also consider
correspondences without reference to any graph. In this more general set-
ting, we establish in Skoda (2017) an extension of Theorem 3 which provides
a characterization of inheritance of convexity for arbitrary correspondences
by general set conditions.
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