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ABSTRACT

A general setup is considered where agents are characterised by quasi-hyper-
bolic discounting and by heterogeneous bias for the present and heterogenous
discounting parameters. Consumptions are moreover subject to a standard fea-
sibility constraint. A collective utility function is defined as a function of the inter-
temporal utilities of the selves of the di�erent agents, the elementary unit being
thus the self of a given period for a given agent. The analysis is further special-
ized to time-independent collective utility functions. Such a framework generat-
ing a tension between Pareto-optimality and time-consistency for the optimal
allocations, two approaches are suggested in order to tackle this issue. The first
one imposes restrictions on the collective utility function that ensure the time-
consistency of the optimal decisions. The second one builds from an a priori
time-inconsistent collective utility function. The benevolent planner is then to
be considered as a sequence of successive incarnations, any of these incarnations
being endowed with its own objective. The associated optimal policy is the equi-
librium of a game between the successive incarnations of the planner when the
players follow Markovian strategies. The results obtained for both solution con-
cepts are compared through an example that also shows how they can be recov-
ered through a competitive equilibrium.
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1. INTRODUCTION

1.1 FOCUS

Consider a community that is to undertake some collective decisions such as con-

sumptions over time, optimal policies for retirement or defining an optimal in-

vestment strategy. That community is made of heterogenous agents that di�er in

their evaluation of future outcomes, i.e., in their discount factors. These agents

are also present-biased, that results in a temporal inconsistency for their preferences.

Is it however possible to aggregate these individual preferences through a collec-

tive utility function? Is it further conceivable to define an optimal inter-temporal

policy? It is to the examination of such questions that this article is devoted.

Dating from the important contributions of Phelps & Pollack [32], Laibson [27] and

Frederick, Loewenstein & O’Donoghue [15], the benchmark model for analyzing

temporal inconsistencies got anchored on the quasi-hyperbolic discounting hypothesis

and gained popularity through the so-called β − δ model. Numerous experiments1

have consistently illustrated how such a model could provide a more accurate de-

scription of actual choices and arbitrages over time than the canonical model as

settled by Samuelson [35].

A large number of studies (see Frederick, Loewenstein & O’Donoghue [15]) have

also ruled field or laboratory experiments in order to evaluate the β and δ parame-

ters. They all document a strong heterogeneity between the individuals regarding

these parameters. The contributions of Augenblieck, Niederle and Sprenger [2],

Balakrishnan, Hausofer & Jakiela [3], Bozio & Laroque [8] and Grignon [16] are

noticeable in that perspective.

A quasi-hyperbolic discounting formulation results in a time-inconsistency issue

for the preferences of the agents. In order to provide the associated decision rules,

it is a common hypothesis to assume that the agent is split between an infinity

1See Thaler [37], Benzion, Rapoport & Yagil [7], Chapman & Elstein [10] or Frederick, Loewen-
stein O’Donoghue [15] for a general presentation.
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of successive selves that undertake their decisions in a non cooperative manner.

Following this sophisticated behaviour, the decisions result from a Nash equilibrium

between the successive selves. Any of the selves being the basis unit for the analysis,

the eventual decision is sub-optimal, i.e., a non Pareto-optimal one reached in a

non-cooperative way.

Within this environment, there is hence a large role for active economic policies.

It is however worth emphasizing that the definition of such policies presupposes to

be first able to define a collective utility function on the di�erent selves. Starting

from Phelps & Pollack [32] or Laibson [27], the literature has usually selected a

simple benchmark, namely the sole objective of the initial self and subsequently

analyzed the policies that would allow for a decentralization of the commitment

solution where the initial self would undertake the whole sequence of decisions.

As an illustration, one may refer to the large group of literature on savings choices

or retirement systems with quasi-hyperbolic discounting — Laibson, Repetto &

Tobacman [28], Salanie & Treich [34], Diamond & Kaszegi [11]—.

In opposition to this literature, this article is aimed at building a collective utility

function through the aggregation of the di�erent selves without allowing for any

dictatorial role for the initial self. Another important component of the current ar-

gument results from the heterogeneity of the preferences parameters between the

agents. Even without any present biais for the agents, and as this has been well

documented in the literature–cf. Jackson & Yariv [25], Heal & Millner [23], Alcala

[1], Drugeon &Wigniolle [14]–, the sole heterogeneity between the discount fac-

tors of the agents is problematic in the aim of defining a collective utility function.

For heterogenous discount factors and for a time-independent collective utility

function, some tension emerges between Pareto-optimality and time-consistency

as soon as there is no dictatorship—cf. Jackson & Yariv [25], Zuber [38]—by some

agent.

The current approach introduces a general setup where agents are endowed with
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quasi-hyperbolic discounting and with heterogeneous bias for the present and dis-

counting parameters. At any date, consumptions are submitted to a feasibility con-

straint that builds from a neoclassical production technology which uses labour and

capital. Along the literature, the analysis is specialized to time-independent collective

utility functions: under this time-invariance assumption and as this was recently

clarified by Halevy [21], time-consistency does correspond to the stationary prop-

erty of Koopmans [26] for the collective utility function. Finally, collective utility

is defined as a function of the inter-temporal utilities of the selves of the di�erent

agents, the elementary unit being thus the self of period t ∈ N for a given agent.

In a consistent way with the above definition of the collective utility function, the

approach is based upon a selves-Pareto axiom: a feasible allocation will be referred

to as being selves-Pareto optimal if there does not exist another feasible allocation

such that none of the selves of any of the agents would su�er from a welfare loss and

at least one self of one agent would benefit from a welfare improvement. Finally,

the analysis will be specialized to additively separable collective utility functions.

It is firstly established that the satisfaction of the selves-Pareto optimality axiom

requires a collective utility function that writes down as a weighted sum of inter-

temporal utilities of the selves of the di�erent agents. To this general collective

utility concept is then added another t-selves concerned collective utility one. This

notion corresponds to a situation in which the planner evaluates the welfare of all

of the selves of all the di�erent agents based upon the sole selves of period t .

Two di�erent ways are then suggested in order to face with the tension between

Pareto-optimality and time-consistency. The first one directly pertains to the def-

inition of the collective utility function that states as a sum of the weighted inter-

temporal utilities of the di�erent selves of the di�erent agents. Restrictions on the

weights are first analyzed that could allow for recovering a time-consistency prop-

erty. Theseweights can be understood as away of imposing a common discounting

parameter γ to the whole set of agents, where γ > supi (δi ), for δi the discounting
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parameter of agent i. The planner will then implement an optimal policy—labelled

as Fully Time-Consistent Pareto-optima (FTCPO)—that corresponds to a degree of

patience that is greater or equal to the one of all of the agents.

A second approach to remedy to the tension between Pareto-optimality and time-

consistency is entirely distinct as it builds upon a collective utility function that

is not a priori temporally consistent. The planner is then to be considered as be-

ing made of a sequence of successive incarnations, any of these incarnations being

endowed with its own objective. Following such a hypothesis, it is assumed that

the objective of the t-incarnation of the social planner is a t-selves concerned col-

lective utility. The associated solution is the equilibrium of a game between the

successive incarnations of the planner when the players follow Markovian strate-

gies that solely depend upon the state variable. That solution corresponds to the

one that maximizes the weighted sum of the inter-temporal utilities of the selves of

a given period under a time-consistency constraint on their choice, hence a label

of Time-Consistent Constrained Pareto-optima (TCCPO).

It is worth noticing that the first FTCPO approach recovered time-consistency

through constraints on the collective utility function independently of the nature

of the feasibility constraints. In opposition to this, the second TCCPO approach

introduces a solution where the collective utility function is not per se constrained

to time consistency. That property is rather recovered by restricting the planners

incarnations strategies to be markovian, the feasibility constraints being embedded

in their definition. The results associated to this second approach strongly di�er

from the earlier ones and can be understood as the choice that would result from a

planner that would apply a common discount rate to the instantaneous utilities of

the di�erent agents. That discount factor would in turn emerge as the weighted

average of the βi and δi coe�cients of the di�erent agents. More precisely, it is

possible to determine lower and upper bounds anchored on weighted averages of

βiδi and δi for that discount rate.
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In order to illustrate such results, an example with a Cobb-Douglas production

technology and a logarithmic utility function is analyzed. It allows for an explicit

characterization of the solution concepts and for an extensive comparison of their

properties. It is also possible to establish that the two FTCPO and TCCPO plan-

ning solutions can be decentralized as the equilibrium of an environment with a

distortionary system of taxes on the capital stock, with public debt and with initial

transfers to the agents. For the FTCPO solution, the optimal policy leads to sub-

sidy capital accumulation at every date, that scheme being financially supported by

a negative transfer of wealth at the initial date, that in turn allows the government

to start with a negative debt. That asset hence eventually allows for supporting the

subsidy to the capital stock. For the TCCPO solution concept, the distortionary

tax on the capital stock can be either positive or negative: the most patient agents

are taxed while the most impatient ones are subsidized by the central authority.

1.2 RELATED LITERATURE

Numerous related contributions have been interested in the problem of collective

choice when individual preferences are heterogenous from the discounting stand-

point. Within such an environment, it is a well-documented fact that a conflict

emerges between Pareto-optimality, time-consistency and the time-dependency

properties of the collective utility function. Gollier & Zeckhauser [17] establish

that the aggregation of individual preferences leads to a variable social discount rate

when agents are characterised by heterogenous discount rates. Jackson&Yariv [25]

and Zuber [38] shed light upon the conflict between Pareto-optimality and time-

consistency when the collective utiity function is time-invariant. While Jackson &

Yariv [25] analyze this issue within a choice setupwith a consumption sequence that

is common to the whole population of agents, Zuber [38] considers an environment

where any of the agents is endowed with a specific sequence of consumptions.

There does further exist a formal analogy between themodel with quasi-hyperbolic

discounting β − δ and a model with generations of altruistic agents and the same
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range of concerns about the definition of a collective utility function hence po-

tentially emerges into that setup. Galperti & Strulovici [18] provide an axiomatic

approach that can be used to provide some fundamentals to these two classes of

models. As for the definition of the collective utility function, they consider the

specific case of an economy with homogeneous agents. The current FTCPO so-

lution concept can hence be understood as a generalisation to theirs. Feng & Ke

[20] have recently equally provided a definition of the social discount rate within

a finite horizon generations model where the altruism function encompasses the

β −δ model as a special case. They infer a general class of restrictions to be satisfied

by the social discount function that are closely related to the current ones for the

FTCPO solution concept of the β − δ model.

From amore general perspective, Herings &Rohde [24] introduce time-inconsistent

preferences in a general equilibrium framework in finite horizon and suggest four

possible e�ciency concepts. In a related environment, Dziewulski [13] is inter-

ested in the welfare properties of equilibria with time-dependent preferences and

presents a version of the First Welfare Theorem for these economies. Both au-

thors are however not directly concerned with the definition of a collective utility

function but rather with the characterization of Pareto optima.

An alternative approach builds upon the abandonment of the time-invariance of

the collective utility function. Heal & Millner [23] accordingly illustrate how the

heterogeneity between the individual discount factors may result in a conflict be-

tween the time-consistency of the decisions and the time-invariance of the collec-

tive utility function. Within an environment related to the currrent one, Alcala

[1] introduces a specific solution to the time-inconsistency issue that emerges for

heterogenous discount rates. He indeed considers a planner’s objective that is for-

mulated as weighted sum of the individual utilities where the weights vary at every

date so that the choice of the planner at the initial date ends up corresponding to

the choices of all the future planners.
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2. THE MODEL

2.1 BASIC ASSUMPTIONS

Time is discrete. The n infinitely-lived agents are indexed by i ∈ {1, 2, . . . ,n}. Let
C i := (ciτ )τ ∈N denote the consumption sequence of individual i. The consump-

tion sequence C i belongs to `∞+ , the space of non-negative bounded sequences.

Consider further its t-truncated expression as tC i := (ciτ )τ >t . The preferences of
the n agents are associated with quasi-hyperbolic discounting. For a given agent

i ∈ {1, 2, . . . ,n}, his self at time t ∈ N ranks consumption sequences according to:

Ui (tC i ) = ui �cit
�
+ βi

[+∞∑
τ=1

�
δi

�τ
ui

�
cit+τ

�]
. (2.1)

Agents are heterogenous according to their felicity functionsui (·) and their param-

eters (βi ,δi )where δi ∈ ]0, 1[ pictures the rate of discount parameter whilst βi ∈ ]0, 1]
features the bias for the present.

Equation (2.1) defines a sequence of utility functions (Ui
t )t ∈N, i = 1, . . . ,n according

to:

Ui
t (C i ) = Ui (tC i ) (2.2)

Let furtherU denote the set of sequences of functions (Ui
t )t ∈N, i = 1, . . . ,n satisfying

Equations (2.1) and (2.2).

From now on, a sequence (Ui
t )t ∈N will be denoted by U

˜
i . It is fully characterised

by the three elements (ui , βi ,δi ).

ASSUMPTION 1. The instantaneous utility function ui : R+ → R, i = 1, . . . ,n is continu-

ous, strictly increasing and concave. At the origin, either ui (0) = 0 or ui (0) = −∞. ui is of
class C2 on R∗+. If ui (0) = 0, then limc i→0+ Dui (ci ) = +∞.2

Agents have time inconsistent preferences for βi ∈ ]0, 1[: every agent is to be per-

ceived as a sequence of selves, any self being characterised by his own preferences.
2Note that, if ui (0) = −∞, then limc i→0+ Dui (ci ) = +∞.
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This economy also integrates at any period t ∈ N a competitive representative firm

with a production function F(Kt ,Lt ), for Kt the capital stock and Lt the quantity

of labour, that satisfies:

ASSUMPTION 2. F(K,L) is homogeneous of degree one and increases with K and L.

For simplicity, the total labour supply of the n individuals Lt is normalized to 1 at

every period of time. Also let µ ∈ [0, 1] denote the rate of depreciation of the capital
stock.

ASSUMPTION 3. F(K, 1) is of class C2 on R∗+, strictly increasing and concave.

ASSUMPTION 4. F(0, 1) = 0, limK→0+[DKF(K, 1) + (1 − µ)] > 1/ inf i ∈{1, ...,n}(δi ),
limK→+∞DKF(K, 1) = 0.

The resource constraint at date t ∈ N states as:

Kt+1 +

n∑
i=1

cit = F(Kt , 1) + (1 − µ)Kt , µ ∈ ]0, 1]. (2.3)

A date 0, K0 > 0 is given. Under assumptions 2, 3, 4, there does exist a maximal

level of sustainable capital K̄, defined as the limit of the sequence (Kt )t ∈N such that

Kt+1 = F(Kt , 1) + (1 − µ)Kt . Without loss of generality, the set of attainable capital

stocks for Kt is restricted to the interval [0, K̄]. This implies that the set of feasible

consumptions and utilities is bounded from above. For a given K0 > 0 , a capital

sequence (Kt )t ∈N is feasible if, ∀ t ∈ N, Kt+1 ∈ Γ(Kt ), where

Γ(Kt ) :=
{
Kt+1 ∈ [0, K̄] such that 0 6 Kt+1 6 F(Kt , 1) + (1 − µ)Kt

}
.

Let Π(K0) denote the set of feasible capital sequences from K0:

Π(K0) :=
{(Kt )t ∈N ∈ [0, K̄]N such that ∀t ∈ N, Kt+1 ∈ Γ(Kt ), K0 given

}
.

The set of feasible consumption sequences is similarly introduced as:

Ω(K0) :=
{(C 1, . . . ,C n) ∈ (`∞+ )n such that

∀ t ∈ N,
n∑
i=1

cit 6 F(Kt , 1) + (1 − µ)Kt −Kt+1, with (Kt )t ∈N ∈ Π(K0)
}
.
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2.2 COLLECTIVE UTILITY FUNCTION

This article will specialize to time-independent collective utility functions. Time

consistency hence boils down to the Koopmans [1960] stationarity axiom:

DEFINITION 1. Let � denote the preferences order corresponding to some collective utility

function. � is stationary [time-consistent] if:

∀K1 ∈ Γ(K0), ∀ (C 1, . . . ,C n), (C 1′, . . . ,C n′) ∈ Ω(K1),
(C 1, . . . ,C n) � (C 1′, . . . ,C n′)

⇐⇒ ∀(c1
0, . . . , c

n
0 ) such that

n∑
i=1

ci0 6 F(K0, 1) + (1 − µ)K0 −K1,

((c1
0,C

1), . . . , (cn0 ,C n)) � ((c1′
0 ,C

1′), . . . , (cn′0 ,C
n′)).

The collective utility function of the benevolent planner is defined by an aggregation

of the objective functions of the selves of the di�erent agents. It states as a function

V : Un × Ω(K0) −→ R((U
˜

1, , . . . ,U
˜
n), (C 1, . . . ,C n)) 7−→ V

�(
˜
U1, . . . ,U

˜
n)�(C 1, . . . ,C n)

According to he following axiom, the elementary unit corresponds to the self of a

given agent i ∈ {1, 2, . . . ,n} at a given date t ∈ N:

AXIOM 1 (Selves -Pareto). The collective utility functionV is said to be selves-Pareto

if, for every pair of feasible consumption sequences (C 1, . . . ,C n), (Č 1, . . . , Č n) ∈
Ω(K0) such that, ∀i = 1, . . . ,n, ∀t ∈ N, Ui

t (C i ) > Ui
t (Č i ),

V
�(U

˜
1, . . . ,U

˜
n)�(C 1, . . . ,C n)� > V

�(U
˜

1, . . . ,U
˜
n)�(Č 1, . . . , Č n).

Furthermore, if there exists i ∈ {1, . . . ,n} and t0 ∈ N such that Ui
t0(C i ) > Ui

t0(Č i ),
then

V
�(U

˜
1, . . . ,U

˜
n)�(C 1, . . . ,C n) > V

�(U
˜

1, . . . ,U
˜
n)�(Č 1, . . . Č n).

This article will focus on a special form of collective utility function called additively

separable.
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DEFINITION 2. A collective utility function V is said to be additively separable if there

exists n sequences (∆i
t )t ∈N ∈ `1 with ∆i

t > 0, ∀i ∈ {1, . . . ,n}, ∀ t ∈ N, such that:

V
�(U

˜
1, . . . ,U

˜
n)�(C 1, . . .C n) =

+∞∑
t=0

n∑
i=1

∆i
tu

i (cit ). (2.4)

A collective utility function must be a weighted average of the objectives of the

di�erent selves in order to be Selves-Pareto in the separably additive case:

PROPOSITION 2.1. Consider an additively separable collective function (2.4):

(i) It is selves-Pareto if and only if there exist n sequences (ηit )t ∈N ∈ `1 with ηit > 0,

∀i ∈ {1, . . . ,n}, ∀ t ∈ N, such that:

• ηi0 = ∆i
0,

• ∀t ≥ 1 and i = 1, ..,n,

∆i
t − δi∆

i
t−1 = η

i
t − δi (1 − βi )ηit−1 (2.5)

or, equivalently,

ηit = ∆i
t −

t−1∑
τ=0

∆i
τ [δi (1 − βi )]t−1−τ βiδi . (2.6)

(ii) Moreover, the objective (2.4) can be written as:

+∞∑
t=0

n∑
i=1
ηit



ui

�
cit

�
+ βi

+∞∑
τ=1

(δi )τ ui �
cit+τ

�

=

+∞∑
t=0

n∑
i=1

ηitU
i
t (C i ). (2.7)

In Equation (2.7), ηit denotes the weight of the objective function of self t for agent

i.

2.3 t–SELVES CONCERNED COLLECTIVE UTILITY FUNCTIONS

For a collective utility function V, a t-selves concerned collective utility function Vt

is now going to be introduced. It features a case where a benevolent planner would

only be concerned with the selves of period t .
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Let U
˜
i ∈ U and consider the function St : U → U such that to every U

˜
i =

(Ui
τ )τ ∈N ∈ U, it associates

St (U˜
i ) = (Ui

t ,U
i
t , . . . , U

i
t , . . .).

The t-selves concerned collective utility function Vt is then defined as:

Vt : Un × Ω(K0) −→ R,((U
˜

1, . . . ,U
˜
n), (C 1, . . . ,C n)) 7−→ Vt �(U

˜
1, . . . ,U

˜
n)�(C 1, . . .C n)

= V
�
St (U˜

1), . . . St (U˜
n)�(C 1, . . . ,C n).

It is worth mentioning that, for a given selves-Pareto collective utility function V,

the ensued t-selves concerned collective utility function cannot be selves-Pareto.

It is however conceivable to introduce a better suited concept of t-selves-Pareto

collective utility function that is only concerned with the utilities of the selves of

period t .

AXIOM 2 (t-selves-Pareto). For a given t ∈ N, the t-selves concerned collective

utility function Vt is said to be t-selves-Pareto if, for every pair of feasible con-

sumption sequences (C 1, . . . ,C n), (Č 1, . . . , Č n) ∈ Ω(K0) such that, ∀i = 1, . . . ,n,

Ui
t (C i ) > Ui

t (Č i ),

Vt �(U
˜

1, . . . ,U
˜
n)�(C 1, . . . ,C n)� > Vt �(U

˜
1, . . . ,U

˜
n)�(Č 1, . . . , Č n).

Furthermore, if there exists i ∈ {1, . . . ,n} such that Ui
t (C i ) > Ui

t (Č i ), then

Vt �(U
˜

1, . . . ,U
˜
n)�(C 1, . . . ,C n) > Vt �(U

˜
1, . . . ,U

˜
n)�(Č 1, . . . Č n).

A straightforward result is first available: if the collective utility function V is selves-

Pareto, then the associated t-selves concerned collective utility function Vt is t-

selves-Pareto. An immediate corollary of Proposition 2.1 is further available:

COROLLARY 1. If V is additively separable and Selves-Pareto, the associated t-selves con-

cerned collective utility function Vt formulates as:

Vt �(U
˜

1, . . . ,U
˜
n)�(C 1, . . .C n) =

n∑
i=1

ηiUi
t (C i ), (2.8)

where ηi = ∑+∞
τ=0 η

i
τ .
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The t-selves concerned collective utility function Vt is a weighted sum of the in-

tertemporal utilities of the t-period selves.

3. FULLY TIME-CONSISTENT PARETO OPTIMA [FTCPO]

Let a benevolent planner be endowed with a collective utility function that is

Selves-Pareto and additively separable. This section is aimed at proving that it is

possible to restrict the weights (ηit )t ∈N in order for the objective (2.7) to be tempo-

rally consistent alongDefinition 1. The case of a single agent will first be considered

before moving to the general heterogeneous agents case. The associated Pareto-

Optima, labelled as Fully Time-Consistent Pareto Optima, or FTCPO, are finally

analyzed.

3.1 THE ONE-AGENT CASE

Consider an agent described by a 3-uple (u, β,δ ). Assume that the collective utility

function is separably additive and Selves-Pareto. From Proposition 2.1, it corre-

sponds to a weighted sum of the objective functions of the di�erent selves:
+∞∑
t=0

ηt

[
u(ct ) + β

+∞∑
τ=1

u(ct+τ )δτ
]

(3.1)

PROPOSITION 3.1. The Collective Utility Function (3.1) is time-consistent i� there exists

γ with γ ∈ [δ , 1[ such that the sequence (ηt )t ∈N satisfies:

ηt = η0

{ (γ − δ )
γ − δ (1 − β)γ

t +
βδ

γ − δ (1 − β) [δ (1 − β)]
t
}

(3.2)

Moreover, the objective (3.1) becomes:

η0

+∞∑
t=0

γ tu(ct ). (3.3)

Proposition 3.1 generalises the result of Galperti & Strulovici [18] by allowing the

discount factor γ to eventually di�er from δ . Whilst the configuration γ = δ was

the one analysed by these authors, the whole range of the values of γ for which

δ < γ < 1 is equally admissible.
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3.2 THE MULTIPLE AGENTS CASE

Consider now the case of multiple agents characterised by a 3-uple (ui , βi ,δi ), i =
1, . . . ,n. The collective utility function being Selves-Pareto and additively separa-

ble, from Proposition 2.1, it formulates as:

n∑
i=1

+∞∑
t=0

ηit

[
ui (cit ) + βi

+∞∑
τ=1

ui (cit+τ )(δ i )τ
]
. (3.4)

PROPOSITION 3.2. — Consider the Collective Utility Function (3.4):

(i) It is time-consistent if and only if there exists γ ∈ [maxi ∈{1, ...,n}(δi ), 1[ such that,

for every i ∈ {1, . . . ,n},

ηit = η
i
0

{ (γ − δi )
γ − δi (1 − βi )γ

t +
βiδi [δi (1 − βi )]t
γ − δi (1 − βi )

}
. (3.5)

(ii) It then formulates as:

+∞∑
t=0

γ t
{ n∑
i=1

ηi0u
i (cit )

}
. (3.6)

Objective (3.6) can be understood as a weighted sum of the inter-temporal utilities

of n agents without present biais—βi = 1 for every i ∈ {1, . . . ,n}—and with dis-

count factors equal to γ , for γ > supi ∈{1, ...,n}(δi ). According to Proposition 3.2, this

objective is obtained from Equation (3.4) and through appropriate weights ηit for

the utilities of the selves of the di�erent agents——Equation (3.5). Everything hap-

pens as if the original agents had been transformed into more patient ones without

present biais.

3.3 PARETO OPTIMA

Themaximization program of a planner using a collective utility function provided

by (3.6) states as:

max
+∞∑
t=0

γ t
{ n∑
i=1

ηi0u
i (cit )

}
s.t. (C 1, . . . ,C n) ∈ Ω(K0).
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This is a standard concave problem of optimal growth that leads to a unique solution

under Assumptions 1,2, 3 and 4. The optimal capital sequence (K∗t )t>0 converges in

the long run towards a modified golden rule K∗ defined from:

DKF(K∗, 1) + (1 − µ) = 1
γ
.

The optimal solution is both Pareto optimal for the successive incarnations of the

agents and temporally consistent. The rate of time preference of the planner is

however unrelated to the ones of the agents for γ > supi ∈{1, ...,n}(δi ). When γ =

supi ∈{1, ...,n}(δi ), the rate of time preference of the planner is the one of the most

patient agent.

4. TIME-CONSISTENT CONSTRAINED PARETO OPTIMA
[TCCPO]

This second main solution concept is based upon a t-selves concerned collective

utility function. Assume that a benevolent planner is to undertake decisions build-

ing upon a collective utility function that is not time-consistent along definition

1. Within such a configuration, the planner is to be understood as being made of

successive incarnations. The date-t incarnation of the planner being in charge of

the decisions for period t , it is only concerned by the well-being of the t-selves of

the di�erent agents. The decision of the t-incarnation of the planner is based upon

a t-selves concerned collective utility function (2.8), or
n∑
i=1

ηiui (cit ) +
n∑
i=1

ηiβ i
+∞∑
τ=1

(δi )τui (cit+τ ). (4.1)

This section introduces a new solution concept labelled Time-Consistent Constrained

Pareto Optima [TCCPO]. The decision result from an equilibrium in the game

played by the successive incarnations of the social planner. Time-consistency is

constrained as the strategies of the successive incarnations are assumed to beMarko-

vian and only depend on the state variable Kt . A first subsection will introduce the

TCCPO solution concept. A second subsection will recall some features of the

benchmark time-inconsistent solution.
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4.1 THE TEMPORALLY CONSISTENT SOLUTION

DEFINITION 3. The Time-Consistent Constrained Pareto Optimal solution (TCCPO) is

the Nash equilibrium of a game defined as follows:

(i) An infinity of players indexed by t ∈ N, where player t is the t-incarnation of

the social planner endowed with the t-selves concerned utility function (4.1).

(ii) Player t uses C1 Markovian strategies cit = ϑ iC(Kt ) and Kt+1 = ϑK(Kt ) subject
to a feasibility constraint:

ϑK(Kt ) +
n∑
i=1

ϑ iC(Kt ) = F(Kt , 1) + (1 − µ)Kt (4.2)

The following three lemmas—their proofs are obvious and omitted—will enable to

characterize the optimal strategies as the solutions of some optimization program.

LEMMA 4.1. Consider a TCCPO solution with a value of Kt for date t ∈ N:

(i) The decision rules ϑ iC and ϑK allow to determine the sequences (cix )x ≥t and (Kx )x ≥t+1

with respect to Kt :

cix = ϑ
i
C ◦ (ϑK)x−t (Kt )

Kx = (ϑK)x−t (Kt )

(ii) The inter-temporal payo� of the t-self of agent i ∈ {1, . . . ,n} is obtained as:

Ji (Kt ) = ui [ϑ iC(Kt )] + βi
+∞∑
τ=1

(δi )τui [ϑ iC ◦ (ϑK)τ (Kt )] (4.3)

(iii) The inter-temporal payo� of the t-incarnation of the social planner is obtained as:

W(Kt ) =
n∑
i=1

ηi Ji (Kt ), (4.4)

LEMMA 4.2. Consider a TCCPO solution with a value of Kt for date t ∈ N and let

J i (Kt ) = ui [ϑ iC(Kt )] +
+∞∑
τ=1

(δi )τui [ϑ iC ◦ (ϑK)τ (Kt )] (4.5)
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(i) J i [ϑK(Kt )] corresponds to the inter-temporal payo� from period t + 1 onward as

measured by the t-self of agent i:

Ji (Kt ) = ui [ϑ iC(Kt )] + βiδiJ i (ϑK(Kt )) (4.6)

(ii) Moreover:

Ji (Kt ) = (1 − βi )ui [ϑ iC(Kt )] + βiJ i (Kt ).

LEMMA 4.3. Consider a TCCPO solution with a value of Kt for date t ∈ N and let

W (Kt ) =
n∑
i=1

ηiβiδiJ
i (Kt ), (4.7)

the inter-temporal payo� of the t-incarnation of the social planner satisfies:

W(Kt ) =
n∑
i=1

ηiui [ϑ iC(Kt )] +W [ϑK(Kt )]

The following proposition then directly results from the above sequence of lemmas.

PROPOSITION 4.1. Consider a TCCPO solution with a value of Kt for date t ∈ N.

Decision rules ϑ iC(Kt ) and ϑK(Kt ) are solutions of the program:

W(Kt ) = max
(c it ,Kt+1)

n∑
i=1

ηiui (cit ) +W (Kt+1) (P)

s.t. Kt+1 = F(Kt , 1) + (1 − µ)Kt −

n∑
i=1

cit

It is worth noticing that, in Program (P), functions W and W do di�er and do not

satisfy the Bellman equation, the latter being only recovered for the specific case

where βi = βj = 1, δi = δ j for every i, j ∈ {0, . . . ,n}.

No existence result was completed for the functions Ji (·), W(·) andW (·) in the gen-
eral case. However, and as this shall be illustrated in Section 5, an explicit character-

ization is available for logarithmic utility functions and Cobb-Douglas production

technologies. In the general case, some further assumptions on W (·) will allow for

the determination of some properties of the optimal strategies ϑ iC(·).
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ASSUMPTION 5. W (·) is a well-defined function fromR∗+ intoR+ that is of classC2, strictly

increasing and concave. Moreover, limK→0 DW (K) = +∞.

LEMMA 4.4. A solution to the Program (P) satisfies the following first-order and associated

envelope conditions:

ηiDui (cit ) = DW ((Kt+1), (4.8a)

DW(Kt ) = DW (Kt+1)�DKF(Kt , 1) + (1 − µ)�. (4.8b)

PROPOSITION 4.2. Under Assumption 5:

(i) The decision rules ϑ iC(Kt ) and ϑ iK(Kt ) are uniquely defined on ]0, K̄].

(ii) ϑ iC(·) and ϑ iK(·) are increasing and C1 functions such that limKt→0 ϑ
i
C(Kt ) = 0 and

limKt→0 ϑK(Kt ) = 0.

(iii) Moreover:

DJi (Kt ) = Du[ϑ i (Kt )]Dϑ iC(Kt ) + βiδiDJ i (Kt+1)DϑK(Kt ), (4.9a)

DϑK(Kt ) = DKF(Kt , 1) + (1 − µ) −
n∑
i=1

Dϑ iC(Kt ), (4.9b)

DJi (Kt ) = (1 − βi )Du[ϑ i (Kt )]Dϑ iC(Kt ) + βiDJ i (Kt ). (4.9c)

Henceforward focusing on the long-run steady state and taking advantage of Propo-

sition 4.2, it does correspond to a modified golden rule.

PROPOSITION 4.3. — Consider the previous environment:

(i) A steady state solution (K∗, ci∗)i ∈{1, ...,n} corresponds to a modified golden rule such
that ζ = DKF(K∗, 1) + (1 − µ) is solution of:

n∑
i=1

(1 − βi )Dϑ iC(K∗) =
n∑
i=1

Dϑ iC(K∗)βi (δiζ − 1)
1 − δi

�
ζ−

∑n
j=1 Dϑ j

C(K∗)
� (4.10)

(ii) When βi = 1 for every i ∈ {1, . . . ,n}, Equation (4.10) assumes a unique solution ζ1

with

ζ1 ∈



1
supi ∈ {1, ...,n}(δi )

,
1

inf i ∈ {1, ...,n}(δi )

.
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(iii) For every i ∈ {1, . . . ,n}, let βi < 1 and βi be close from 1, then Equation (4.10)

assumes a unique solution with ζ > ζ1.

It is first to be recalled that the FTCPO of Section 3 results in a stationary state such

that ζ = 1/γ with γ > supi ∈ {1, ...,n(δi ). In opposition to this, Proposition 4.3 shows

how the steady state of the TCCPO solution results in a value of ζ that belongs

to
]
1/supi ∈ {1, ...,n}(δi ), 1/inf i ∈ {1, ...,n}(δi )

[
for βi = 1. More generally, Equation 4.10

makes clear that the value of ζ will depend upon the whole distribution of pairs

(δi , βi ).

REMARK 1. These results can be compared with the temporally inconsistent solution. For the

latter, the date-t incarnation of the centralized planner solves the following maximization

program:

max
n∑
i=1

ηiui (cit ) +
n∑
i=1

ηiβ i
+∞∑
τ=1

(δi )τui (cit+τ ) s.t. (C 1, . . . ,C n) ∈ Ω(K0).

The trajectory then converges towards a modified golden rule K̃ such that:

DKF(K̃, 1) + 1 − µ =
1
δ̄
,with δ̄ = sup

i ∈{1, ...,n}
(δi ).

The most patient agent preferences will hence determine the characteristics of the long run.

This solution is t-selves Pareto optimal but turns out as being not temporally consistent.

The following subsection is going to make clear that the TCCPO solution con-

cept mimics the solution that would result from a benevolent planner that would

incorporate a weighed average of the various (δi , βi ).

4.2 RECOVERING THETIME-CONSISTENTCONSTRAINEDOPTIMUMTHROUGH
A STANDARD DISCOUNTED OPTIMISATION PROBLEM

This section shows that the Time-Consistent ConstrainedOptimum (TCCPO) can

be recovered through a standard discounted optimisation problem, with a time-

dependent discount factor that depends on all discount factors δi and bias βi . Con-
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sider the following centralized planification program:

max
{c it }

+∞∑
t=0

∆t

n∑
i=1

ηiui
�
cit

�
(PP)

s.t. Kt+1 = F
�
Kt , 1

�
+ (1 − µ)Kt −

n∑
i=1

cit ,

K0 given,

with (∆t )t ∈N a sequence defined by the holding of ∆0 = 1 and ∆t+1 = δt∆t and

(δt )t ∈N a sequence such that limt→+∞ δt = δ with δ < 1. The problem (PP) features

a standard concave optimal planner’s problem with a rate of discount δt that is

explicitly time-dependent. The following lemma then characterizes the solution to

this program:

LEMMA 4.5. The optimal solution of the program (PP) is characterised by a sequence
�
cit ,Kt

�
t ∈N, K0 given, such that, for every i = 1, . . . ,n, j = 1, . . . ,n and for every t ∈ N,

ηiDui
�
cit

�
= η jDu j

�
c jt

�
, (4.11a)

Dui
�
cit−1

�
= δt−1

�
DKF

�
Kt , 1

�
+ 1 − µ

�
Dui

�
cit

�
, (4.11b)

lim
t→+∞

∆tDui
�
cit

��
DKF

�
Kt , 1

�
+ 1 − µ

�
= 0, (4.11c)

Kt+1 = F
�
Kt , 1

�
+ (1 − µ)Kt −

n∑
i=1

cit , (4.11d)

The following proposition then establishes that the TCCPO
�
K∗t , ci∗t

�
t>0,i=1, ...,n can

be recovered as a solution to the planner’s program (PP) for a well-chosen sequence

of discount factors (δt )t ∈N.

PROPOSITION 4.4. Assume that the Time Consistent Constrained Optimum is described by

a sequence (K∗t , ci∗t )t ∈N,i=1, ...,n that converges to a non-zero stationary state (K∗, ci∗)i=1, ...,n .

(i)
�
K∗t , ci∗t

�
t ∈N,i=1, ...,n is a solution to the problem (PP) for a sequence of discount factors

(δt )t ∈N equal to:

δt =
DW

�
K∗t+1

�

DW
�
K∗t+1

� · (4.12)
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(ii) (δt )t ∈N converges to δ such that:

n∑
i=1

(1−βi )Dϑ iC(K∗) =
n∑
i=1

Dϑ iC(K∗)βi
(
δi
δ
−1

) / {
1−δ i

[ 1
δ
−

n∑
j=1

Dϑ j
C(K∗)

]}
(4.13)

(iii) Moreover,

n∑
i=1

βiδi
ηiDJ i �K∗t+1

�∑n
j=1 η

jDJ j
�
K∗t+1

� 6 δt 6
n∑
i=1

δi
ηiβiDJ i �K∗t+1

�∑n
j=1 η

jβjDJ j
�
K∗t+1

�

and

n∑
i=1

βiδi
ηiDJ i

�
K∗t+1

�∑n
j=1 η

jDJj
�
K∗t+1

� 6 δt 6
n∑
i=1

δi
ηiDJ i

�
K∗t+1

�∑n
j=1 η

jDJj
�
K∗t+1

�

Proposition 4.4 establishes how it is possible to recover the TCCPO as a solution to a

standard planner’s programwhose discount factor would correspond to a weighted

sum of the discount factors and biases of the di�erent agents:

δt =
DW

�
K∗t+1

�

DW
�
K∗t+1

�

=

n∑
i=1

βiδi
ηiDJ i �K∗t+1

�∑n
j=1 η

jDJj
�
K∗t+1

� ,

The weighting coe�cients ηiDJ i (K∗t+1)/
∑n

j=1 η
jDJj (K∗t+1) are time-dependent in

the general case and sum to 1 only in the case βi = 1, ∀i. When βi 6 1 for every

i ∈ {1, . . . ,n}, the coe�cient δt assumes an upper bound defined from an average

of δi and a lower bound defined from an average of βiδi .

5. AN EXPLICIT EXAMPLE & SOME APPLICATIONS

In this part, agents have logarithmic instantaneous utility functions ui (c) = ln c,

for every i ∈ {1, . . . ,n} and the production technology is Cobb-Douglas with full

depreciation of capital, F(K, 1) = Kα , with α ∈ ]0, 1[ . This allows for explicit for-

mulations for the FTCPO and TCCPO solutions. Relying upon distortionary tax-

ation, public debts and initial transfers, it is then proved that both solutions can be

recovered as competitive equilibria.
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5.1 THE FULLY TIME-CONSISTENT PARETO OPTIMUM (FTCPO) SOLUTION

From Proposition 3.2, the maximization program of the social planner in this case

is a standard optimal growth problem:

max
+∞∑
t=0

γ t



n∑
i=1
ηi ln cit




(5.1)

s.t. Kt+1 +

n∑
i=1

cit = Kα
t , with K0 given.

Without loss of generality, it is first assumed that
∑n

i=1η
i = 1.The following proposition—

the proof is standard and omitted—characterizes the optimal solution:

PROPOSITION 5.1. Equation (5.1) has an optimal solution characterised by: ∀t ≥ 0, ∀i =

1, . . . ,n,

ci∗t = η
i (1 − γα)K∗αt (5.2a)

K∗t+1 = γαK∗αt (5.2b)

Along this solution, capital converges to the modified golden rule level: K∗ = (γα)1/(1−α ) .

5.2 THE TIME-CONSISTENT CONSTRAINED PARETO OPTIMUM (TCCPO) SO-
LUTION

The optimal strategies cit = ϑ iC(Kt ) for i = 1, . . . ,n, and Kt+1 = ϑK(Kt ) are solution
of the maximization program :

W(Kt ) = max
(c it ,Kt+1)

n∑
i=1
ηi ln cit +W (Kt+1) (5.3)

s.t. Kt+1 +

n∑
i=1

cit = Kα
t

The following proposition gives the optimal strategies:

PROPOSITION 5.2. Under the previous assumptions:
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(i) The time-consistent constrained optimum is characterised by optimal strategies such

that: ∀t ≥ 0, ∀i = 1, . . . ,n,

c̃it =
[
ηi

/ (
1 + α

n∑
i=1

ηiβiδi
1 − αδi

) ]
K̃α
t (5.4a)

K̃t+1 =
[
α

n∑
i=1

ηiβiδi
1 − αδi

/ (
1 + α

n∑
i=1

ηiβiδi
1 − αδi

) ]
K̃α
t (5.4b)

= (1 − ξ )K̃α
t

with ξ =
[
1
/ (

1 + α
n∑
i=1

ηiβiδi
1 − αδi

) ]

(ii) Capital converges to a stationary value K̃ such that:

K̃ =

α

n∑
i=1

ηiβiδi
1 − αδi

/ (
1 + α

n∑
i=1

ηiβiδi
1 − αδi

)

1/(1−α )

The comparison between (5.2b) and (5.4b) shows that the coe�cient γ in (5.2b) is

replaced by

1 − ξ = α
n∑
i=1

ηiβiδi
1 − αδi

/ (
1 + α

n∑
i=1

ηiβiδi
1 − αδi

)
in (5.4b). When βi = 1 for every i ∈ {1, . . . ,n}, this coe�cient has a simple inter-

pretation as it can be written:
n∑
i=1

[ ηi

1 − αδi

/ n∑
h=1

ηh

1 − αδh

]
δi

It appears as a weighted average of the δi with weights

ηi

1 − αδi

/ n∑
h=1

ηh

1 − αδh

that increase with δi . The social planner now uses a weighted average of the δi

to decide the optimal path, and not a discount parameter γ ≥ sup(δi ). When the

coe�cients βi may di�er from 1, 1−ξ is an increasing function of all βi . So, if βi < 1

∀i, this tends to reduce capital accumulation.

The optimal strategies (5.4a) can be compared with (5.2a). It is obvious to check

that, if γ ≥ sup(δi ) and βi ∈ (0, 1), then

1
/ (

1 + α
n∑
i=1

ηiβiδi
1 − αδi

)
> (1 − γα)
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For the same level of the capital stock, consumptions of all agents are higher through

(5.4a) than for the solution (5.2a). This result also implies that for the same level of

the capital stock Kt , Kt+1 will be higher with (5.2b) than with (5.4b).

5.3 RECOVERING THE FTCPO AND TCCPO SOLUTIONS AS COMPETITIVE
EQUILIBRIA

Consider now a competitive economy populated by n agents characterised by the

set of pairs (βi ,δi ) and a logarithmic utility function. Along the literature, it is

assumed that they behave in a sophisticated way. At the initial date, every agent i

is endowed with an amount ai0 of capital units. The payment on the capital units

states as Rt at period t . At any period, each agent o�ers a quantity 1/n of labour

remunerated at wt .

Within such an economy, the government will use three policy instruments: a

distortionary taxation on the capital stock Xi that is specific to any of the agents, a

public debt that is issued in an amount bt at period t and finally an initial transfer

of wealth (Ti
0)i ∈{1, ...,n}. For a given agent i, the return on capital after taxation is

given by RtXi at period t . For Xi < 1, the agent is taxed whereas, for Xi > 1, he is

subsidized.

DEFINITION 4. An equilibrium is characterised by a sequence (ait , cit ,Kt ,wt ,Rt )t ∈N,i=1,2, ...,n ,

a sequence of policy instruments (Xi ,bt )t∈N,i=1,2, . . .,n and initial transfers (Ti
0)i=1,2, ...,n such
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that, for any t ∈ N and for any i = 1, 2, . . . ,n:

cit+1 = c
i
tRt+1Xi (1 − λi ), (5.5a)

ait+1 = RtXiait +wt − c
i
t , t > 1, (5.5b)

ai1 = R0Xi (ai0 + Ti
0) +w0 − c

i
0, (5.5c)

+∞∑
t=0

cit

/ t∏
τ=0

(RτXi ) = ai0 + Ti
0 +

+∞∑
t=0

wt

/ t∏
τ=0

(RτXi ), (5.5d)

b0 =

n∑
i=1

Ti
0, (5.5e)

bt+1 = Rtbt − Rt

n∑
i=1

(1 −Xi )ait , t > 1, (5.5f )

b1 = R0b0 − R0

n∑
i=1

(1 −Xi )(ai0 + Ti
0), (5.5g)

Kt+1 = Kα
t −

n∑
i=1

cit , (5.5h)

n∑
i=1

ait = Kt + bt , t > 1, (5.5i)

n∑
i=1

(ai0 + Ti
0) = K0 + b0, (5.5j)

wt =
(1 − α)

n
Kα
t and Rt = αKα−1

t , (5.5k)

with K0, a
i
0, i = 1, 2, . . . ,n given such that K0 =

∑n
i=1 a

i
0, and

λi =
1 − δi

1 − δi + βiδi
. (5.6)

Within the above definition, Equation (5.5a) corresponds to the generalized Euler

equation of Harris & Laibson [22] and characterizes the consumption behaviour.

Equations (5.5b) and (5.5c) feature the budget constraints at dates t > 1 and t = 0.

Equation (5.5d) depicts the inter-temporal budget constraint of agent i = 1, 2, . . . ,n.

Equation (5.5e) defines the initial value of the debt of the government. Equations

(5.5f) and (5.5g) list the budget constraints of the government at dates t > 1 and

t = 0. The holding of equation (5.5h) is associated with the equilibrium of the

goods market at date t ∈ N whilst equations (5.5i) and (5.5j) respectively depict the
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equilibrium on the capital market at dates t > 1 and t = 0. Finally, equation (5.5k)

defines the equilibrium wage rate and the equilibrium return on the capital stock.

PROPOSITION 5.3. The FTCPO solution can be decentralized with a distortionary taxation

on capital Xi , public debt bt and an initial transfer of wealth Ti
0 in period 0, with the

following values:

Xi = γ
(1 − δi + βiδi )

βiδi
(5.7)

Ti
0 =

K0βiδi
αγ (1 − δi )

[
ηi (1 − γα) − (1 − α)

n

]
− ai0 (5.8)

and bt defined recursively as:

b0 =

n∑
i=1

Ti
0, b1 = R∗0b0 − R∗0

n∑
i=1

(1 −Xi )(ai0 + Ti
0),

bt+1 = R∗tbt − R∗t
n∑
i=1

(1 −Xi )ait , t > 1,

with ait defined recursively as:

ai0 given, ai1 = R∗0Xi (ai0 + Ti
0) +w∗0 − ci∗0 ,

ait+1 = R∗tX
iait +w

∗
t − c

i∗
t , t > 1

and w∗t = (1 − α)K∗αt /n and R∗t = αK∗α−1
t .

As γ ≥ supi ∈{1, ...,n}(δi ), it is clear from (5.7) that Xi > 1 for all i if βi < 1. Capital

accumulation must be subsidized for all agents.

REMARK 2. It is readily checked that b0 < 0 if, for every i ∈ {1, . . . ,n},

ηi >
1 − α

(1 − γα)n . (5.9)

The condition (5.9) means that the weights of the di�erent agents should not be too much

unequal. As capital accumulation should be subsidized for all agents, the government makes

a negative aggregate initial transfer that results in a negative debt. This in turn allows for

financing the future subsidies.
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PROPOSITION 5.4. The TCCPO can be decentralized with a distortionary taxation on

capital Xi , public debt bt and an initial transfer of wealth Ti
0 in period 0, with the following

values:

Xi =



n∑
j=1

η jβjδ j

1 − αδ j

/ *.
,
1 + α

n∑
j=1

η jβjδ j

1 − αδ j
+/
-



(1 − δi + βiδi )
βiδi

(5.10a)

Ti
0 =

K0βiδi
(1 − δi )

ηiξ − (1 − α)n−1

1 − ξ
− ai0 with ξ = 1

/ *.
,
1 + α

n∑
j=1

η jβjδ j

1 − αδ j
+/
-

(5.10b)

and bt defined recursively as:

b0 =

n∑
i=1

Ti
0, b1 = R̃0b0 − R̃0

n∑
i=1

(1 −Xi )(ai0 + Ti
0),

bt+1 = R̃tbt − R̃t

n∑
i=1

(1 −Xi )ait , t > 1,

with ait defined recursively as:

ai0 given ai1 = R̃0Xi (ai0 + Ti
0) + w̃0 − c̃

i
0,

ait+1 = R̃tXiait + w̃t − c̃
i
t , t > 1

and w̃t = (1 − α)K̃α
t /n and R̃t = αK̃α−1

t .

The argument of the proof of Proposition 5.4 is similar to the one of Proposition

5.3 and omitted. Equation (5.10a) has a simple interpretation in the case βj = 1, ∀j,

as it can be written:

Xi =

n∑
j=1

*
,

η jδ j

1 − αδ j

/ n∑
h=1

ηh

1 − αδh
+
-

1
δi

The R.H.S. component that multiplies 1/δi appears as a weighted average of the δ j

with weights given by

η j

1 − αδ j

/ n∑
h=1

ηh

1 − αδh

and that increase with δ j .To decentralize the constrained time consistent optimum,

the social planner must subsidize agents i with a δi smaller than this weighted av-

erage but tax agents i with a δi higher than this weighted average.
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When βj di�ers from 1, Xi is adjusted: the term

n∑
j=1

η jβjδ j

1 − αδ j

/ *.
,
1 + α

n∑
j=1

η jβjδ j

1 − αδ j
+/
-

increases with the βj when the term (1 − δi + βiδi )/βiδi decreases with βi .

REFERENCES

[1] Alcala, L. On the Time Consistency of Collective Preferences. Universidad Na-

cional de San Luis Working Paper, 2016.

[2] Augenblieck, N., Niederle, M. & C. Sprenger Working Over Time: Dynamic

Consistency in Real E�ort Tasks. Quarterly Journal of Economics : 1067-115,

2015.

[3] Balakrishnan, U., J. Hausofer & P. JakielaHow Soon Is Now? Evidence of Present

Bias from Convex Time Budget Experiments.. Princeton University, working

paper, 2015.

[4] Becker, R. Comparative Dynamics in Aggregate Models of Optimal Capital Ac-

cumulation. Quarterly Journal of Economics 1235-1256, 1985.

[5] Becker, R. Optimal growth with heterogeneous agents and the twisted turnpike:

An example. International Journal of Economic Theory, The International

Society for Economic Theory 8: 27-47, 2012.

[6] Becker, R. & C. Foias Strategic Ramsey equilibrium dynamics. Journal of Math-

ematical Economics 43: 318-346, 2007.

[7] Benzion, U., A. Rapoport & J. Yagil Discount Rates Inferred from Decisions: An

Experimental Study. Management science 35: 270-284, 1989.

[8] Bozio, A. & G. Laroque. Discount Rate Heterogeneity Among Older Households:

A Puzzle?. Journal of Population Economics, 30: 647-680, 2017.

xxvii



[9] Bewley, T. An Integration of Equilibrium Theory and Turnpike Theory. Journal

of Mathematical Economics 10: 233-267, 1982.

[10] Chapman, G. & A. Elstein. Valuing the Future: Temporal Discounting of Health

and Money. Medical Decision Making 15: 373?86, 1995.

[11] Diamond, P. & B. Kaszegi.Quasi-Hyperbolic Discounting and Retirement. Jour-

nal of Public Economics 87: 1839-1872, 2003.

[12] Drugeon, J.-P., B.WigniolleOnTime-Consistent Policy Rules for Heterogeneous

Discounting Programs. Journal of Mathematical Economics 63: 174-187, 2016.

[13] Dziewulski, P. E�ciency of competitive equilibria in economies with time-

dependent preferences. Journal of Economic Theory 159:311-325, 2015.

[14] Drugeon, J.-P. & B. Wigniolle. On time-consistent policy rules for heterogeneous

discounting programs. Journal of Mathematical Economics 63: 174-187, 2016.

[15] Frederick,S., G. Loewenstein & T O’Donoghue. Time Discounting and Time

Preference: A Critical Review. Journal of economic literature 40: 351-401, 2002.

[16] Grignon, M. An empirical investigation of heterogeneity in time preferences and

smoking behaviors. Journal of Socio-Economics 38: 739-751, 2009.

[17] Gollier, C. & R. Zeckhauser. Aggregation of Heterogeneous Time Preferences.

Journal of Political Economy 113: 878-896, 2005

[18] Galperti, S. & B. Strulovici A Theory on Intergenerational Altruism. Manuscript

to appear in Econometrica, 2016.

[19] Gul, F. & W. Pesendorfer Self-Control and the Theory of Consumption. Econo-

metrica 72: 119-158, 2004.

[20] Feng, T. & S. KE. Social Discounting and Long?Run Discounting. University of

Michigan Working Paper, 2017.

xxviii



[21] Halevy, Y. Time Consistency & Time Invariance. Econometrica 83: 335-352,

2015.

[22] Harris, C., D. Laibson. Dynamic Choices of Hyperbolic Consumers. Economet-

rica 69: 935-957, 2001.

[23] Heal,G. & A. Millner. Time Consistency & Time Invariance in Collective Choice.

LSE Working Paper, 2017.

[24] Herings, J.-J. & K. Rohde.Time-Inconsistent Preferences in a General Equilibrium

Model. Economic theory 29: 591-619, 2006.

[25] Jackson, M.O. & L. Yariv. Collective Dynamic Choice: The Necessity of Time

Inconsistency. American Economic Journal: Microeconomics 7: 150-78, 2015.

[26] Koopmans, T. Stationary Ordinal Utility & Impatience. Econometrica 28: 287-

309.

[27] Laibson, D. Golden Eggs and Hyperbolic Discounting.Quarterly Journalof Eco-

nomics 112: 443-478, 1997.

[28] Laibson, D., A. Repetto & Jeremy Tobacman, 1998. Self-Control and Saving

for Retirement. Brookings Papers on Economic Activity, Economic Studies

Program, The Brookings Institution 29: 91-196.

[29] Le Van, C. & Y. Vailakis Existence of a Competitive Equilibrium in a One Sector

Growth Model with Heterogeneous Agents and Irreversible Investment. Economic

Theory 22: 743-771, 2003.

[30] Loewenstein, G., R.H. Taler. Anomalies: Intertemporal Choice. Journal of Eco-

nomic Perspectives 3: 181-193, 1989.

[31] MITRA, T. & G. SORGER On Ramsey’s Conjecture. Journal of Economic Theory

148: 1953-1973, 2013.

xxix



[32] Phelps, P., & R. PollackOn Second-best National Saving and Game-Equilibrium

Growth. Review of Economics Studies 35: 185-199, 1968.

[33] Ramsey, F. A Mathematical Theory of Savings. Economic Journal 38: 543-549,

1928.

[34] Salanie, F. &N. Treich.Over-savings & Hyperbolic Discounting. European Eco-

nomic Review 50: 1557-1570, 2006.

[35] Samuelson, P. A Note on Measurement of Utility. Review of Economic Studies

4: 155-161, 1937.

[36] Sorger, G.On the Long-Run Distribution of Capital in the Ramsey Model. Jour-

nal of Economic Theory 105: 226-243, 2002.

[37] Thaler, R. Some Empirical Evidence On Dynamic Inconsistency. Economics Let-

ters 8: 201-207, 1981.

[38] Zuber, S. The Aggregation of Preferences: Can we Ignore the Past? Theory and

Decision 70: 367-384, 2011.

xxx



A. PROOF OF PROPOSITION 2.1

(i) A preliminary lemma will first establish the existence of interior consumption

allocations.

LEMMA A.1. There exists (C 1, . . . ,C n) ∈ Ω(K0) such that, for every i ∈ {1, . . . ,n} and
for every t ∈ N, cit > 0.

Proof. Assume that, for every i ∈ {1, . . . ,n} and for every t ∈ N,

cit =
1
n
ε[F(Kt , 1) + (1 − η)Kt ], (A.1)

with ε ∈ ]0, 1[. The sequence (Kt )t>0 follows Kt+1 = H(Kt ), for

H(Kt ) := [F(Kt , 1) + (1 − µ)Kt ](1 − ε).

Under Assumption 4, DH(0) > 1 for small enough values of ε. Hence, and as

H(0) = 0, H(K0) > K0 forK0 in some right neighbourhood of 0. The functionH(·)
being however increasing, the dynamics of (Kt )t>0 is monotonically increasing for

K0 close to 0 and the consumption sequence (cit )t>0 defined from Equation (A.1) is

interior and feasible. QED

The if part is straightforward.

As for the only if part, first define ηi0 as ηi0 = ∆i
0. Then assume that (2.4) satisfies

Selves-Pareto. Consider (C 1, . . . ,C n) ∈ Ω̊(K0) such that, ∀ i, ∀τ , ciτ > 0. Consider

the transformation

tTi : Ω(K0)→ Ω(K0)

tTi (C 1, . . . ,C n) = (C 1, . . . ,C i−1, t Č
i ,C i+1, . . . ,C n),

for t Č i = (tciτ )τ ∈N such that:

– ui
�
tc
i
τ

�
= ui (ciτ ) − tετ for τ 6 t − 1 with εtτ > 0;

– ui
�
tc
i
t
�
= ui (cit ) + ϕt with ϕt > 0;
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– ui
�
tc
i
τ

�
= ui (ciτ ) for every τ > t .

The coe�cients εtτ et ϕt are selected in order for the level of utility of all selves

τ 6 t − 1 to remain una�ected by the transformation while the level of utility of the

self t would be strictly improved by this transformation. Note that the transformed

allocation satisfies tTi (C 1, . . . ,C n) ∈ Ω(K0) for arbitrarily small values of ϕt .

First consider the case t = 1. Self τ = 0 of agent i would be indi�erent if:

ui (ci0) = (ui (ci0) − ε1
0) + βiδiϕ1

or, ε1
0 = βiδiϕ1. Assuming selves Pareto, the value of the collective utility function

(2.4) must be higher with the second sequence:

∆i
0u

i (ci0) < ∆i
0(ui (ci0) − ε1

0) + ∆i
1ϕ1,

or ∆i
0ε

1
0 < ∆i

1ϕ1. Then,
�
∆i

1 − βiδi∆
i
0

�
ϕ1 > 0. But this is only possible if ∆i

1−βiδi∆
i
0 >

0. We set ηi1 = ∆i
1 − βiδi∆

i
0 which gives: ηi1 = ∆i

1 − βiδiη
i
0. This last equation

corresponds to (2.5) for t = 1, using ∆i
0 = η

i
0.

Secondly, consider the case t ≥ 2. Any self τ ≤ t − 1 of agent i must be indi�erent

between the two sequences C i and t Č i . For self 0:

ui (ci0) + βi
t−1∑
τ=1

δτi u
i (ciτ ) = ui (ci0) − εt0 + βi

t−1∑
τ=1

δτi
�
ui (ciτ ) − εtτ

�
+ βiδ

t
i ϕt

which implies:

εt0 + βi

t−1∑
τ=1

δτi ε
t
τ = βiδ

t
i ϕt

By the same way, for self x such that 1 ≤ x < t − 1, we get:

εtx + βi

t−1∑
τ=x+1

δτ−xi εtτ = βiδ
t−x
i ϕt (A.2)

Finally, for self t − 1,

εtt−1 = βiδiϕt (A.3)
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Considering (A.2) written for self x and self x + 1, we get:

εtx = δi (1 − βi )εtx+1 (A.4)

Developing forward (A.4) and using (A.3), we get:

εtx = [δi (1 − βi )]t−1−x βiδiϕt (A.5)

Assuming Selves-Pareto, the collective utility function (2.4) must be higher with

the second sequence t Č i :

t−1∑
τ=0

∆i
τu

i (ciτ ) <
t−1∑
τ=0

∆i
τ

�
ui (ciτ ) − εtτ

�
+ ∆i

tϕt

or,

t−1∑
τ=0

∆i
τ ε

t
τ < ∆i

tϕt

Using (A.5), this condition can be written:

ϕt


∆i
t −

t−1∑
τ=0

∆i
τ [δi (1 − βi )]t−1−τ βiδi


> 0

which implies:

∆i
t −

t−1∑
τ=0

∆i
τ [δi (1 − βi )]t−1−τ βiδi > 0 (A.6)

This condition must be true for all t ≥ 2.

Let us define recursively ηit as

ηit = ∆i
t −

t−1∑
τ=0

∆i
τ [δi (1 − βi )]t−1−τ βiδi (A.7)

with ηi0 = ∆i
0 and ηi1 = ∆i

1 − βiδi∆
i
0.

Using (A.7) in t and t − 1, it is obtained that:

ηit − δi (1 − βi )ηit−1 = ∆i
t − δi (1 − βi )∆i

t−1 − δiβi∆
i
t−1

or

ηit − δi (1 − βi )ηit−1 = ∆i
t − δi∆

i
t−1
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which corresponds to (2.5).

But, from (A.7), ηit < ∆i
t . As (∆i

t )t ∈N ∈ `1, it is finally obtained that (ηit )t ∈N ∈ `1.
(ii) Consider the sum

+∞∑
t=0

ηit


ui

�
cit

�
+ βi

+∞∑
τ=1

(δi )τ ui �
cit+τ

�


Let Γit denote the coe�cient of the component ui (cit ). It then derives that:

Γi0 = η
i
0,

Γit = η
i
t + βiδiη

i
t−1 + · · · + βi (δi )tηi0.

Then:

Γit − δiΓ
i
t−1 = η

i
t − δi (1 − βi )ηit−1.

From Equation (2.5) and Γi0 = η
i
0 = ∆i

0, it is obtained that, for every t ∈ N, Γit = ∆i
t .

Whence the possibility of reformulating Equation (2.4) as Equation (2.7).

QED

B. PROOF OF PROPOSITION 3.1

If. It is straightforward to check that (3.1) is equal to (3.3) when ηt follows (3.2).

And it is well-known that the objective function (3.3) is time consistent.

Only if. Assume that (3.1) is time consistent. By definition, for any consumption

sequences (ct )t ≥1 and (c ′t )t ≥1

+∞∑
t=0

ηt

[
u(ct+1) + β

+∞∑
τ=1

u(ct+τ+1)δτ
]
=

+∞∑
t=0

ηt

[
u(c ′t+1) + β

+∞∑
τ=1

u(c ′t+τ+1)δτ
]
⇔

∀c0, η0

[
u(c0) + β

+∞∑
τ=1

u(cτ )δτ
]
+

+∞∑
t=1

ηt

[
u(ct ) + β

+∞∑
τ=1

u(ct+τ )δτ
]

= η0

[
u(c0) + β

+∞∑
τ=1

u(c ′τ )δτ
]
+

+∞∑
t=1

ηt

[
u(c ′t ) + β

+∞∑
τ=1

u(c ′t+τ )δτ
]

iv



This definition can be simplified:

+∞∑
t=0

ηt

[
u(ct+1) + β

+∞∑
τ=1

u(ct+τ+1)δτ
]
=

+∞∑
t=0

ηt

[
u(c ′t+1) + β

+∞∑
τ=1

u(c ′t+τ+1)δτ
]

(B.1)

⇐⇒ ∀c0, η0β
+∞∑
τ=1

u(cτ )δτ +
+∞∑
t=1

ηt

[
u(ct ) + β

+∞∑
τ=1

u(ct+τ )δτ
]

= η0β
+∞∑
τ=1

u(c ′τ )δτ +
+∞∑
t=1

ηt

[
u(c ′t ) + β

+∞∑
τ=1

u(c ′t+τ )δτ
]

(B.2)

Consider C = (cτ )τ ∈N ∈ Ω̊(K0) such that, for every τ , cτ > 0. For every t > 2,

consider the transformed sequences t Č = (tcτ )τ ∈N defined by:

– u (tc1) = u(c1) − tε ;

– u (tct ) = u(ct ) + tϕ ;

– u (tcτ ) = u(cτ ) for every τ , 1 and τ , t ;

where tϕ is defined in such a way that Equation (B.1) is satisfied. Note again that

the transformed allocation belongs to Ω(K0) for arbitrarily small values of tε.

Applying (B.1) for (cτ )τ ∈N and (2cτ )τ ∈N, it is obtained that:

η02ε = (η0βδ + η1)2ϕ .

Defining γ = 2ε/2ϕ, it derives that:

γη0 = η0βδ + η1 (B.3)

Equation (B.3) determines the value of γ with respect to η0 and η1. It implies a first

constraint on γ : γ ≥ βδ .

It is clear that it is possible to choose any positive value for η0, because if we multiply

(3.1) by any positive scalar, we obtain an objective function that corresponds to the

same preferences for the social planner. Therefore, we can say that (B.3) determines

γ with respect to η1. Another equivalent interpretation is that we can take any value

for γ such that γ ≥ βδ , and that (B.3) determines η1. This second interpretation will

be retained in what follows.
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Applying (B.2) for (cτ )τ ∈N and (2cτ )τ ∈N:

2ε(η0βδ + η1) = 2ϕ(η0βδ
2 + η1βδ + η2).

Using (B.3) and as γ = 2ε/2ϕ, it is obtained that:

γ 2η0 = η0βδ
2 + η1βδ + η2 (B.4)

Applying (B.1) for (cτ )τ ∈N and (tcτ )τ ∈N, tε and tϕ must satisfy:

η0tε = (η0βδ
t−1 + η1βδ

t−2 + · · · + ηt−1)tϕ .

It is then convenient to set zt = tε/tϕ, that gives:

η0βδ
t−1 + η1βδ

t−2 + · · · + ηt−1

η0
= zt . (B.5)

Applying (B.2) for (cτ )τ ∈N and (tcτ )τ ∈N, it derives:

(η0βδ + η1)tε = (η0βδ
t + η1βδ

t−1 + · · · + ηt )tϕ

or

η0βδ
t + η1βδ

t−1 + · · · + ηt
η0βδ + η1

= zt (B.6)

Taking the ratio of (B.5) at date t + 1 over (B.6) at date t , it is obtained that:

η0βδ + η1

η0
=
zt+1

zt

and, from (B.3), zt+1/zt = γ with z2 = γ . Thus,

zt = γ
t−1.

Finally, (B.5) considered at date t + 1 can be reformulated as:

γ tη0 = η0βδ
t + η1βδ

t−1 + η2βδ
t−2 + ... + ηt−1βδ + ηt (B.7)

Rearranging and considering this same expression at date t − 1:

ηt = (γ t − βδ t )η0 − βδ
t−1η1 − βδ

t−2η2 − βδ
t−3η3 − · · · − βδηt−1,

ηt−1 = (γ t−1 − βδ t−1)η0 − βδ
t−2η1 − βδ

t−3η2 − βδ
t−4η3 − · · · − βδηt−2.
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Then noticing that:

ηt − δηt−1 = −βδηt−1 + (γ t − δγ t−1)η0,

or, for every t > 1:

ηt = δ (1 − β)ηt−1 + γ
t−1(γ − δ )η0.

In order to solve this equation, let ηt = χtγ t , or χt = γ−tηt . Replacing in the above,

it is derived that:

γ χt = δ (1 − β)χt−1 + (γ − δ )η0.

This equation assumes a constant solution given by χt = χ for every t ,

χ =
(β − η)η0

γ − δ (1 − β) .

Letting then νt = χt − χ , νt emerges as as solution of γνt = δ (1 − β)νt−1, whence:

νt = ν
[δ (1 − β)

γ

] t
.

One infers from this the eventual expression of χt :

χt =
(γ − δ )

γ − δ (1 − β)η0 + ν
[δ (1 − β)

γ

] t

and, finally, the one of ηt :

ηt =
(γ − δ )

γ − δ (1 − β)η0γ
t + ν

�
δ (1 − β)�t ,

the expression of ν being in its turn determined by the initial condition η0:

η0 =
(γ − δ )

γ − δ (1 − β)η0 + ν ,

whence:

ν =
βδη0

γ − δ (1 − β) .

Finally remembering that ηt is to be positive for every t , it is first noticed that, for

γ > δ , this is always the case. In the remaining configuration and for γ < δ , the
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argument shall proceed by establishing that such a requirement cannot be fulfilled.

Indeed, and for γ < δ (1−β) < δ , one obtains ηt < 0 for every arbitrarily large value

of t , as a result of the second component. Similarly, and for δ (1−β) < γ < δ , ηt < 0

equally prevails for every arbitrarily large value of t , this time as a result of the first

component. Remembering that (ηt )t ∈N ∈ `1, this in turn implies that γ < 1. QED

C. PROOF OF PROPOSITION 3.2

The if part of the statement is first established by noticing that, for weights ηit given

by (3.5) , it is straightforward to show that the Collective Utility Function (3.4) takes

the form (3.6), which is time-consistent.

As for the only if part of the statement, first let, in order to save on notations, the

collective preferences order corresponding to (3.4) be denoted by �, the associ-

ated indi�erence relation being denoted by ∼. The argument shall first proceed

by showing that, if the collective utility function is time-consistent, then time-

consistency is established for every individual agent i ∈ {1, . . . ,n}.

The proof is straightforward and builds upon applying Definition 1 to feasible se-

quences such that only the consumption sequences of agent i are modified from

(1C1, . . . , 1Ci−1, 1Ci , 1Ci+1, . . . , 1Cn) to (1C1, . . . , 1Ci−1, 1C ′i , 1Ci+1, . . . , 1Cn). Consider then

the relations

(1C1, . . . , 1Ci−1, 1Ci , 1Ci+1, . . . , 1Cn) ∼ (1C1, . . . , 1Ci−1, 1C
′
i , 1Ci+1, . . . , 1Cn),

((x1,C1), . . . , (xi−1, 1Ci−1), (xi , 1Ci ), (xi+1, 1Ci+1), . . . , (xn , 1Cn))
∼ ((x1, 1C1), . . . , (xi−1, 1Ci−1), (xi , 1C ′i ), (xi+1, 1Ci+1), . . . , (xn , 1Cn)).

As (3.4) is additively separable, all terms related to agents 1, 2, . . . , i−1, i+1, . . . ,n dis-

appear and the equations that remain are the ones that feature the time-consistency

for agent i. The results of Proposition 3.1 are therefore directly applicable to this

configuration.

As a consequence, Proposition 3.1 can be applied and, ∀ i ∈ {1, . . . ,n}, there exists
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γi ∈ [δi , 1[ such that:

ηit = η
i
0

{ (γ − δi )
γ − δi (1 − βi )γ

t +
βiδi [δi (1 − βi )]t
γ − δi (1 − βi )

}
. (C.1)

The collective utility function (3.4) can be specificed as:

n∑
i=1

ηi0

+∞∑
t=0

(γi )tui (cit ), γi ∈ [δ1, 1[;

It remains to check that time-consistency implies that, for every i, j ∈ {1, 2, . . . ,n},
γi = γj . Consider (C1, . . . ,Cn) ∈ Ω̊(K0) a feasible interior allocation such that, for

every k ∈ {1, 2, . . . ,n} and for every t ∈ N, ckt > 0. Another feasible allocation

(C ′1 , . . . ,C ′n) is defined such that




∀k , i andk , j, C ′k = Ck ,

for i, ci ′1 = c
i
1 + ε, with ε > 0,

∀ t , 1, ci ′t = cit ,

for j , i, c j ′1 = c
j
1 − φ, withφ > 0 andφ < c j1 ,

∀ t , 1, c j ′t = c
j
t ,

where ε and φ are small enough so that (C ′1 , . . . ,C ′n) ∈ Ω̊(K0). The parameters ε

and φ are then understood as marginal variations of the consumption sequence so

that the following equivalence holds:

(1C ′1 , . . . , 1C ′n) ∼ (1C1, . . . , 1Cn),

that implies:

ηi0u
i (ci1) + η j0u j (c j1 ) = ηi0ui (ci ′1 ) + η j0u j (c j ′1 ). (C.2)

Now, the holding of time-consistency further implies that:

((c1
0, 1C

′
1 ), . . . , (cn0 , 1C ′n)) ∼ ((c1

0, 1C1), . . . , (cn0 , 1Cn)),

that in its turn results in:

ηi0γiu
i (ci1) + η j0γju j (c j1 ) = ηi0γiui (ci ′1 ) + η j0γju j (c j ′1 ).
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Dividing the above expression by γi , it is obtained that:

ηi0u
i (ci1) + η j0

γj

γi
u j (c j1 ) = ηi0ui (ci ′1 ) + η j0

γj

γi
u j (c j ′1 ).

Computing the di�erence with (C.2), it derives that:

η j0

(
1 −

γj

γi

)
[u j (c j1 ) − u j (c j ′1 )] = 0.

But η j0 > 0 and c j1 , c j ′1 , that implies γi = γj . Thus, more generally and for every

k ∈ {1, . . . ,n}, γk = γ . Moreover, and as, for every i ∈ {1, . . . ,n}, γi ∈ [δi , 1[, which

implies that γ ∈ [supk ∈ {1, ...,n} δk , 1[ and the argument is complete. QED

D. PROOF OF LEMMA 4.4

Proof. The first-order conditions of this program are available, for every i ∈ {1, . . . ,n},
as:

ηiDui (cit ) = νt ,

DW (Kt+1) =
n∑
i=1

ηiβiδiDJ i (Kt ) = νt ,

for νt that denotes the multiplier associated with the resource constraint (B.2).

The envelope condition states as:

DW(Kt ) = DW (Kt+1)�DKF(Kt , 1) + (1 − µ)�.

The statement follows. QED

E. PROOF OF PROPOSITION 4.2

Proof. (i) and (ii). Consider the n first-order conditions:

ηiDui [ϑ iC(Kt )] = DW [F(Kt , 1) + (1 − µ)Kt −

n∑
i=1

ϑ iC(Kt )].

Let ϑC(Kt ) :=
∑n

i=1 ϑ
i
C(Kt ) and G(Kt ) = F(Kt , 1) + (1 − µ)Kt , this reformulates to:

Dui [ϑ iC(Kt )] = DW [G(Kt ) − ϑC(Kt )]
ηi

.
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Under the decreasingness of Dui (·), this becomes:

ϑ iC(Kt ) = (Dui )−1
[ DW [G(Kt ) − ϑC(Kt )]

ηi

]
,

ϑC(Kt ) =
n∑
i=1

(Dui )−1
[ DW [G(Kt ) − ϑC(Kt )]

ηi

]
. (E.1)

The RHS member of Equation (E.1) being a decreasing function of ϑC(Kt ), upon
existence, it is uniquely defined.

The existence argument per se does follow from the fact that:

a) if ϑC(Kt ) = 0, the RHS member of Equation (E.1) is positive;

b) if ϑC(Kt ) −→ G(Kt ), the RHS member of Equation (E.1) tends to 0.

As a consequence, the existence ofϑC(Kt ) is duly established in the interval ]0,G(Kt )[.
Moreover, from Assumption 4, G(0) = 0, and, from Assumptions 1 and 5 (Inada

conditions on u(·) and W (·)), it is obtained that limKt→0 ϑC(Kt ) = 0. Both ui (·) and
W (·) being of class C2, ϑC (Kt ) is of class C1 on ]0, K̄]. Further, and from Equation

(E.1), G(·) being increasing as a function of Kt , it is clear that such a property is also

satisfied for ϑC(·). Similarly, by definition, ϑK(Kt ) = G(Kt ) − ϑC(Kt ) and ϑK(Kt ) is
of class C1 on ]0, K̄] such that limKt→0 ϑK(Kt ) = 0.

Finally remark that Equation (E.1) can accordingly be reformulated to:

ϑC(Kt ) =
n∑
i=1

(Dui )−1
[ DW [ϑK(Kt )]

ηi

]
.

But ϑC(·) has already been established to be increasing, that in turn implies that

ϑK(·) is likewise increasing.

Also note ϑ iC(·) is implicitly defined as a solution to:

ϑ iC(Kt ) = (ui )−1
[ DW [ϑK(Kt )]

ηi

]
,

which implies that ϑ iC(·) is an increasing map.

Finally integrating that limKt→0 ϑC(Kt ) = 0, it derives that limKt→0 ϑ
i
C(Kt ) = 0 and

the details of the statement follow.
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(iii). The result springs from the derivation with respect to Kt of (4.3), (4.2), and

(4.5):

DJi (Kt ) = Du[ϑ i (Kt )]DϑC(Kt ) + βiδiDJ i (Kt+1)DϑK(Kt ),

DϑK(Kt ) = DKF(Kt , 1) + (1 − µ) −
n∑
i=1

Dϑ iC(Kt ),

DJi (Kt ) = (1 − βi )Du[ϑ i (Kt )]Dϑ iC(Kt ) + βiDJ i (Kt ).

The statement follows. QED

F. PROOF OF PROPOSITION 4.3

Proof. (i). For a steady state (K∗, ci∗), i ∈ {1, . . . ,n}, it is obtained, from (4.8a), (4.8b),

(4.9a), (4.9b) and (4.9c), that:

ηiDui (ci∗) = ν = DW (K∗), (F.1a)

DW(K∗) = DW (K∗)�DKF(K∗, 1) + (1 − µ)�, (F.1b)

DJi (K∗) = Dui [ϑ iC(K∗)]Dϑ iC(K∗) + βiδiDJ i (K∗)DϑK(K∗), (F.1c)

DϑK(K∗) = DKF(K∗, 1) + (1 − µ) −
n∑
i=1

Dϑ iC(K∗), (F.1d)

DJi (K∗) = (1 − βi )Dui [ϑ iC(K∗)]Dϑ iC(K∗) + βiDJ i (K∗). (F.1e)

Further combining (F.1c) and (F.1e):

DJ i (K∗) = Dui [ϑ iC(K∗)]Dϑ iC(K∗)
1 − δiDϑK(K∗) ,

DJi (K∗) = (1 − βi )Dui [ϑ iC(K∗)]Dϑ iC(K∗) + βi
Dui (ϑ iC(K∗))Dϑ iC(K∗)

1 − δiDϑK(K∗) .

From (4.4), it is obtained that:

DW(K∗) =
n∑
i=1

ηiDJi (K∗)

=

n∑
i=1

ηi (1 − βi )Dui [ϑ iC(K∗)]Dϑ iC(K∗) +
n∑
i=1

ηiβi
Dui (ϑ iC(K∗))Dϑ iC(K∗)

1 − δiDϑK(K∗) .
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From (4.7), it is obtained that:

DW (K∗) =
n∑
i=1

ηiβiδiDJ i (K∗)

=

n∑
i=1

ηiβiδi
Dui (ϑ iC(K∗))Dϑ iC(K∗)

1 − δiDϑK(K∗) .

Letting ζ = DKF(K∗, 1) + 1 − µ and replacing the expressions of DW(K∗) and
DW (K∗) in (F.1b) and simplifying the expressions of ηiDui [ϑ i (K∗)] by making use

of (F.1a), the details of the statement follow.

(ii) For βi = 1, ∀ i ∈ {1, . . . ,n}, the analysis boils down to the argument of Drugeon

&Wigniolle [14]. Equation (4.10) assumes a unique solution ζ1 = DKF(K∗, 1)+1−µ ∈
�
1/δ , 1/δ

�
, where δ = infi ∈{1, ...,n}(δi ) and δ = supi ∈{1, ...,n}(δi ).

(iii) In the neighbourhood of βi = 1, i ∈ {1, . . . ,n} and for βi < 1, noticing that

the right hand side of Equation (4.10) increases with ζ , one infers the existence of

a unique solution. Moreover and as βi < 1, ζ > ζ1. QED

G. PROOF OF LEMMA 4.5

Proof. Consider the following generalized Lagrangian:

Lt = ∆t

n∑
i=1

ηiui
�
cit

�
+ µt+1

[
F

�
Kt , 1

�
+ (1 − µ)Kt −

n∑
i=1

cit
]
− µtKt .

The optimality conditions derive as:

∆tη
iDui

�
cit

�
= µt+1,

µt = µt+1
�
DKF

�
Kt , 1

�
+ 1 − µ

�
,

limt→+∞µtKt = 0.
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Rearranging and eliminating the multiplier µt between these equations, it is ob-

tained that:

ηiDui
�
cit

�
= η jDu j

�
c jt

�
,

Dui
�
cit−1

�
= δt−1

�
DKF

�
Kt , 1

�
+ 1 − µ

�
Dui

�
cit

�
,

lim
t→+∞

∆tDui
�
cit

��
DKF

�
Kt , 1

�
+ 1 − µ

�
= 0,

Kt+1 = F
�
Kt , 1

�
+ (1 − η)Kt −

n∑
i=1

cit .

The statement follows.

QED

H. PROOF OF PROPOSITION 4.4

Proof. (i) The argument of the proof proceeds by establishing that
�
K∗t , ci∗t

�
t ∈N,i=1, ...,n

corresponds to a solution to the system defined by equations (4.11a), (4.11b), (4.11c),

(4.11d) plus the condition (4.12).

Equation (4.11a) holds because

ηiDui
�
ci∗t

�
= η jDu j

�
c j∗t

�

as a result of equation (4.8a). Equation (4.11b) is satisfied because the consideration

of (4.8a) at dates t and t − 1 delivers:

Dui
�
ci∗t

�
= DW

�
K∗t+1

�
,

Dui
�
ci∗t−1

�
= DW

�
K∗t

�
,

whence:

Dui
�
ci∗t−1

�

Dui
�
ci∗t

� =
DW

�
K∗t

�

DW
�
K∗t+1

� ·

Making then use of the envelope condition (4.8b):

Dui
�
ci∗t−1

�

Dui
�
ci∗t

� =
DW

�
K∗t

�

DW
�
K∗t

�
�
DKF

�
K∗t , 1

�
+ 1 − µ

�
,
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that results in (4.11b) making use of (4.12) at date t − 1.

From its definition, δt converges to a limit value δ such that:

δ =
DW

�
K∗

�

DW
�
K∗

�

Using the definion of W andW , one gets:

δ =

∑n
i=1 η

iβiδiDJ i �K∗
�∑n

i=1 η
iDJi

�
K∗

�

with:

DJ j
�
K∗

�
= Dϑ iC(K∗)Du(ci∗) + βiδiDϑK(K∗)DJ i (K∗)

DJ i �K∗
�
= Dϑ iC(K∗)Du(ci∗) + δiDϑK(K∗)DJ i (K∗)

From these two equations, we deduce that: βiδiDJ i �K∗
�
≤ δiDJi

�
K∗

�
and

δ ≤

∑n
i=1 η

iδiDJi
�
K∗

�∑n
i=1 η

iDJi
�
K∗

�

This last expression appears as a weigthed average of the δi with coe�cients

ηiDJi
�
K∗

�∑n
j=1 η

jDJj
�
K∗

�

As δ < 1, limt→+∞∆t = 0. Equation (4.11c) is satisfied as soon as ci∗t , i = 1, . . . ,n

and K∗t converge toward non-zero stationary values. Finally, Equation (4.11d) is

satisfied by construction.The statement follows.

(ii) Equation (4.11b) at the steady state gives δ = 1/ζ , with ζ that solves (4.10).

(iii) Consider the expression of δt :

δt =
n∑
i=1

βiδi
ηiDJ i �K∗t+1

�∑n
j=1 η

jDJj
�
K∗t+1

� (H.1)

From the definition of Ji (·) and J i (·), it is obtained that, ∀ i ∈ {1, . . . ,n}:

DJi (Kt ) = Dui [ϑ iC(Kt )]Dϑ iC(Kt ) + βiδiDJ i (Kt+1)DϑK(Kt ),
DJ i (Kt ) = Dui [ϑ iC(Kt )]Dϑ iC(Kt ) + δiDJ i (Kt+1)DϑK(Kt ).
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whence DJi (Kt ) 6 DJ i (Kt ). Making use of (H.1), it derives that:

δt >
n∑
i=1

βiδi
ηiDJi

�
K∗t+1

�∑n
j=1 η

jDJj
�
K∗t+1

� ,

δt >
n∑
i=1

βiδi
ηiDJ i �K∗t+1

�∑n
j=1 η

jDJ j
�
K∗t+1

� ,

i.e., two minorants for δt .

It is also obtained that, for every i ∈ {1, . . . ,n}, DJi (Kt ) > βiDJ i (Kt ), whence,

finally:

δt 6
n∑
i=1

δi
ηiDJi

�
K∗t+1

�∑n
j=1 η

jDJj
�
K∗t+1

� ,

δt 6
n∑
i=1

δi
ηiβiDJ i �K∗t+1

�∑n
j=1 η

jβjDJ j
�
K∗t+1

� ,

and the statement follows. QED

I. PROOF OF PROPOSITION 5.2

Proof. The solution is obtained starting from the conjecture that: cit = ξ iKα
t ,which

implies Kt+1 = (1 − ξ )Kα
t with ξ =

∑n
i=1 ξ

i . Introducing the variable xt = ln Kt , the

dynamics of capital becomes:

xt+1 = αxt + ln(1 − ξ ) (I.1)

The function J i is defined as:

J i (Kt ) =
+∞∑
τ=0

(δi )τ ln
�
ξ iKα

t+τ
�
=

+∞∑
τ=0

(δi )τ �
ln

�
ξ i ) + αxt+τ ��

Using (I.1), it is obtained:

J i (Kt ) = αxt �
1 + δiα + (δiα)2 + (δiα)3 + · · · � + bi ,

with bi some constant term. Then

J i (Kt ) = α ln Kt

1 − αδi
+ bi .
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The program (5.3) becomes

W(Kt ) = max
(c it ,Kt+1)

n∑
i=1

ηi ln(cit ) + ln(Kt+1)
n∑
i=1

ηiβiδiα

1 − αδi

s.t. Kt+1 +

n∑
i=1

cit = Kα
t

The solution gives (5.4a) and (5.4b). QED

J. PROOF OF PROPOSITION 5.3

Proof. The pairs (ci∗t ,K∗t ) are proved to be solutions of (5.5a),. . . , (5.5k) for the values
of the policy parameters defined in the proposition.

From (5.2a), c∗it+1 = c∗it γR∗t+1. Then, (5.5a) will be satisfied with cit = c∗it if Xi is

defined as Xi = γ/(1 − λi ), or (5.7).

Equations (5.5b), (5.5c), (5.5e), (5.5f) and (5.5g) are satisfied by the definition of bt

and ait . (5.5h) is satisfied by the optimal path.

From (5.5d), Ti
0 is defined in such a way that

+∞∑
t=0

(ci∗t −w∗t )
/ t∏
τ=0

(R∗τXi ) = ai0 + Ti
0

or

Ti
0 = −a

i
0 +

+∞∑
t=0

[
ηi (1 − γα) − (1 − α)

n

]
K∗αt

/ t∏
τ=0

(
αK∗α−1

τ
γ

1 − λi

)
From (5.2b),

K∗αt
/ t∏
τ=0

(
αK∗α−1

τ
γ

1 − λi

)
=

(1 − λi )t+1K0

αγ
.

Then,

K∗αt
/ t∏
τ=0

(
αK∗α−1

τ
γ

1 − λi

)
=

(1 − λi )K0

αγ

+∞∑
t=0

(1 − λi )t = (1 − λi )K0

αγλi

and (5.8) is obtained.

Equation (5.5j) results from (5.5e).
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From (5.5b) and (5.5f), it is obtained ∀t ≥ 1 :

n∑
i=1

ait+1 − bt+1 = R∗t *
,

n∑
i=1

ait − bt
+
-
+ (1 − α)K∗αt −

n∑
i=1

ci∗t ,

and from (5.5c) and (5.5g),

n∑
i=1

ai1 − b1 = R∗0


n∑
i=1

�
ai0 + Ti

0
�
− b0


+ (1 − α)K∗α0 −

n∑
i=1

ci∗0

As (5.5j) holds, a simple recurrence shows that (5.5i) is satisfied. QED

xviii


