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Abstract

This article establishes a dynamic programming argument for a maximin optimization
problem where the agent completes a minimization over a set of discount rates. Even
though the consideration of a maximin criterion results in a program that is not convex
and not stationary over time, it is proved that a careful reference to extended dynamic
programming principles and a maxmin fun­ional equation however allows for circum-
venting these di�culties and recovering an optimal sequence that is time consistent. This
in its turn brings about a stationary dynamic programming argument.
Keywords: maximin principle, non-convexities, value fun­ion, policy fun­ion, super-
modularity.
JEL classification numbers: C61,D90.
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1. Introduction

1.1 The Issue at Stake

Dating from Stokey & Lucas [9], dynamic programming techniques and the Bellman prin-
ciple of optimality have been developed in order to facilitate the analysis of inter-temporal
equilibria. The traditional approach to dynamic programming in economics has been set
forth by these authors and is based upon the well known separable criterion that takes a
constant discount fa­or δ ∈]0, 1[ as a given. For every indire­ utility V, a produ­ion corre-
spondence Γ and a given x0, the value of the payo� is given by supxt+1∈Γ(xt )

∑∞
t=0 δ

tV(xt, xt+1).
Considering the supremum value of this program, the dynamic programming approach in-
deed establishes that this supremum value obeys the Bellman principle of optimality, that
in turn allow to study complex infinite horizon problems through sequences of stationary
two-period problems.

This article will consider instead a maximin optimization problem which an optimally
determined rate of discount. Given a compa­ set of discount fa­ors D = [δ, δ], a
first hint would build upon a simple reformulated fixed discount Ramsey-like problem:
supxt+1∈Γ(xt ) infδ∈D

∑∞
t=0 δ

tV(xt, xt+1). This criterion being however monotonic in δ , the so-
lution of this minimization problem is trivially given by δ and this reformulation remains
insatisfa­ory in solely building upon a redefinition of the given discount fa­or. In order
to circumvent these insu�ciencies one must hence rely upon a discount fun­ion which
is not monotonic. This article shall hence consider a family of time discount fa­ors like
δt = (1 − δ)δt , where δ belongs to an interval [δ, δ]. The term (1 − δ) is chosen to provide
an arbitrage, and to normalize the sum of discount fa­ors to 1. This leads to the following
criterion

sup
xt+1∈Γ(xt )

inf
δ∈D

(1 − δ)
∞∑
t=0

δ
tV(xt, xt+1). (MM)

1.2 Main Results

The aim of this article is then to provide a benchmark argument that chara­erizes the
solutions of program (MM) through a stationary dynamic programming approach. Inter-
estingly, even though the preferences (MM) chara­erized by a maximin criterion are not
stationary and the infimum part in δ of problem (MM) is not convex—the optimal discount
fa­or δ∗ may indeed di�er between two periods—this article establishes a set of formal
conditions under which the optimal decision rule is stationary and the optimal sequence
satisfies a stationary "Bellman-like" equation.

This fun­ional equation is further proved to assume a unique solution. In order to prove
that this solution corresponds to the value fun­ion of the program (MM), the arguments
proceed in four steps. (i) The existence of a unique optimal policy fun­ion is first estab-
lished. (ii) Under an extra super modularity assumption on the payo� V, one establishes
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the monotonicity of the optimal sequence. (iii) A decisive step proves that for any x0 > 0,
there exists a unique δ∗ ∈ D such that the optimal χ∗ = {x∗t }∞t=0 sequence is the solution of
a classical fixed discount Ramsey problem with a discount fa­or δ∗. Once the problem of
the optimal δ∗ is solved, the optimal capital sequence χ∗(δ∗) is considered and proved to
satisfy the Bellman-like equation. (iv) The fixed point of that fun­ional equation is even-
tually proved to be the value fun­ion of maximin problem. To finish, the article proves
that the problems maximin and minimax are equivalent.

This article hence provides a generalization of the classical results of Stokey-Lucas [9],
but also of more recent results in dynamic programming theory that can cope with non-
convex stru­ures such as the one recently put forth by Kahimigashi [10]. A key advance of
this article is that an optimally determined sequence of discount rates is compatible with
stationary dynamic programming tools.

One may further notice that the dynamic programming argument of this article may be
used even in the case of a non-conne­ed set of discount rate for which a time-consistent
decision rule would keep on being available.

1.3 Comparison with the Literature

Geoffard [6]. The closest article from the current contribution is the one of Geo�ard
[6] that suggests an alternative representation of recursive utility and, more generally, in-
troduces a class of optimization programs based upon variational utility for which a mini-
mization is to be completed over the set of discount rates. The argument being settled in
countinuous time and motivated by the worst-case scenario analysis, Geo�ard [6] proposes
a variational utility model minr (t )∈R

∫ +∞
t=0 f [c (t ),B(t ), r (t )]dt for R that denotes the set of ad-

missible paths of discount rates, and where f features current felicity as a fun­ion of the
current value of consumption c (t ), the discount fa­or B(t ) and the discount rate r (t ). Un-
der multiplicative separability and for f [c (t ),B(t ), r (t )] = B(t )f [c (t ), r (t )], this formulation
recovers a recursive formulation and the intertemporal utility associated to the Bellman-like
equation W would currently restate as minBt ∈B

∑+∞
t=0 BtF(ct, δ), for F(ct, δ) = (1−δ)U(ct ) and

where B is a class of admissible discount-fa­or processes B . Letting however the produc-
tion be summarized by a fun­ion π that is a quasi-concave fun­ion of (x, ẋ), the optimiza-
tion problem considered in Geo�ard [1996] lists as maxx ∈X minB∈B

∫ +∞
t=0 f [π(x, ẋ),B, Ḃ].

In opposition to the stru­ure analyzed through the problem (MM) in se­ions 2-5, the whole
analysis in completed under a convexity assumption of the integrand with respe­ to (B, Ḃ),
so that the supinf and the infsup problems are equivalent and the order can be reversed.
More fundamentally, the separable additive case appears in his approach as a degenerate
version of his problem for which the optimal discount rate is trivially fixed at the lower
bound of the interval [δ, δ] but doesn’t recover the interesting property (1 − δ)∑+∞t=0 δt = 1
that is specific to the problem (MM) or to its continuous time version (MM) sketched in
Se­ion 5.

Classical Theory of Concave Dynamic Programming Owing to the range of as-
sumptions that have been retained through T1-T5 and V1-V5, the argument naturally
compares with the classical arguments of concave programming as listed in se­ions 4.2
and 4.4 of Stokey, Lucas & Prescott [9]. The uniqueness of the policy fun­ion is currently
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obtained as a result on the convexity assumption T.2 on Γ and concavity assumption V.2
on V(·, ·). More precisely, a comparison between a solution to the optimization problem and
a solution to the fun­ional equation may start by noticing that, for continuous bounded
obje­ives as in Se­ion 3 and given Γ,V, x0 and a fixed δ, up to the existence to a fixed
discount Ramsey problem R(δ), one can infer from the value fun­ion J the optimal se-
quence. Indeed, for J(x0) = v (χ∗), one has J(x0) = V(x0, x∗1) + δJ(x∗1) or, more generally
J(x∗t ) = V(xt, x∗t+1) + δJ(x∗t+1) for every t = 0, 1, 2, . . ., the reverse implication being also true
for bounded continuous obje­ives. In this article, Proposition 3 and Theorem 1 provide a
related range of results for a problem (MM).
On separate grounds and building upon a taste-dependent representation of inter-temporal
utility

∑+∞
t=1 δ

tu(ct, ct+1), Mitra & Nishimura [8] provide a comprehensive analysis of a related
reduced form problem with, for Φu,F (xt, xt+1, xt+2) = u [F (xt, 1) − xt+1,F (xt+1, 1) − xt+2], a
maximand

∑∞
t=0 δ

tΦu,F (xt, xt+1, xt+2). Interestingly, and along some of the facets of this
article, their chara­erization is univocally rooted on a supermodularity assumption on
Φu,F(·, ·, ·) that in turn relates to positive cross derivates for Φu,F(·, ·, ·), a configuration that
results in a monotone increasing policy fun­ion.

1.4 Contents

The article is organized as follows. Se­ion 2 introduces the maximin problem. Se­ion 3
completes a fun­ional approach and a stationary dynamic programming argument for the
bounded case. This is extended in Se­ion 4 to payo�s unbounded from below. Se­ion 5
finally argues that a continuous time argument would exhibit drastically di�erent properties
and chara­erizes ome parametric examples. Proofs are gathered in the Appendix.

2. A Maximin Problem

Consider an economy endowed with a technology defined by a correspondence Γ : R+ →
P(R+). For each x0 ≥ 0, define Π(x0) as the set of feasible sequences χ = {xt }∞t=0 satisfying
xt+1 ∈ Γ(xt ) for any t ≥ 0. Further suppose that the set of eligible discount fa­ors in this
economy is D = [δ, δ], with 0 < δ < δ < 1.

Given x0 > 0, consider the maximin problem

sup
χ∈Π(x0)

inf
δ∈D


(1 − δ)

∞∑
t=0

δ
tV(xt, xt+1)


, (MM)

where V : Graph(Γ)→ R ∪ {−∞}. One may first wonder whether it is possible to ease and
reverse the treatment of the optimisation program (MM) and first consider its supremum
component with respe­ to χ before infimum component with respe­ to x . Otherwise stated,
is it possible to establish that

sup
χ∈Π(x0)

inf
δ∈D

v (δ, χ) = inf
δ∈D

sup
χ∈Π(x0)

v (δ, χ).

Though the answer is not trivial, the following lemma can be established:
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Lemma 1. [Supinf vs Infsup] For given x0, Γ, V and D, the supinf and the infsup problems
relate as follows:

sup
χ∈Π(x0)

inf
δ∈D

v (δ, χ) ≤ inf
δ∈D

sup
χ∈Π(x0)

v (δ, χ).

Remark 1. For every (δ, χ), since v (δ, χ) = (1 − δ)V(x0, x1) + δv (δ, χ1), one may notice that:
∂v (δ, χ)
∂δ

= −V(x0, x1) + v (δ, χ1) + δ∂v (δ, χ1)
∂δ

= −V(x0, x1) + v (δ, χ1) + δV(x1, x2) + δv (δ, χ2) + δ∂v (δ, χ2)
∂δ

= . . .

= −

T∑
t=0

δ
tV(xt, xt+1) +

T∑
t=0

δ
tv (δ, χt+1) + δT ∂v (δ, χT+1)

∂δ
.

Under suitable conditions, e.g., when V is bounded from below, limT→∞ δ
T(∂v (δ, χT+1)/∂δ) = 0,

hence obtaining

∂v (δ, χ)
∂δ

= −

∞∑
t=0

δ
tV(xt, xt+1) +

∞∑
t=0

δ
tv (δ, χt+1).

Due to the lack of convexity with respe­ to δ of the in�mum component of the program (MM) ,
the uniqueness or the determination of the optimal discount rate are however out of reach. It
is worhwhile noticing that, would the convexity with respe­ to δ be recovered, the solution of the
in�mum problem would correspond to the sele­ion of an optimal singleton δ∗ and the supinf and
the infsup problems would be equivalent.

Define v (δ, χ) as the operand in the program (MM):

v (δ, χ) = (1 − δ)
∞∑
t=0

δ
tV(xt, xt+1).

For every feasible sequence χ ∈ Π(x0), further let the fun­ion v̂ (·) feature its infimum with
respe­ to the discount fa­or:

v̂ (χ) = inf
δ∈D

v (δ, χ).

Further denote by dom(v̂, x0) the set of feasible sequences χ ∈ Π(x0) such that v̂ (χ) > −∞
for a given x0 > 0. A range of classical assumptions is first to be introduced on the problem
(MM).
Assumption T1. Γ is non-empty, compa­-valued and continuous on R+.

Assumption T2. The graph of Γ is convex, i.e for any x, x ′ and y ∈ Γ(x), y ′ ∈ Γ(x ′), for
any 0 ≤ λ ≤ 1, (1 − λ)y + λy ′ ∈ Γ((1 − λ)x + λx ′).
Assumption V1. The payo� fun­ion V is continuous on Gr(Γ).
Assumption V2. The payo� fun­ion V is stri­ly concave on int[Gr(Γ)].

The existence and the uniqueness of the problem (MM), or equivalently of the maximiza-
tion of v̂ (χt ) for χt ∈ Π(x0), are then faced with in the following statement:
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Proposition 1. Consider the fun­ional v̂ under Assumptions T1 and V1.

(i) An optimal χ∗ does exist.

(ii) Further add Assumptions T2 and V2,

a/ v̂ is stri­ly concave on dom(v̂, x0).
b/ If sup

χ∈Π(x0) v̂ (χ) > −∞, the maximin problem (MM) has a unique solution χ∗ ∈ Π(x0)
such that

v̂ (χ∗) = sup
χ∈Π(x0)

v̂ (χ)

= sup
χ∈Π(x0)

inf
δ∈D

(1 − δ)
∞∑
t=0

δ
tV(xt, xt+1)

= max
χ∈Π(x0)

inf
δ∈D

(1 − δ)
∞∑
t=0

δ
tV(xt, xt+1).

3. The Functional Equation Approach & the Dynamic
Programming Argument

3.1 The value function

The value fun­ion of the program (MM) is defined by

J(x0) = sup
χ∈Π(x0)

inf
δ∈D


(1 − δ)

∞∑
t=0

δ
tV(xt, xt+1)


.

Then observe that, in line with the approach of se­ion 2, the definition of the value fun­ion
reformulates to:

J(x0) = sup
χ∈Π(x0)

v̂ (χ). (1)

One may first notice that the retainment of the following assumption on the payo� will
su�ce for ensuring that the solution of the problem (MM) is bounded from below and
J(x0) > −∞ for any x0 in Proposition 1:

Assumption V3. The payo� fun­ion V is bounded from below.

For a feasible sequence χ ∈ Π(x0), further define χt = (xt, xt+1, xt+2, . . . ) as its truncated
formulation that starts at t > 1. Observe that the operand v (δ, χ) of the optimisation
program (MM) can be split into a component that describes the current payo� and another
one that features this discounted operand at a later date:

v (δ, χ0) = (1 − δ)V(x0, x1) + δv (δ, χ1)
= (1 − δ)V(x0, x1) + (1 − δ)δV(x1, x2) + δ2v (δ, χ2)
= · · ·

= (1 − δ)
T∑
t=0

δ
tV(xt, xt+1) + δT+1v (δ, χT+1).
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Likewise and from the definition of v̂ (·),
v̂ (χ0) = inf

δ∈D

�(1 − δ)V(x0, x1) + δv (χ1, δ)	.
Note however that the obtention of a Bellman-like formulation with an optimal δ like

v̂ (χ0) = �(1 − δ∗)V(x0, x1) + δ∗v̂ (χ1)	

is everything but trivial as this would rest upon the hypothetical existence of a δ∗ ∈ D such
that:

δ
∗ ∈ arginf

δ∈D

v (χ0, δ) ∩ arginf
δ∈D

v (χ1, δ).

This can however not be guaranteed due to the fail on convexity of the problem (MM).

3.2 A Bellmann-like operator

As this closely mimics the features of the classical dynamic programming argument consid-
ered in Stokey & Lucas [9], one may however wonder if such a line of reasoning transposes
to the supremum of this fun­ional v̂ on dom(v̂, x0) as it is defined by the value fun­ion J.
Does it assume such a representation and can it be recovered as the solution of a fun­ional
equation? The following result provides a first range of results in establishing that a func-
tion W(·) can indeed be recovered as the solution of related minmax fun­ional equation
or, equivalently, as the fixed point of a minmax operator:

Lemma 2. [A Minmax Bellman-like Operator] Under Assumptions T1-T2 and V1-V3:

i) There exists a unique continuous fun­ion W : R+ → R which is a solution of the following
Bellman-like fun­ional equation∗:

W(x0) = sup
x1∈Γ(x0)

inf
δ∈D

�(1 − δ)V(x0, x1) + δW(x1)	.

ii) The fun­ionW is stri­ly increasing and concave.

One may now wonder whether this solution W is equivalent to the value fun­ion J and
whether one can recover the Principle of Optimality. Otherwised stated, for any V, Γ, D and
W, does

W(x0) = sup
y ∈Γ(x0)

inf
δ∈D

�(1 − δ)V(x0, y) + δW(y)	

imply that W(x0) = sup
χ∈Π(x0) v̂ (χ), aka the very definition of the value fun­ion J(x0)?

3.3 The policy function

The following proposition is important in that quest since it first proves that under, some
extra assumptions, the W-optimal policy fun­ion ϕ is monotonic. This monotonicity prop-
erty will indeed later play a major role in the establishment of the stationarity and time-
consistency of the decision rule and the equality between the value fun­ion J and the
solution of the fun­ional equation W.

It is based upon the adoption of the following set of fairly classical assumptions:

∗In [12] and [13], Wakai established an axiomatic basis for such a utility smoothing behavior.
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Assumption T3. For any 0 ≤ x ≤ x ′, Γ(x) ⊂ Γ(x ′).
Assumption T4. For x su�ciently small, x ∈ int(Γ(x)).
Assumption T5. There exist a, b > 0 such that 0 < a < 1 and for any x ≥ 0, y ∈ Γ(x),
y ≤ ax + b .

Assumption V4. The payo� fun­ion V is stri­ly increasing in its first variable and de-
creasing in its second one.

Another more specific qualification on the payo� fun­ion will facilitate the establishment
of the monotonicity of the policy fun­ion.

Assumption V5. The fun­ion V is super modular.†

Proposition 2. [The Policy Function] Consider the previous environment under Assumptions
T1-T5 and V1-V5.

(i) For every x0 > 0, there exists a unique x∗1 ∈ Γ(x0) such that
W(x0) = min

δ∈D

�(1 − δ)V(x0, x∗1) + δW(x∗1)
	
.

(ii) Let theW-policy fun­ion ϕ be de�ned by:

ϕ(x0) = argmax
z ∈Γ(x0)

w(x0, z );

w(x0, z ) = min
δ∈D

�(1 − δ)V(x0, z ) + δW(z )	,

it is stri­ly increasing.

(iii) De�ne x∗t = ϕ
t (x0), or x∗t+1 = ϕ(x∗t ) for any t ≥ 0. The sequence χ∗ = {x∗t }∞t=0 is monotonic.

The key Proposition 3 will now prove how, for every x0 > 0, there exists δ∗ ∈ D, with
χ∗ = {x0,ϕ(x0),ϕ2(x0), . . . ,ϕt (x0), . . . }, such that optimal sequence χ∗ is a solution to an
optimization program with a fixed discount fa­or δ∗. For that purpose and for every δ ∈ D,
letR(δ) denote such a benchmark program, henceforward referred to as the corresponding
fixed discount Ramsey problem:

sup
χ∈Π(x0)

(1 − δ)
∞∑
t=0

δ
tV(xt, xt+1). (R(δ))

3.4 An Extended Principle of Optimality

Proposition 3. [An Extended Principle of Optimality] Under assumptions V1-V4, T1-T5,
consider, for a given x0, the optimal sequence χ∗ = {x∗t }∞t=0 = {ϕt (x0)}∞t=0 as it is de�ned from
Proposition 2(iii).

(i) There exists δ∗ ∈ D such that χ∗ is solution of the �xed discount Ramsey problem R(δ∗).
†I.e, for every (x, x ′) and (y, y ′) that belong to Graph(Γ), V(x, y) + V(x ′, y ′) > V(x ′, y) + V(x, y ′) prevails

whenever (x ′, y ′) > (x, y). If V is twice di�erentiable, super modularity is equivalent to the property that cross
derivatives are always positive.
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(ii) More precisely,

a) If the sequence {x∗t }∞t=0 is stri­ly increasing, then it is a solution to R(δ);
b) If the sequence {x∗t }∞t=0 is stri­ly decreasing, it is a solution to R(δ);
c) If the sequence {x∗t }∞t=0 is constant, the corresponding value δ∗ lies between δ and δ.

Theorem 1 is then a dire­ consequence of Propositions 2 and 3 and establishes the sta-
tionarity of the policy fun­ion and an augmented form of the Principle of Optimality.

Theorem 1. [Stationary Decision Rules & Stationary Dynamic Programming] Under as-
sumptions T1-T5 and V1-V5, for any x0 > 0, the following propositions are true:

(i) The decision rule

ϕ(x0) = argmax
z ∈Γ(x0)

min
δ∈D

�(1 − δ)V(x0, z ) + δW(z )	

is stationary.

(ii) The value of the Maximin problem is equal to the value of the Minimax problem.

sup
χ∈Π(x0)

inf
δ∈D

v (δ, χ) = max
χ∈Π(x0)

min
δ∈D

v (δ, χ)

= inf
δ∈D

sup
χ∈Π(x0)

v (δ, χ)

= min
δ∈D

max
χ∈Π(x0)

v (δ, χ).

(iii) J(x0) =W(x0).

Further remark that, under assumptions T1-T5 and V1-V5, there exists a unique golden
rule xG which maximizes V(x, x).
Assumption V6. The fun­ion ψ(x) = −V2(x, x)/V1(x, x) is stri­ly increasing in ]0, xG[.

Under assumption V6, for each δ, the fixed discount Ramsey problem R(δ) assumes a
unique non trivial steady state xδ, which is increasing with respe­ to δ, namely:

xδ ≤ xδ ≤ xδ for every δ ∈ D.

If xδ ≤ x0 ≤ xδ, the discount fa­or if solution to V2(x0, x0) + δV1(x0, x0) = 0. If x0 > xδ, the
discount fa­or is δ∗ = δ. Once the problem of the optimal δ∗ is solved, the optimal capital
sequence χ∗(δ∗) is considered and proved to satisfy the Bellman-like equation. The fixed
point of that fun­ional equation is equal to the value fun­ion.

Corollary 1. [Stationary Decision Rules & Long-Run Convergence] Under assumptions
T1-T5 and V1-V6,

(i) For x0 < xδ, the optimal sequence is stri­ly increasing and converges to xδ.

(ii) For x0 > xδ, the optimal sequence is stri­ly decreasing and converges to xδ.

(iii) For xδ ≤ x0 ≤ xδ, the optimal sequence is constant.
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Remark 2. It is to be mentioned that the whole argument can be extended to more general spaces.
Even though, from the beginning and by the sake of simplicity, the analysis has been anchored on the
set of positive real numbers, the same results are available for more general spaces. Consider indeed
a reformulation of the T assumptions according to:

Assumption S1. Γ is non-empty, compa­-value and continuous on X , where X a convex
subset of positive orthant of a Banach space, equipped with a lattice stru­ure à la Topkis
[11] with a pre-order � satisfying for every x� x ′, the interval [x, x ′] is compa­.

Assumption S2. Γ is ascending, i.e for any x � x ′, Γ(x) ⊂ Γ(x ′).

Instead of Assumptions T1 and T3, consider assumptions S1 and S2, and let the increasing
property in V4 be understood in the meaning of pre-order ; the results as Propositions 1 and 2 as
well as the ones Lemmas 1 and 2 keep on prevailing, the proofs being indeed exa­ly the same. One
just has to pay attention at the proofs of claims (i) and (ii) of Proposition 2: instead of the interval
]y0 − ε, y0 + ε[, make use of B(y0, ε)∩ [x0, z0], where B(y0, ε) is an open ball of radius ε, with ε > 0
small enough. For each time one has to compare a ve­or x with a ve­or y : instead of ≤ or <, make
use � or ≺.

Assumption S3. X is totally ordered by the pre-order �.

With assumption S3, the result in Proposition 3 as well as Theorem 1 are available, the proofs
being unchanged with respe­ to the current argument. The only di�erence formulates as the need of
x ∈ B(x0, ε) instead of x0 − ε < x < x0 + ε.

4. Payoffs Unbounded from Below

In this se­ion, Assumption V3 is relaxed and the payo� becomes unbounded from below.
Because of this unboundedness, contra­ing map techniques cannot anymore be used to
prove the existence of a solution to the fun­ional Bellman-like equation. However, and
thanks to the supplementary condition V6, the existence argument can be established by
guess and verify methods.‡

Under the assumptions T1-T5 and V1-V2, V4-V6, for every δ there exists a unique long
run steady state xδ for the fixed discount Ramsey problem R(δ), and xδ ≤ xδ ≤ xδ, for
every δ ∈ D. Define then Jδ(x0) as the value fun­ion of R(δ):

Jδ(x0) = sup
χ∈Π(x0)

(1 − δ)
∞∑
t=0

δ
tV(xt, xt+1). (2)

Consider now the fun­ion W(·) as defined by:

(i) For 0 ≤ x0 ≤ xδ, W(x0) = Jδ(x0),
(ii) For xδ ≤ x0 ≤ xδ, take δ satisfying V2(x0, x0) + δV1(x0, x0) = 0, W(x0) = Jδ(x0) =

V(x0, x0).
(iii) For x ≥ xδ, W(x0) = J

δ
(x0).

‡Observe however that it would be more di�cult to apply these methods were one to relax Assumption
V6, for there would then exist multiple steady solutions for R(δ).
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Making use of the monotonicity of xδ with δ ∈ D, the following preparation lemma can
first be established,

Lemma 3. Assume T1-T5 and V1-V2, V4-V6. The fun­ionW is stri­ly concave.

Theorem 2. Assume T1-T5 and V1-V2, V4-V6.

(i) The value of the Maximin problem is equal to the value of the Minimax problem

sup
χ∈Π(x0)

inf
δ∈D

v (δ, χ) = max
χ∈Π(x0)

min
δ∈D

v (δ, χ)

= inf
δ∈D

sup
χ∈Π(x0)

v (δ, χ)

= min
δ∈D

max
χ∈Π(x0)

v (δ, χ).

(ii) J(x0) =W(x0).
Proposition 4. Assume T1-T5 and V1-V2, V4-V6. The fun­ion W is solution of the func-
tional equation

W(x0) = max
x1∈Γ(x0)

min
δ∈D

�(1 − δ)V(x0, x1) + δW(x1)	.

This chara­erization of payo�s unbounded from below will prove useful for the chara­er-
ization of some benchmark examples in Se­ion 7.

5. Continuous time and Illustration

5.1 A Continuous Time Argument

For the continuous time case, the operand is assumed to be given by

+∞∫
0

ρe−ρtU[x(t ), ẋ(t )]dt .

Along the discrete time case, assume that the discount rate ρ can be changed in D = [ρ, ρ] ∈
]0,+∞[ while (x(t ), ẋ(t )) ∈ Ω, for Ω = Gr(Γ) some convex set with non empty interior. It is
first noticed that, on average, this criterion is undiscounted:

+∞∫
0

ρe−ρtdt = 1, ∀ρ > 0

Consider then a corresponding maximin problem:

sup
x(t )

inf
ρ∈D

+∞∫
0

ρe−ρtU[x(t ), ẋ(t )]dt . (CTMM)

s.t. (x(t ), ẋ(t )) ∈ Ω
x(0) = x0 given
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For every ρ ∈ [ρ, ρ], for future reference and along the terminology of the discrete time
argument, denote by R(ρ) the associated fixed discount supremum Ramsey problem.

Consider then the fun­ion defined over the admissible paths χ = (x(t ))t ∈R:

v (ρ, χ, χ̇) =
+∞∫
0

ρe−ρtU(x(t ), ẋ(t ))dt

Taking its partial derivative of this fun­ion with respe­ to ρ:

∂v
∂ρ

(ρ, χ, χ̇) = (1 − ρ2)
+∞∫
0

e−ρtU(x(t ), ẋ(t ))dt

The determination of the optimal discount ρ∗ is then independent of the nature of the
optimal χ∗ = (x∗(t ))t ∈+R. Otherwise stated:

min
ρ∈[ρ,ρ]

v (ρ, χ, χ̇) = v (ρ∗, χ, χ̇) where ρ∗ ∈ [ρ, ρ]

that implies that the continuous time maximin problem (CTMM) boils down to a fixed
discount Ramsey problem R(ρ∗) with ρ∗ ∈ [ρ, ρ].

5.2 A Logarithmic Utility Function Example

Consider an economy with a logarithmic utility fun­ion u(c ) = ln c and a one good produc-
tion technology given by F(x) = xα, where 0 < α < 1. The payo� fun­ion has the folowing
form:

V(x, y) = ln(xα − y)
and the technology is defined by the correspondence:

Γ(x) = [0, xα]
Given x0 > 0, consider the following maximin problem

sup
χ∈Π(x0)

inf
δ∈[δ,δ]


(1 − δ)

∞∑
t=0

δ
t ln(xαt − xt+1)


(MM-ln)

That all of assumptions V1,V3-V5, T1-T5 are satisfied can be checked. Further denoting
by J(x0) the value fun­ion of this problem, it derives that:

J(x0) = max
χ∈Π(x0)

min
δ∈[δ,δ]


(1 − δ)

∞∑
t=0

δ
t ln(xαt − xt+1)



= min
δ∈[δ,δ]

max
χ∈Π(x0)


(1 − δ)

∞∑
t=0

δ
t ln(xαt − xt+1)



For each δ ∈ [δ, δ]:

vmax(δ, x0) : = max
χ∈Π(x0)


(1 − δ)

∞∑
t=0

δ
t ln(xαt − xt+1)


(3)
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= ln(1 − αδ) + αδ

1 − αδ
ln(αδ) + α(1 − δ)

1 − αδ
ln x0

and the optimal sequence xδ = (xδ,t )∞t=0 of the maximum problem (3) is defined by

xδ,t = αδ(xδ,t−1)α
= (αδ)αxα(α−1)0 xδ,t−1.

It derives that:

J(x0) = min
δ
vmax(δ, x0)

It can be checked that

∂vmax

∂δ
=
α[ln(αδ) − (1 − α) ln x0]

(1 − αδ)2
and

∂vmax

∂δ
= 0 ⇐⇒ x0 = (αδ) 1

1−α

Three cases are to be considered:

• Case 1. x0 < (αδ)1/(1−α).
Then ∂vmax/∂δ > 0 for all δ ∈ [δ, δ]. Hence

J(x0) = min
δ
vmax(δ, x0) = vmax(δ, x0).

In this case, the optimal sequence x∗ = (x∗t )∞t=0 is described by

x∗t = λx
∗
t−1, where λ = (αδ)αxα(α−1)0 > 1

then x∗ is stri­ly increasing and converges to (αδ) 1
1−α .

• Case 2. x0 > (αδ)1/(1−α). Then ∂vmax/∂δ < 0 for all δ ∈ [δ, δ]. Hence

J(x0) = min
δ
vmax(δ, x0) = vmax(δ, x0).

In this case, the optimal sequence x∗ = {x∗t }∞t=0 is described by

x∗t = λx
∗
t−1, where λ = (αδ)αxα(α−1)0 < 1

then x∗ is stri­ly decreasing and converges to (αδ)1/(1−α).
• Case 3. x0 ∈ [(αδ)1/(1−α), (αδ)1/(1−α)]. It derives that:

∂z
∂δ
= 0 ⇔ δ =

x1−α0

α
:= δ0

and

J(x0) = min
δ
z (δ, x0) = z (δ0, x0)

In this case x∗t = αδ0(x∗t−1)α = x0 for all t ≥ 0.

Even though this chara­erization more closely corresponds to the unbounded from below
case analyzed in Se­ion 4, the results dire­ly replicate the ones listed in Proposition 3.
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5.3 A Model without Super-Modularity

Consider now a model without super-modularity but for which the property W = J is
preserved. The proof builds upon the monotonicity of the optimal policy solution of the
fixed discount Ramsey problem.

In Boldrin & Deneckere [3] economy with two se­ors, the payo� fun­ion has the form

V(x, y) = (1 − y)α(x − γy)1−α, α ∈]0, 1[; γ ∈]0, 1[
and the technology correspondence states as:

Γ(x) =
[
0 , min

{
1,
x
γ

}]

Given x0 ∈ [0, 1], the maximin problem is available as:

max
χ∈Π(x0)

min
δ∈[δ,δ]


(1 − δ)

∞∑
t=0

δ
t (1 − xt+1)α(xt − γxt+1)1−α


(MM-Boldrin)

The partial and second-order cross derivatives of V derive as:

V1(x, y) = (1 − α) (1 − y)
α

(x − γy)α ,

V2(x, y) = −α(x − γ) + γ(1 − y)(1 − y)1−α(x − γy)α ,

V12(x, y) = α(1 − α)
(1 − y)1−α(x − γy)1+α (γ − x).

First assume that every value in D satisfies the condition of Proposition 1 in Boldrin &
Deneckere [3], namely:

γ < δ <
γ

1 − α
for any δ ∈ D.

Observe that V12(x, y) > 0 if x < γ but V12(x, y) < 0 if x > γ. Under this conju­ion, for
each δ, the fixed discount Ramsey problemR(δ) has an optimal policy fun­ion ϕδ which is
stri­ly increasing over [0, γ] and stri­ly decreasing over [γ, 1]. This fun­ion has a unique
non trivial fix point xδ∗ that is determined by

xδ∗ =
(δ − γ)(1 − α)

(δ − γ)(1 − α) + α(1 − γ) . (4)

Observe that xδ∗ is increasing in respe­ to δ and for all δ ≤ δ ≤ δ, xδ∗ ≤ xδ∗ ≤ xδ∗.

The aim will now be to prove that for all δ ∈ D, the solution of the fixed discount Ramsey
problem R(δ) is monotonic.

Since the inequality γ < δ < γ/(1 − α) has been assumed to prevail for every δ ∈ D, it
is obtained that xδ∗ < γ. Since ϕδ is increasing over [0, γ] and ϕδ(γ) < γ, for any x0 ≤ γ,
the sequence defined by xt = ϕtδ(x0) is monotonic and converges to xδ∗. Using the same
technique as in the proof of Propositions 2 and 3, it can further be proved that {xt }∞t=0 also
satisfies

W(xt ) = min
δ∈D

�(1 − δ)V(xt, xt+1) + δW(xt+1)	,
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for any t > 0 and

W(x0) = J(x0).
Suppose that γ < x0 ≤ 1. The aim is to prove that {xt }∞t=0 is decreasing. This is equivalent
to prove that xδ∗ < x1 < γ. Indeed, if x1 < xδ∗, x2 > x1 obtains and the sequence is
not monotonic. If x1 > γ, since V12(x, y) < 0 for x > γ and x1 < x0, if is obtained that
ϕδ(x1) > ϕδ(x0) or x2 > x1, and the sequence is not monotonic.

Since ϕδ attains its maximum at γ, for any γ < x0 < 1 it derives hat ϕδ(x0) ≤ ϕδ(γ) < γ.
It will now be proved that xδ∗ < ϕδ(x0) for any γ ≤ x0 ≤ 1. Since on this interval ϕδ is
decreasing, the inequality is equivalent to xδ∗ < ϕδ(1), with ϕδ(1) the solution to

V2(1, x) + δW′
δ
(x) = 0.

Since the fun­ion V2(1, x) + δW′
δ
(x) is stri­ly decreasing, xδ∗ < ϕδ(1) if and only if

V2(1, xδ∗) + δW′
δ
(xδ∗) > 0. (5)

From the optimality property

V2(xδ∗, xδ∗) + δW′
δ
(xδ∗) = 0,

hence the inequation (5) is equivalent to

V2(1, xδ∗) > V2(xδ∗, xδ∗).
This inequality is equivalent to

α(1 − γ) + γ(1 − xδ∗)
(1 − γxδ∗)α <

α(xδ∗ − γ) + γ(1 − xδ∗)
(xδ∗ − γxδ∗)α . (6)

By substituting xδ∗ from (4) to (6), one can easily check that the inequality (6) is equivalent
to

α + δ − αδ

[(δ − γ)(1 − α) + α]α <
δ − αδ

[(δ − γ)(1 − α)]α ⇐⇒ 1 +
α

δ(1 − α) <
[
1 +

α

(δ − γ)(1 − α)
]α

(7)

From the assumption of the set D:

δ <
γ

1 − α
⇒ δ − αδ < γ ⇒

α

δ − γ
>
1
δ

This implies
[
1 +

α

(δ − γ)(1 − α)
]α
>

[
1 +

1
δ(1 − α)

]α

> 1 +
α

δ(1 − α)
that makes true the inequality (7).

Using the monotonicity of the solution of the fixed discount Ramsey problems, it derives
that, for any x0, W(x0) = J(x0) and the decision rule of the maximin problem is stationary.
Moreover, similarly to Proposition 3, for x0 < xδ, the discount fa­or chosen is δ, and
optimal sequence converges to xδ, for x0 > xδ, the discount fa­or chosen is δ, and optimal
sequence converges to xδ, or xδ ≤ x0 ≤ xδ, the optimal sequence is constant, and the
chosen discount fa­or satisfies xδ = x0. The detailed proof is given in the Appendix.
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A. Proof of Lemma 1

Proof. Obviously, for any χ̃ ∈ Π(x0):

inf
δ∈D

v (δ, χ̃) ≤ inf
δ∈D

sup
χ∈Π(x0)

v (δ, χ).

This implies

sup
χ̃∈Π(x0)

inf
δ∈D

v (δ, χ̃) ≤ inf
δ∈D

sup
χ∈Π(x0)

v (δ, χ).

and the statement follows. �

B. Proof of Proposition 1

Proof. (i) This is a straightforward application of the Weierstrass Theorem.

(ii) a/ Fix χ1, χ2 ∈ Π(x0) such that χ1 , χ2 and v (χ1, δ),v (χ2, δ) > −∞ for every δ ∈ [δ, δ]. Fix
0 < λ < 1. Denote by χλ = (1−λ)χ1+λχ2. From the convexity of Γ, it derives that χ ∈ Π(x0).
Fix δλ ∈ D such that v̂ (χλ) = v (δλ, χλ).
From the stri­ concavity of V, it is obtained that

υ̂(χλ) = v (δλ, (1 − λ)χ1 + λχ2)
> (1 − λ)v (δλ, χ1) + (1 − λ)v (δλ, χ2)
≥ (1 − λ)min

δ∈D
v (δ, χ1) + λmin

δ∈D
v (δ, χ2)

= (1 − λ)v̂ (χ1) + λv̂ (χ2).

(iii) b/ From (1), take the sequence χn such that limn→∞ v̂ (χn) = J(x0). Since from assumption
T2, Π(x0) is compa­ in the produ­ topology, it can be supposed that χn → χ∗. It will first
be proved that v̂ (χ∗) > −∞.
Fix any ε > 0, there exists N big enough such that for n ≥ N , v (χn) > J(x0) − ε prevails.
Observe that from assumptionT 2, there existsC > 0 such that 0 ≤ xt ≤ C for any χ ∈ Π(x0).
Hence there exists T satisfying for any χ ∈ Π(x0), for any δ ∈ D,

(1 − δ)
∞∑

t=T +1

δ
tV(xt, xt+1) < ε.

For any n ≥ N , for any δ ∈ D:

J(x0) − ε ≤ v (χn)

≤ (1 − δ)
T∑
t=0

δ
TV(xnt , xnt+1) + (1 − δ)

∞∑
t=T +1

δ
TV(xnt , xnt+1),

which implies

(1 − δ)
T∑
t=0

δ
TV(xnt , xnt+1) ≥ J(x0) − ε − (1 − δ)

∞∑
t=T +1

δ
TV(xnt , xnt+1)
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≥ J(x0) − 2ε.
Letting n converge to infinity, for any δ ∈ D,

(1 − δ)
T∑
t=0

δ
tV(x∗t , x∗t+1) ≥ J(x0) − 2ε.

This inequality is true for any T big enough. Letting T tends to infinity, for any δ ∈ D:

(1 − δ)
∞∑
t=0

δ
tV(x∗t , x∗t+1) ≥ J(x0) − 2ε.

Hence v̂ (χ∗) ≥ J(x0) − 2ε.
The parameter ε being chosen arbitrarily, v̂ (χ∗) ≥ J(x0). From the stri­ concavity of v̂ , χ∗

is the unique solution of sup
χ∈Π(x0) v̂ (χ). �

C. Proof of Lemma 2

Proof. From the compa­ness of D and Γ(x0) and for every x0 > 0, let T denote the operator
from the space of continuous fun­ion into itself:

Tg (x0) = max
x1∈Γ(x0)

min
δ∈D

�(1 − δ)V(x0, x1) + δg (x1)� .

Supposing that g (x) ≤ g̃ (x) for any x , Tg (x) ≤ Tg̃ (x) for any x . Indeed, for each x1 ∈ Γ(x0),
for every δ, it is obtained that:

(1 − δ)V(x0, x1) + δg (x1) ≤ (1 − δ)V(x0, x1) + δg̃ (x1),
which implies

min
δ∈D

�(1 − δ)V(x0, x1) + δg (x1)� ≤ min
δ∈D

�(1 − δ)V(x0, x1) + δg̃ (x1)� .

The inequality being obviously true for every x1, Tv (x0) ≤ Tg̃ (x0) in turn prevails.

By the same arguments, it can be proved that for every constant a > 0, T(g + a)(x0) ≤
Tg (x0) + δa.
Since T satisfies the properties of Blackwell, i.e, monotonicity and discounting, by Theorem
3.3 in Stokey, Lucas & Prescott [9], the operator T is a contra­ing map and has a unique
fixed point.

In preparation for the concavity of this fixed point fun­ion, it will now be proved that the
concavity of g implies the concavity of Tg . Fix x0 and y0 and fix (δx, x1) and (δy, y1) such
that

Tg (x0) = (1 − δx )V(x0, x1) + δx g (x1)
= min

δ∈D
[(1 − δ)V(x0, x1) + δg (x1)],

Tg (y0) = (1 − δy )V(y0, y1) + δy g (y1)
= min

δ∈D
[(1 − δ)V(y0, y1) + δg (y1)].
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For any 0 ≤ λ ≤ 1, define xλ = (1 − λ)x0 + λy0, xλ1 = (1 − λ)x1 + λy1. For any δ ∈ D, it derives
that:

(1 − δx )V(x0, x1) + δx g (x1) ≤ (1 − δ)V(x0, x1) + δg (x1),
(1 − δy )V(y0, y1) + δy g (y1) ≤ (1 − δ)V(y0, y1) + δg (y1).

Hence, for any δ ≤ δ ≤ δ:

(1 − λ)Tg (x0) + λTg (y0) = (1 − λ) ((1 − δx )V(x0, x1) + δx g (x1))
+ λ

�(1 − δy )V(y0, y1) + δy g (y1)�

≤ (1 − λ) �(1 − δ)V(x0, x1) + δg (x1)�

+ λ
�(1 − δ)V(y0, y1) + δg (y1)�

≤ (1 − δ)V(xλ0, xλ1) + δg (xλ1).

The inequality being true for every δ, it is obtained that:

(1 − λ)Tg (x0) + λTg (x ′0) ≤ min
δ∈D

((1 − δ)V(xλ0, xλ1) + δg (xλ1)
)

≤ Tg (xλ0).

Take g 0(x0) = 0 for every x0, define g n+1(x0) = T g n(x0) for any n ≥ 0. By indu­ion, g n(x0)
is a concave fun­ion for any n. Taking limits, W(x0) = limn→∞ g n(x0) = limn→∞Tng 0(x0),
the concavity property is available for W.

The stri­ concavity of W is now going to be established. Consider x0 , y0. Define (δx, x1),
(δy, y1), xλ0, xλ1 as in the first part of this proof. Using exa­ly the same arguments and
calculus and the stri­ly concavity of V, for any δ ∈ D, it is obtained that:

(1 − λ)W(x0) + λW(x1) ≤ (1 − δ) ((1 − λ)V(x0, x1) + λV(y0, y1))
+ δ ((1 − λ)W(x1) + λW(y1)))

< (1 − δ)V(xλ0, xλ1) + δW(xλ1).

From the compacity of the set of discount fa­ors D, it derives that:

(1 − λ)W(x0) + λW(x1) < min
δ∈D

[(1 − δ)V(xλ0, xλ1) + δW(xλ1)
]

≤ W(xλ0).

�

D. Proof of Proposition 2

Proof. Define w(x0, x1) = minδ∈D [(1 − δ)V(x0, x1) + δW(x1)].
(i) Observe that the fun­ion w(x0, x1) is stri­ly concave in x1. Indeed, for any x1 , y1
belonging to Γ(x0), and 0 < λ < 1, define xλ1 = (1 − λ)x1 + λy1. For any δ ∈ D:

(1 − λ)w(x0, x1) + λw(x0, y1) ≤ (1 − λ) [(1 − δ)V(x0, x1) + δW(x1)]
+ λ

�(1 − δ)V(x0, y1) + δW(y1)�
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< (1 − δ)V(x0, xλ1) + δW(xλ1).

The definition set for discount fa­ors δ being compa­, it is obtained that:

(1 − λ)w(x0, x1) + λw(x0, x1) < min
δ∈D

[(1 − δ)V(x0, xλ1) + δW(xλ1)]
= w(x0, xλ1).

The stri­ concavity of w(x0, ·) implies that x1 which maximizes this fun­ion is unique.

(ii) The monotonicity of the policy fun­ion ϕ is now going to be established. For that
purpose, it must first be checked that there cannot exist a couple (x0, z0) such that x0 < z0
and ϕ(x0) > ϕ(z0). Suppose the opposite and let y0 = argmin[x0,z0] ϕ(y).

(a) Consider the first case, y0 < ϕ(y0). This implies W(y0) < W(ϕ(y0)). Take

δy0 ∈ argmin
δ∈D

[(1 − δ)V(y0,ϕ(y0)) + δW(ϕ(y0))].

It derives that:

(1 − δy0)V(y0,ϕ(y0)) + δy0W(ϕ(y0)) < W(ϕ(y0)),

that implies V(y0,ϕ(y0)) < W(ϕ(y0)).
There exists ε > 0 such that

V(y,ϕ(y)) < W(ϕ(y)) for any y0 − ε < y < y0 + ε.

For every y belonging to this interval, the following is satisfied:

argmin
δ∈D

[(1 − δ)V(y,ϕ(y)) + δW(ϕ(y))] = {δ}.

Recall that, in this case, for any y0 − ε < y < y0 + ε

ϕ(y) = argmax
y ′∈Γ(y)

[(1 − δ)V(y, y ′) + δW(y ′)].

From the super modularity of V, using the Topkis’s theorem quoted in Amir [1], ϕ is
stri­ly increasing (ascending) in ]y0 − ε, y0 + ε[, hence for y0 − ε < y < y0, the inequality
ϕ(y) < ϕ(y0), a contradi­ion with the choice of y0.

(b) The second case, if y0 > ϕ(y0), is faced by applying the same arguments and a contra-
di­ion is similarly obtained.

(c) Consider the third case. x0 < y0 and ϕ(x0) > ϕ(y0) = y0 are simultaneously satisfied.
But, and from Assumption V4, V is increasing in its first argument and decreasing in
its second one,

V(x0,ϕ(x0)) < V(y0, y0)
=W(y0)
< W(ϕ(x0)).
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Hence

argmin
δ∈D

[(1 − δ)V(x0,ϕ(x0)) + δW(ϕ(x0))] = {δ}.

Since ϕ(x0) > x0, ϕ(x) > x prevails in a neighborhood of x0. Denoting by Ix0 the set of
z ∈]x0, y0[ such that for any x0 < x < z , it derives that:

V(x,ϕ(x)) < W(ϕ(x)) which is equivalent to x < ϕ(x).

It is further obvious that for any x0 < x < z with z ∈ Ix0 , one has:

argmin
δ∈D

[(1 − δ)V(x,ϕ(x)) + δW(ϕ(x))] = {δ},

which implies for any x0 < x < z :

ϕ(x) = argmax
x′∈Γ(x)

[(1 − δ)V(x, x ′) + δW(x ′)].

Hence on the interval Ix0 , from the super modularity of V, the fun­ion ϕ is stri­ly
increasing.

Take z = sup(Ix0). If z0 < ϕ(z0), then and by the continuity of V and W, ϕ(x) > x
prevails for any x0 < x < z + ε, with ε su�ciently small: a contradi­ion. Hence
ϕ(z ) ≤ z . From the continuity of ϕ, ϕ(z ) = z .
By the increasing property of ϕ on Ix0 , it is obtained that:

ϕ(x0) < ϕ(z )
≤ z

≤ y0

= ϕ(y0)
< ϕ(x0),

a contradi­ion.

It has been proved that, for any x0 < z0, ϕ(x0) ≤ ϕ(z0). Suppose that there exists a
couple (x0, z0) such that x0 < z0 and ϕ(x0) = ϕ(z0). This implies for any x0 ≤ y ≤ z0,
ϕ(y) = ϕ(x0) = ϕ(z0). Hence there exists y0 ∈ [x0, z0] such that ϕ(y0) , y0. Using the
same arguments as in the first part of the proof, ϕ is to be stri­ly increasing in a
neighborhood of y0, that contradi­s with the result that ϕ is constant on [x0, z0].

The monotonicity of χ∗ = {x∗t }∞t=0 is a dire­ consequence of the increasing property of
ϕ. �

E. Proof of Proposition 3

Proof. First consider the case of a sequence χ∗ = {x∗t }∞t=0 = {ϕt (x0)}∞t=0 that is stri­ly
increasing. The obje­ive will be to prove that χ∗ is solution of a fixed discount Ramsey
problem R(δ).
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Taking any δ∗ ∈ argmin
δ∈D[(1−δ)V(x0, x∗1)+δW(x∗1)], it derives that W(x0) < W(x∗1), hence

(1 − δ∗)V(x0) + δ∗W(x∗1) < W(x∗1).
This implies that V(x0, x∗1) < W(x∗1). Hence

argmin
δ∈D

[(1 − δ)V(x0, x∗1) + δW(x∗1)] = {δ}.

Since x0 < x∗1, ϕ(x0) < ϕ(x∗1), or x∗1 < x∗2. By indu­ion, it is obtained that x∗t < x
∗
t+1 and

argmin
δ∈D

[(1 − δ)V(x∗t , x∗t+1) + δW(x∗t+1)] = {δ} for any t ≥ 0.

This implies for any finite T

W(x0) =(1 − δ)V(x0, x∗1) + δW(x∗1)
=(1 − δ)V(x0, x∗1) + (1 − δ)δV(x∗1, x∗2) + δ2W(x∗t+2)
. . .

= (1 − δ)
T∑
t=0

δ
tV(x∗t , x∗t+1) + δT+1W(x∗T+1).

Observe that from assumptions T2 and T3, there exists a C > 0 such that x0 ≤ x∗t < C.
This implies

lim
T→∞

δ
TW(x∗T) = 0.

Hence

W(x0) = (1 − δ)
T∑
t=0

δ
tV(x∗t , x∗t+1) + δT+1W(x∗T+1)

= (1 − δ)
∞∑
t=0

δ
tV(x∗t , x∗t+1),

by letting T tends to infinity.

The aim is now to prove that χ∗ is a solution of the fixed discount problem R(δ). Suppose
the contrary and denote χ̂ = {x̂t }∞t=0 as the unique solution of R(δ). The sequence {W(x̂t )}
being uniformly bounded, the date T can be sele­ed as being large enough in order to
satisfy:

(1 − δ)
T∑
t=0

δ
tV(x̂t, x̂t+1) + δT+1W(x̂T+1) > (1 − δ)

∞∑
t=0

δ
tV(x∗t , x∗t+1).

For 0 ≤ λ ≤ 1, define xλt = (1 − λ)x̂t + λx∗t . Recall that
V(x∗t , x∗t+1) < W(x∗t+1) for every t ≥ 0.

Take λ su�ciently close from 1 so that, for every 0 ≤ t ≤ T, the inequality V(xλt , xλt+1) <
W(xλt+1) is satisfied: for any 0 ≤ t ≤ T,

argmin
δ∈D

[(1 − δ)V(xλt , xλt+1) + δW(xλt+1)] = {δ}.
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Hence

W(x0) ≥ (1 − δ)V(x0, xλ1) + δW(xλ1)
≥ (1 − δ)V(x0, xλ1) + (1 − δ)δV(xλ1, xλ2) + δ2W(xλ2)
. . .

≥ (1 − δ)
T∑
t=0

δ
tV(xλt , xλt+1) + δT+1W(xλT+1).

Observe that

T∑
t=0

δ
tV(xλt , x̂λt+1) ≥ (1 − λ)

T∑
t=0

δ
tV(x̂t, x̂t+1) + λ

T∑
t=0

δ
tV(x∗t , x∗t+1),

W(xλT+1) ≥ (1 − λ)W(x̂T+1) + λW(x∗T+1).

Hence, and from the definition of T

W(x0) ≥ (1 − δ) *
,
(1 − λ)

T∑
t=0

δ
tV(x̂t, x̂t+1) + λ

T∑
t=0

δ
tV(x∗t , x∗t+1)+

-
+ δT+1

�(1 − λ)W(x̂T+1) + λW(x∗T+1)
�

= (1 − λ) *
,
(1 − δ)

T∑
t=0

δ
tV(x̂t, x̂t+1) + δT+1W(x̂T+1)+

-

+ λ *
,
(1 − δ)

T∑
t=0

δ
tV(x∗t , x∗t+1) + δT+1W(x∗T+1)+

-

> (1 − δ)
∞∑
t=0

δ
tV(x∗t , x∗t+1)

=W(x0),

a contradi­ion.

Observe that since χ∗ = argmax R(δ), the sequence {x∗t }∞t=0 converges to a steady state
of R(δ). Supposing that x0 > x∗1, by using the same arguments, it can be proved that χ
is stri­ly decreasing, is a solution of a fixed discount problem R(δ) and converges to a
steady state of that problem R(δ).
Consider now the case ϕ(x0) = x0 and hence x∗t = x0 for any t . There are two cases

i) For any ε > 0, there exists x0 − ε < x < x0 + ε satisfying x , ϕ(x).
ii) There exists ε > 0 such that for any x0 − ε < x < x0 + ε, x = ϕ(x).

Consider the case i ). Take a sequence xn0 that converges to x0 and such that ϕ(xn0 ) , xn0 for
any n. Since, in this case, the sequence is either solution of R(δ), or of R(δ), without loss
of generality, it can be assumed that, for any n, the sequence {ϕt (xn0 )}∞t=0 is a solution of
the fixed discount Ramsey problem R(δ), with δ ∈ {δ, δ}.
But limn→∞ ϕ(xn0 ) = ϕ(x0) = x0, which implies limn→∞ ϕ

2(xn0 ) = x0. From the Euler equation

V2(xn0,ϕ(xn0 )) + δV1(ϕ(xn0 ),ϕ2(xn0 )) = 0,
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it is derived that:

V2(x0, x0) + δV1(x0, x0) = 0.

Hence the sequence xt = x0 for any t is solution of R(δ). Suppose now that for x0− ε < x <
x0 + ε, ϕ(x) = x . This implies W(x) = V(x, x) for x ∈ (x0 − ε, x0 + ε), that in its turn implies

W′(x0) = V1(x0, x0) +V2(x0, x0).

Observe that, the fun­ion (1 − δ)V(x0, x1) + δW(x1) is linear in δ and concave in x1, the
following also prevails:

max
x1∈Γ(x0)

min
δ∈D

[(1 − δ)V(x0, x1) + δW(x1)] = min
δ∈D

max
x1∈Γ(x0)

[(1 − δ)V(x0, x1) + δW(x1)] .

From ϕ(x0) = x0, there exists δ ∈ D such that

(1 − δ)V2(x0, x0) + δW′(x0) = 0.

This implies

(1 − δ)V2(x0, x0) + δV1(x0, x0) + δV2(x0, x0) = 0,

that is equivalent to

V2(x0, x0) + δV1(x0, x0) = 0,

For any t , the sequence xt = x0 is thus a solution of R(δ).
�

F. Proof of Lemma 3

Proof. Obviously, it is well known in the literature on fixed discount Ramsey problems
that W is stri­ly concave in ]0, xδ], [xδ, xδ] and [xδ,+∞[. We just have to prove that W is
di�erentiable at xδ and xδ.

The left derivative of W at xδ is equal to the derivative of Jδ:

W′
−(xδ) = J′

δ
(xδ).

It is well known that

J′
δ
(xδ) = (1 − δ)V1(xδ, xδ)
= V1(xδ, xδ) +V2(xδ, xδ)
=W′

+(x0).

Hence W′
−(xδ) = W′

+(xδ), or W is di�erentiable at xδ. The proof of the di�erentiability at
xδ makes use of the same arguments. �
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G. Proof of Theorem 1

Proof. (i) This part is a corollary of Proposition 3.

(ii) For each x0 > 0, define χ∗ = {x∗t }∞t=0 = {ϕt (x0)}∞t=0. Using the Propositions 3, there exists
δ∗ ∈ D such that χ∗ is a solution of R(δ∗) and

W(x0) = (1 − δ∗)
∞∑
t=0

(δ∗)tV(x∗t , x∗t+1).

For any δ ∈ D, it is obtained that:

W(x0) ≤ (1 − δ)V(x0, x∗1) + δW(x∗1)
≤ (1 − δ)V(x0, x∗1) + δ ((1 − δ)V(x∗1, x∗2) + δW(x∗2))
· · ·

≤ (1 − δ)
∞∑
t=0

δ
tV(x∗t , x∗t+1).

Hence

W(x0) ≤ min
δ∈D

(1 − δ)
∞∑
t=0

δ
tV(x∗t , x∗t+1)

≤ J(x0).

Suppose then that (δ̃, χ̃) satisfies

v (δ̃, χ̃) = max
χ∈Π(x0)

min
δ∈D

v (δ, χ).

The value χ∗ = {x∗t }∞t=0 being an optimal solution of the problem R(δ∗), it is obtained that:

v (x0) = v (δ̃, χ̃)
≤ v (δ∗, χ̃)
≤ v (δ∗, χ∗)
=W(x0).

Hence:

J(x0) = max
χ∈Π(x0)

min
δ∈D

v (δ, χ)
= min

δ∈D
max
χ∈Π(x0)

v (δ, χ)
=W(x0),

that establishes the details of the statement. �

H. Proof of Proposition 4

Proof. Denote by ϕδ the optimal policy fun­ion of R(δ).
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Consider the case x0 < xδ. The system of inequalities x0 < ϕδ(x0) < xδ is available, hence
W(x0) = Jδ(x0)

= (1 − δ)V(x0,ϕδ(x0)) + δJ(ϕδ(x0))
= (1 − δ)V(x0,ϕδ(x0)) + δW(ϕδ(x0))
= min

δ∈D
[(1 − δ)V(x0,ϕδ(x0)) + δW(ϕδ(x0))].

It remains to prove that

W(x0) ≥ min
δ∈D

[(1 − δ)V(x0, x1) + δW(x1)]

for any x1 ∈ Γ(x0).
But, and for every x1 ∈ Γ(x0),

min
δ∈D

[(1 − δ)V(x0, x1) + δW(x1)] ≤ (1 − δ)V(x0, x1) + δW(x1).

The fun­ion (1 − δ)V(x0, x1) + δW(x1) being stri­ly concave in x1, it hence attains its
maximum at x1 = ϕδ(x0).
Recall indeed that x0 < ϕδ(x0) < xδ, and W(ϕδ(x0)) = Jδ(ϕδ(x0)) and W′(ϕδ(x0)) =
J′
δ
(ϕδ(x0)). This implies

(1 − δ)V2(x0,ϕδ(x0)) + δW′(ϕδ(x0)) = 0.

From the stri­ concavity of (1 − δ)V(x0, x1) + δW(x1) and for any x1 ∈ Γ(x0):
(1 − δ)V(x0, x1) + δW(x1) ≤ (1 − δ)V(x0,ϕδ(x0)) + δW(ϕδ(x0)).

The same arguments can be used for the remaining cases xδ ≤ x0 ≤ xδ and xδ ≤ x0 and
the argument of the proof is complete. �

I. Proof of the conclusion in Example 7.2

Proof. The monotonicity of a solution to R(δ) will be used in order to prove that W(x0) =
J(x0). Obviously, the inequality W(x0) ≤ J(x0) keeps on being satisfued. The equality
will first be proved in the case x0 < xδ∗. Like in the proof of Proposition 3, define χ∗ =
{x∗t }∞t=0 = {ϕt (x0)}∞t=0, the optimal sequence generated from fun­ional equation, and define
χ̂ = {x̂t }∞t=0 the solution of R(δ). Observe that {x̂t }∞t=0 is stri­ly increasing.

Suppose that χ∗ , χ̂. The same arguments as in the proof of Proposition 3 can be used,
the only di�erence being that λ is to be sele­ed su�ciently closed from 0.

Since the sequence {W(x̂t )} is uniformly bounded, T can be fixed as being large enough
in order to satisfy:

(1 − δ)
T∑
t=0

δ
tV(x̂t, x̂t+1) + δT+1W(x̂T+1) > (1 − δ)

∞∑
t=0

δ
tV(x∗t , x∗t+1).

For 0 ≤ λ ≤ 1, define xλt = (1 − λ)x̂t + λx∗t . Recall that
V(x∗t , x∗t+1) < W(x∗t+1) for every t ≥ 0.
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Take λ su�ciently close to 0 such that for any 0 ≤ t ≤ T, V(xλt , xλt+1) < W(xλt+1) prevails: for
any 0 ≤ t ≤ T,

argmin
δ∈D

[(1 − δ)V(xλt , xλt+1) + δW(xλt+1)] = {δ}.

By applying the same arguments as in the proof of Proposition 3, a contradi­ion is avail-
able. The establishment of equality between W and J is given like in the proof of Theorem
1.

The same arguments can be used for the cases xδ∗ ≤ x0 ≤ xδ∗ or x0 > xδ∗. �
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