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Dmitry Idiatov 

An areal typology of clause-final negation in 
Africa 

Language dynamics in space and time 

Abstract: Clause-final negation markers (CFNMs), although typologically rare, 

can be found in a very wide range of languages of Northern Sub-Saharan Africa. 

Based on a sample of 618 African languages, this paper provides an analysis of 

spatio-temporal language dynamics in Sub-Saharan Africa with respect to the 

feature CFNM. I argue that it is important to consider together both the languages 

that have the feature under investigation and the languages that do not have it. 

Furthermore, in order to better capture the diversity of the languages that have 

CFNMs, I increase the degree of granularity of my data by taking into account two 

parameters, viz., obligatoriness of CFNMs and possible restrictions on the free-

dom to use CFNMs in different constructions. For spatial analysis and visualiza-

tion, I use the methods of spatial interpolation and generalized additive model-

ing. Both methods converge on the need to distinguish two focal areas of the 

feature CFNM. The first one, the Central Focal Area, is the most prominent of the 

two and spans the east of West Africa and parts of Central Africa. The second one, 

the Western Focal Area, is less prominent and is restricted to West Africa. The two 

focal areas are separated by a major discontinuity around Ghana, Togo and Be-

nin. In order to better calibrate the results of the spatial analysis and to identify 

the historical core of the Central Focal Area, I call onto other types of data avail-

able. Finally, I address the distribution of optional and/or restricted CFNMs in 

Africa, with a particular focus on the spread of CFNMs among Bantu languages 

to the south of the Central Focal Area, primarily in the Congo River corridor and 

the north of the Democratic Republic of Congo. 
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1 Introduction 

In recent years, a number of studies, such as Beyer (2009), Dryer (2009) and 

Devos and van der Auwera (2013), have drawn attention to some typologically 

striking properties of negation marking in languages of different parts of Africa. 

Dryer (2009) focuses on “neutral negation”, i.e., obligatory and productive (gen-

eral) negation marking patterns in declarative verbal main clauses expressed by 

negation markers that are words, in languages with SVO order in Africa. He 

demonstrates that SVO languages in “an area in central Africa [stretching] from 

Nigeria across to the Central African Republic and down into the northern Dem-

ocratic Republic of Congo”, as illustrated in Figure 1,1 significantly differ from 

SVO languages elsewhere in the world in that “the negative [word] follows the 

verb [instead of preceding it], typically occurring at the end of the clause, in 

SVONeg order” (Dryer 2009: 307). Dryer (2009) also points out that double nega-

tion marking is widespread in this region. 

 

Fig. 1: VO&VNeg languages in Africa, with their core area delineated (Dryer 2009: 323) 

Beyer (2009), in the same volume on negation patterns in West African languages 

(Cyffer, Ebermann and Ziegelmeyer 2009) as Dryer (2009), focuses specifically on 

|| 
1 The (red) line cutting off the southern-most point on the map has been added by me, as it must 

be a mistake. This point is labeled as Ngbaka (Ubangian) on other maps in Dryer (2009) but it 

has to be some Bantu language. Yet, no Bantu language from this area is mentioned in the paper. 
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double negation marking for “sentential negation” in a large group of West Afri-

can languages centered on the Volta River basin, as illustrated in Figure 2. In 

most cases, the second of the two negation markers also happens to be clause-

final. 

 

Fig. 2: Double negation marking in West African languages centered on the Volta River basin 

(Beyer 2009: 222) 

Devos and van der Auwera (2013) is an in-depth study of multiple negation expo-

nence in Bantu languages, a large group of languages spoken in a vast area from 

Cameroon and Kenia in the north all the way down to the South African Republic. 

They survey cases of multiple negation in Bantu languages, which is usually dou-

ble but some exuberant examples of triple and quadruple negation marking are 

also attested. They also investigate recurrent sources for post-verbal negation 

markers. Many of these post-verbal negation markers happen to be also clause-

final, as illustrated in Figure 3.2 

|| 
2 In the Bantuist tradition, the term “post-final” used in Figure 3 refers to the position immedi-

ately following the verb. 
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Fig. 3: Bantu double negation (Devos and van der Auwera 2013: 215) 

As these studies make clear, clause-final negation markers (CFNMs), although 

typologically rare, can be found in a very wide range of languages of Sub-Saharan 

Africa. Based on a sample of 618 African languages, I demonstrate in this paper 

that the spatial distribution of languages with CFNMs forms a clear areal pattern 

within Sub-Saharan Africa. At the same time, the spatial distribution of 462 lan-

guages with post-verbal negation markers of any kind does not form any distinc-

tive areal pattern, as it is virtually identical to the spatial distribution of all the 

languages of the sample as a whole. The two distributions overlaid with their spa-

tial intensity plots are shown in Figure 4 and Figure 5 respectively.3 I am not able 

to plot the spatial distribution of multiple negation exponence on the scale of the 

|| 
3 All the plots and calculations for this paper have been produced with the software R (R Core 

Team 2015). The plots of spatial intensity and spatial interpolation have been produced with the 

package spatstat (Baddeley and Turner 2005). 
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continent at this point but I expect it to have a much less pronounced spatial 

structure than that of CFNMs. 

 

Fig. 4: Geographic distribution of the 462 languages of the sample with post-verbal negation 

markers and a plot of their spatial intensity 

 

Fig. 5: Geographic distribution of the 618 sample languages and a plot of their spatial intensity 
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Beside forming a clear areal pattern within Sub-Saharan Africa, on a world-

wide scale CFNMs are also typologically much more unusual than post-verbal ne-

gation markers and multiple negation exponence. Furthermore, as I argued else-

where (Idiatov 2012a), CFNMs in Sub-Saharan Africa tend to be characterized by 

a number of peculiarities in their morphosyntax and diachronic development 

that set them apart from similar markers elsewhere in the world and offer im-

portant clues as to an explanation of their observed areal distribution. Of course, 

some of these differences are more a matter of degree, yet some do seem to be 

more fundamental. For instance, CFNMs in African languages are often associ-

ated with the presence of multiple negation exponence within a clause, most 

commonly double but sometimes also triple and occasionally quadruple. CFNMs 

in Africa often happen to be morphosyntactically deficient as compared to more 

canonical grammatical markers in being optional or lacking in some types of 

clauses as conditioned by the TAM value of the predicate of the clause, the sub-

ordination status of the clause, the associated information structural and speech 

act type values or the discourse type that the clause belongs to (cf. Idiatov 2015). 

Diachronically, CFNMs in the area tend to be rather unstable and appear to be 

relatively easily borrowable (cf. Idiatov 2012b; 2015), unlike negators in other 

parts of the world but more like discourse markers, focus particles and phasal 

adverbs (cf. Matras 2009). 

All this makes CFNMs in Sub-Saharan Africa a particularly interesting mor-

phosyntactic feature to explore from the perspective of language dynamics in 

space and time. This paper provides such a spatio-temporal analysis of the fea-

ture CFNM in African languages. For reasons of space, I do not elaborate in the 

rest of paper on the explanation of why many negation markers are clause-final 

in Sub-Saharan Africa and why such negation markers are so common in partic-

ularly this region. I treat these issues in more detail elsewhere (Idiatov 2012a; in 

prep.). So here is just the gist of the explanation, which goes as follows. The 

clause-final position of the negation markers is explained by their origin in other 

clause-final markers. The fact that CFNMs are so common in this region is related 

to another typological feature of many of the relevant languages, viz., a grammat-

ical category of clause-final markers whose core function is the expression of in-

tersubjective meanings. Combined with the fact that negation is exactly one of 

those situations, propitious for the use of intersubjective markers, where the 

speaker’s assertive authority is at stake, frequency effects account naturally for 

the tendency to conventionalize clause-final negation markers. 

The paper is organized as follows. I begin by discussing in Section 22 various 

aspects of the definition of CFNMs adopted for this typology. This definition is 

rather inclusive because, as I explain in Section 2.1, my goal is to capture the most 
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of the synchronic diversity to achieve a better explanatory adequacy. However, 

for the reasons explained in Section 2.2, I leave negation constructions with nom-

inal predicates out. Since I consider both obligatory and optional CFNMs, in Sec-

tion 2.3, I address some of the issues that the distinction between the two may 

present. In Section 2.4, I elaborate on the meaning of the term “clause-final” 

within this typology. Related to the latter point is the issue of relevance of the 

relative order of object and verb for a typology of CFNMs. As I explain in Section 

2.5, this order is not relevant in the typology presented here, unlike for example 

in the typology of post-verbal negation markers by Dryer (2009), which is con-

fined to languages with VO order. I briefly present my sample in Section 3. I also 

provide maps of the 618 languages of the sample as a whole and of the languages 

with and without CFNMs. The simple binary division into languages that have 

and languages that do not have CFNMs hides important diversity among the lan-

guages with CFNMs. As I discuss in Section 4, in order to better capture this di-

versity and thus get a better idea of the possible historical and spatial dynamics 

behind the observed pattern, I increase the degree of granularity of my data by 

taking into account two parameters, viz., obligatoriness of CFNMs and possible 

restrictions on the freedom to use CFNMs in different constructions. Section 5 pro-

vides a discussion of the spatial and temporal dynamics reflected in the observed 

areal typological patterns of CFNMs in Africa. I first discuss in Section 5.1 the re-

sults and potential pitfalls of two methods of spatial analysis and visualization of 

the distribution of the values of the feature CFNM in Africa, viz., spatial interpo-

lation and generalized additive modeling (GAM). Both methods converge on the 

need to distinguish two focal areas of the feature CFNM. The first one, the Central 

Focal Area (CFA), is the most prominent of the two and spans the east of West 

Africa and parts of Central Africa, largely coinciding with Dryer’s (2009) core area 

of VO&VNeg languages reproduced in Figure 1. The second one, the Western Fo-

cal Area (WFA), is less prominent and is restricted to West Africa. The two focal 

areas are separated by a major discontinuity around Ghana, Togo and Benin. In 

Section 5.2, I call onto other types of data to better calibrate the results of the 

spatial analysis produced in Section 5.1 and to identify the historical core of the 

CFA. Finally, Section 5.3 addresses the distribution of optional and/or restricted 

CFNMs in Africa, with a particular focus on the spread of CFNMs among Bantu 

languages to the south of the CFA, primarily in the Congo River corridor and the 

north of the Democratic Republic of Congo. 
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2 What kind of CFNMs are we looking at? 

2.1 An inclusive definition: synchronic diversity as a window 
on language change 

Morphosyntactic properties of negation constructions differ across languages. 

Similarly, the marking of negation may vary within a given language from one 

predicative construction to another. There are many different parameters along 

which the variation occurs. Depending on our goals and means, we can cut up 

this variation space in different ways. The definition that I adopt here is rather 

inclusive since my goal is to capture the most of the diversity. The rationale be-

hind this is that synchronic diversity directly reflects the gradual nature of lan-

guage change and thus offers us a window on the historical processes that 

brought about the current situation. Thus, one of the most common mechanisms 

known to be involved in the evolution of negation constructions, the so-called 

Jespersen cycle (cf. van der Auwera 2009, 2010 for a general overview; Devos and 

van der Auwera 2013 on Bantu languages), proceeds through a number of stages 

with most intermediate stages characterized by variation in the marking of nega-

tion within a given construction. Typically, related languages do not proceed on 

this path in exactly the same manner. Both the synchronic variation within one 

language and the synchronic diversity of negation patterns within a group of re-

lated languages offer an invaluable source of information on the earlier stages of 

the respective languages and on the processes underlying the change in negation 

constructions. 

For the purposes of the present study, I consider as CFNMs the elements that 

may be used in the right periphery of negative verbal predications with clause 

scope negation but that do not appear in the corresponding positive predications 

and whose position is determined with respect to the clause as a whole. A CFNM 

may be the sole marker of negation in the clause or just one of the exponents of 

negation marking distributed within the clause. That is, my typology is not con-

fined to double negation-marking, like the typology of Beyer (2009). A CFNM may 

be a dedicated negation marker or may also encode other meanings, such as 

tense, aspect, mood and emphasis (in this respect, see also Section 2.3). For the 

purposes of my typology, the degree of morphological bounding of CFNMs is not 

relevant either. That is, they may be words (similarly to the negation markers in 

Dryer’s 2009 typology), clitics, (supra)segmental affixes or non-linear morpho-

logical operations. Similarly, my typology takes into consideration negation of all 

types of verbal clauses and is not restricted to the negation of declarative verbal 

main clauses, such as the “standard negation” typology of Miestamo (2008) or 
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the “neutral clausal negatives” typology of Dryer (2009). Negation of nominal 

predicates is beyond the scope of my typology for the reasons laid out in Section 

2.2. As discussed in Section 2.3, I consider both obligatory and optional CFNMs. 

The meaning of the description “clause-final” in CFNM is explained in more de-

tail in Section 2.4. Section 2.5 further elaborates on the clause finality of negation 

markers from the perspective of different relative orders of object and verb. 

2.2 Beyond the scope of the typology: negation of nominal 
predicates 

I am not concerned here with negation constructions with nominal predicates. 

The reason is not that I do not deem them relevant. Clearly, it is important to 

equally take into account negation strategies used with nominal predicates if one 

wants to achieve a comprehensive diachronic account of clausal negation con-

structions with verbal predicates. Thus, as pointed out by Croft (1991), negative 

existential markers may come to be extended to negative verbal predications 

within the so-called “negative-existential cycle”. However, from the perspective 

of an areal typology of CFNMs, negation constructions with nominal predicates 

tend to present rather different types of analytic problems. For instance, in the 

case of negative existential constructions (as distinguished from locative-pre-

sentative ones; cf. Veselinova 2013) that use a dedicated negation marker without 

any distinct existential marker, the question of whether the position of this 

marker is determined with respect to the clause as a whole or the nominal predi-

cate may be simply irrelevant. For equational and identification constructions, it 

may not always be obvious which nominal should be considered the predicate 

(cf. Bisang and Sonaiya 2000 on Yoruba constructions of the structure X ‘BE’ Y, 

where X and Y are nominals). In view of these complications, another reason why 

I decided not to include negation of nominal predicates in the areal typology of 

CFNMs here is that it is my strong impression that their inclusion would not affect 

significantly the areal pattern established solely on the basis of constructions 

with verbal predicates. Thus, I found only a few languages described with CFNMs 

only in negation constructions with nominal predicates but not in the ones with 

verbal predicates, such as Ngangela [nba] (Bantu K12; Maniacky 2003), which has 

an optional CFNM ko only with nominal predicates as illustrated in (1) versus (2), 

and Beiya [kmy] (Adamawa, Samba Duru; Littig and Kleinewillinghöfer 2012), 

which has a CFNM ʔwə́ only with nominal predicates as illustrated in (3) versus 

(4) (for both languages, the sources provide only examples of identificational 

constructions). Although I do not consider these languages as having CFNM for 

the purposes of the typology presented here, their addition would not disrupt the 
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general areal pattern established on the basis of negation constructions with ver-

bal predicates only. 

 

(1) Ngangela4 

 a. Kaci ́ impweeʋó ko 

  NEG.COP woman NEG 

 b. Kaci ímpweeʋo  

  NEG.COP woman  

 c. kéci-ko ímpweeʋo  

  NEG.COP-NEG woman  

  ‘It is not a woman.’ 

  (Maniacky 2003: 192) 

 

(2) ko-tw-a-mween-e ðiŋgóómbe 

 NEG-1PL-PRF-see.PRF-NEG cows 

 ‘We have not seen the cows.’ 

 (Maniacky 2003: 140) 

 

(3) Beiya 

 yɔ́ɔ́ yēn kúsén ʔwə́ 

 COP thing bush NEG 

 ‘It is not a wild animal.’ 

 (Littig and Kleinewillinghöfer 2012: 6) 

 

(4) Miǹ túúrə́ Fə̀lé 

 1SG come\NEG PROP 

 ‘I do not come to Poli.’ 

 (Littig and Kleinewillinghöfer 2012: 6) 

|| 
4 The following abbreviations will be used here: 1,2,3 first, second and third person; COP copula; 

DAT dative; DEF definite; DEM demonstrative; EMPH emphatic; FUT future; INDF indefinite; IPFV im-

perfective; LOG logophoric; NEG negation; NONHUM non-human; OBJ object; PFV perfective; PL plu-

ral; POSS possessive; PQ polar question; PRF perfect; PROG progressive; PROP proper name; PST past; 

QUO quotative; REFL reflexive; REL relative; SBJ subject; SBJV subjunctive; SG singular; STAT stative. 
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2.3 The issue of optionality 

I consider both obligatory and optional CFNMs. Obligatory CFNMs may be oblig-

atory throughout negation constructions or be confined to a subset of those. Op-

tional elements of negation constructions are taken into consideration in so far 

as their addition does not change the propositional meaning of the negative pred-

ication or the constraints on their use are conditioned primarily by structural 

properties of their environment rather than their meaning (cf. Idiatov 2015 on the 

CFNM wāā in the Mande language Dzuun [dnn]). Admittedly, it is not always pos-

sible to make a clear-cut distinction along these lines precisely because language 

change is gradual. One of the frequent cases like this is represented by elements 

that are said to be optionally added to “emphasize” negation and are sometimes 

provided with translations such as ‘at all’. As a rule of thumb, I presume that if 

the author of a grammatical description deems it necessary to state that a nega-

tion construction may contain a given optional element, this element is frequent 

enough in this construction for its original referential meaning to be sufficiently 

backgrounded. 

A different type of situation that is often conceived as involving optionality 

is when a default negation marker can be replaced by a negation marker that does 

change the propositional meaning of the negative predication and, for that rea-

son, neither marker can be said to be obligatory as such, yet the presence of at 

least some such marker in the construction is required for the construction to be 

negative. In other words, it is the particular way of expressing negation within a 

negation construction that is obligatory but not the specific negation markers. 

French provides a good example of such a situation as a consequence of an on-

going Jespersen cycle type evolution and loss of negative concord (cf. van der 

Auwera and Van Alsenoy 2016). In colloquial French, the older preverbal nega-

tion marker ne is usually omitted and only the newer negation marker pas is used 

immediately following the verb, as in(5). The default negation marker pas can be 

replaced by a number of more specific markers, such as jamais ‘(n)ever’, as in (6), 

or nulle part ‘nowhere’, as in (7), and, although the latter elements do change the 

propositional meaning of the predication, at least some such element must be 

used in this constructional slot for the predication to remain negative. The alter-

native English translations of (6) and (7) using never and nowhere respectively are 

closer to the French original and have similar origins as well (cf. Ingham 2013). 

 

(5) French    

 Elle (ne) va pas. 

 She NEG goes NEG 

 ‘She doesn’t go.’ 
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(6) Elle (ne) va jamais. 

 She NEG goes never 

 ‘She doesn’t ever go.’ or ‘She never goes.’ 

 

(7) Elle (ne) va nulle part 
 She NEG goes nowhere 

 ‘She doesn’t go anywhere.’ or ‘She goes nowhere.’ 

 

A somewhat more complicated example is provided by the Mande language 

Dzuun [dnn], as discussed by Idiatov (2015). Thus, Dzuun has a default CFNM 

wāā, as in (8), which may be omitted under certain conditions. In addition, 

Dzuun has a number of CFNMs that are semantically narrower than the default 

CFNM wāā, such as dɛ̄ ‘anymore, no more’ and kūrāā ‘(n)ever; (not) at all’. These 

specific CFNMs usually stand alone, as in (9), replacing wāā just like jamais or 

nulle part replace pas in the French examples (6) and (7). However, occasionally, 

they can also be followed by wāā, as in (10), or they can co-occur with each other 

when the negative meaning needs to be further specified, as in (11). Finally, some 

of the forms that function as specific CFNM markers can also occur in positive 

constructions, as illustrated with dɛ̄ in (12), where it functions as an emphatic 

marker. In this respect, consider French jamais, which can also be used in posi-

tive constructions, such as si jamais ‘if ever’ and pour jamais ‘forever’. 

 

(8) Dzuun 

 À náà wù è tsí wāā 

 3SG NEG.PST good 3SG.SBJV save NEG 

 ‘It was not good that he be saved.’ 

 (Solomiac 2007: 270) 

 

(9) Wó dɔ̀n náà, wó nā bómà jàá dɛ̄ 

 2SG enter come.IPFV 2SG NEG exit see.IPFV anymore 

 ‘You enter, but you do not find the exit anymore.’ 

 (Solomiac 2007: 254) 

 

(10) Tà bwèy, bɔ́ɔ́ rèè náà n’á rē yè ē 

 DEM moment Elder PL NEG.PST COP-3SG at 3PL.SBJV REFL 

 sɛ́rɛ́ kúráá wāā          

 pray at.all NEG          

 ‘At that time, the elders did not want to pray at all.’  

 (Solomiac 2007: 256, 578)  
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(11) À náà fyā fyɛ̄ dɛ̄ kūrāā 

 3SG NEG.PST fabric white anymore at.all 

 ‘[When the chicken wanted to come with the white fabric,] it was not a white 

fabric anymore.’ 

 (Solomiac 2007: 539) 

 

(12) À cī, á! cī mún dzūnwɛ̄īnsíá mún sàn fìrìū dɛ̄ 

 3SG QUO ah! QUO 1SG friend.DEF 1SG foot cheat.PFV EMPH 

 ‘He said: “Ah! My friend has really cheated me.”’ 

 (Solomiac 2007: 483) 

 

As illustrated on the example of Dzuun, a marker need not be a dedicated nega-

tion marker (be intrinsically negative in its meaning) to be considered a CFNM. 

2.4 The meaning of being clause-final 

The description “clause-final” in CFNM refers to the canonical position of the ne-

gation marker on the extreme right periphery of a clause. A given negation 

marker need not be in the absolute clause-final position in every possible con-

struction to count as a CFNM. What is relevant is that, in the clause where the 

verbal predicate is accompanied by two or more simple nominal arguments and 

one simple adjunct modifying the predicate, such as a simple place or time ad-

verbial, the position of the negation marker is determined with respect to the 

clause as a whole and not with respect to the verbal predicate, its nominal argu-

ments or its modifier. In a given language, the position of the CFNM with respect 

to other right periphery markers and verbal predicate modifiers may be fixed or 

depend on a range of factors, such as their scope, meaning, morphosyntactic 

structure and length. Again, as in the discussion of optionality of CFNMs, a clear-

cut distinction along these lines may not be always possible because change is 

gradual (although, more often, the difficulty is caused by the lack of relevant ex-

amples in the sources). 

A good example of possible complexities involved in the syntax of CFNMs is 

provided by three Eastern Mande languages of the Boko-Busa cluster, Boko [bqc], 

Busa [bqp] and Bokobaru [bus], whose CFNMs have the form =o (Boko) and =ro 

(Busa and Bokobaru). Like all Mande languages, the languages of the Boko-Busa 
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cluster have a strict SOVX constituent order in transitive constructions5 and SVX 

in intransitive constructions, where X stands for “oblique”, which is any constit-

uent (an argument or an adjunct) other than S and O (cf. Creissels 2005). The ca-

nonical position of the negation marker =(r)o is clause-final, as illustrated in (13). 

However, other right periphery elements with clausal scope, such as the polar 

question marker =à, follow the CFNM =(r)o, as illustrated in (14). Furthermore, 

“sentence level adverbial phrases and clauses may follow the negative marker” 

(Jones 1998: 299), as illustrated in (15), which can be compared to (14). The ten-

dency for adverbials to follow the negation marker =(r)o is more general in Busa 

and Bokobaru while, in Boko, it is especially longer adverbials that are affected. 

Finally, the negation marker =(r)o can be followed by the second coordinate in 

the alternative coordination construction, as in (16). This may be analyzed as a 

result of ellipsis, as is done by Jones (1998: 298). Alternatively, it may be seen as 

extraposition of a constituent to the right periphery because heavy constituents, 

such as the ones involving coordination, are dispreferred in argument positions 

(subject, object, postpositional phrase). This would not actually be uncommon in 

Mande and it would also parallel the tendency to place longer adverbials after the 

CFNM =(r)o. 

 

(13) Boko 

 ’í ī gbɛ́̃ pī-ɔ kã lá álɛ́ 
 fluid NEG.PFV person that-PL intoxicate as 2PL.PROG 

 ’e wà=o      

 see like=NEG      

 ‘Drink has not intoxicated those people as you are thinking.’ 

 (Jones 1998: 301) 

 

(14) ’àsí álɛ́ ma nááí kɛ ’e tìa=o=à?  

 so 2PL.PROG 1SG.POSS trust make until now=NEG=PQ  

 ‘So you are still not trusting me?’ (lit. ‘So you are not making my trust until 

now.’) 

 (Jones 1998: 299) 

 

 

|| 
5 Unlike most other Mande languages, the languages of the Boko-Busa cluster also allow null 

objects with anaphoric reading but only when the referent is non-human and only in non-per-

fective constructions, as well as perfective constructions with nominal subjects or a third person 

plural pronominal subject (Jones 1998: 212–213). 
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(15) aa mɛ̀ wa ’í mi=o ’e gɔɔ pɔ́ 

 3PL.PFV say.PFV 3PL.LOG.FUT water drink=NEG until time REL 

 wà aà dɛ̀      

 3.INDF.PFV 3SG.OBJ kill.PFV      

 ‘They said they would not drink until the time when he was killed.’ 

 (Jones 1998: 299) 

 

(16) má ’ésé vĩ=o ge màsé 

 1SG.STAT sorghum have=NEG or maize 

 ‘I don’t have any sorghum or maize.’ 

 (Jones 1998: 299) 

 

The canonical position of the negation marker =(r)o in Boko-Busa is clause-final 

and this is how it is classified within this typology. At the same time, the observed 

synchronic variation in its placement is indicative of an ongoing diachronic pro-

cess of the negation marker being attracted to the immediately post-verbal slot.6 

2.5 CFNMs and the relative order of object and verb 

Unlike in the typology of post-verbal negation markers by Dryer (2009), which is 

confined to languages with VO order, the relative order of object and verb is not 

relevant in the typology of CFNMs presented here. The object can either precede 

the verb as in the Dzuun and Boko-Busa examples above or follow it, as in the 

Gbaya Kara [gya] (Gbaya-Manza-Ngbaka) example in (17). 

 

 

 

|| 
6 The attraction of the negation marker in Boko-Busa from its original clause-final slot toward 

the immediately post-verbal one is likely to have been triggered by substrate influence of 

Baatonum, a Gur language spoken immediately to the southwest of Boko-Busa. In Baatonum, 

negation markers are mostly preverbal, except in the negative perfective construction, where the 

preverbal negation marker is complemented by a verbal suffix (Winkelmann and Miehe 2009: 

181–182). In Mande, the placement of negation markers varies but CFNMs are never attracted to 

the immediately post-verbal position, as it is not the position associated with polarity marking 

in Mande languages. Furthermore, there are sufficient reasons to assume that a substantial part 

of the current Boko-Busa populations shifted to Boko-Busa from Baatonum at some point in the 

past. For instance, Jones (1998: 5) points out the clear relation between the Boko-Busa terms for 

the non-royal Boko-Busa people (‘peasants’, ‘vassals’, ‘slaves’) and the Boko-Busa designations 

of the Baatonum. 
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(17) Gbaya Kara  

 ʔám gbɛ́ sàɗì há̃ kóò kɔ́m ɲɔ́ŋ ná 

 1SG kill\IPFV animal so.that wife POSS.1SG eat\IPFV NEG 

 ‘I did not kill game to feed my wife.’ (lit. ‘so that my wife eats’) 

 (Roulon-Doko 2012 : 5) 

 

What is relevant for my typology is that the position of the negation marker on 

the right periphery is determined with respect to the clause as a whole. Construc-

tions with VO order and constructions with OV order may present different types 

of analytic problems for determining whether the negation marker is clause-final 

in this sense or not. 

As pointed out by Dryer (2009: 319), in those (Sub-Saharan) African lan-

guages with VO order where the negation marker follows the object it “predomi-

nantly” also follows “any adverbs or adjunct phrases”. In other words, it is typi-

cally a CFNM. In this respect, Sub-Saharan African languages differ from 

languages with VO order and the negation marker following the object elsewhere 

in the world, such as German, the language cited by Dryer (2009) as an example. 

A rare example of a language from Sub-Saharan Africa similar to German is Jur 

Mödö [bxe] (Bongo-Bagirmi; Andersen 1981; Persson and Persson 1991), spoken 

in South Sudan on the periphery of the core CFNM area (cf. Figure 8, 10 or 11). Jur 

Mödö uses SVX order in intransitive constructions and SVOX order in transitive 

constructions. The slot immediately at the end of the verb phrase, viz., after V in 

intransitive construction and after O in transitive construction or, framed differ-

ently, immediately before the X slot, appears to be reserved in Jur Mödö for at 

least two grammatical markers, one of which is the negation marker dé, as illus-

trated in (18) and (19), and the other one is the resultative or perfect marker ɗɛ́ní 
(called “perfective” by Andersen 1981 or “completive” by Persson and Persson 

1991, as illustrated in (20).7 

 

 

 

 

|| 
7 Contrary to Dryer’s (2009: 320) statement that the negation marker “can be freely positioned 

among adverbial or adjunct elements”, Andersen (1981) and Persson and Persson (1991) only 

specify that the negation marker is a type of “adverb” which should “occur in the adjunct [posi-

tion], separated from the verb by the object” (Persson and Persson 1991: 15). Yet, in all the exam-

ples found in these sources, the negation marker is always the first of the “adverbs” or “ad-

juncts”, immediately following the verb or, if present, the object. 
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(18) Jur Mödö 

 m-ʊ́ɗɔ̀ ndɔ̀bɔ̀ dé kpɛ̀ tí=ì 
 1SG-do work NEG again with=2SG 

 ‘I won’t work with you again.’ 

 (Andersen 1981: 59) 

 

(19) mɔ̀rɔ́ ɩ́láɓá dé rɔ̀ kòbì 

 spear fall NEG at buffalo 

 ‘The spear did not hit the buffalo.’ 

 (Andersen 1981: 80) 

 

(20) kɩ̀rábà ʊ̀pɛ̀ kʊ́mʊ́ ɗɛ́nɩ́ dɩ̀ mì màlìbìwù 

 jackal release hare PRF from in snare 

 ‘Jackal released Hare from the snare.’ 

 (Persson and Persson 1991: 15) 

 

Beside the typical situation in African VO languages, where the clause-final 

status of a negation marker is relatively straightforward, we also find a number 

of VO languages on the periphery of the core CFNM area (cf. Figure 10 or 11), 

where a negation marker gravitates towards the end of the clause but it is not 

obvious whether its canonical position should be characterized as clause-final or 

not. One of the clearest examples of such a language is Nzadi [no code] (Bantu 

B865; Crane, Hyman and Tukumu 2011), whose description provides a detailed 

overview of the syntax of the post-verbal negation marker. In Nzadi, the negation 

is marked in two positions in the clause with the first marker occurring before the 

verb “in the auxiliary” (the form of this negation marker depends on the TAM 

values) and the second marker, bɔ, occurring after the verb “towards the end of 

the clause” and taking scope “over any of the elements” of the clause (Crane, Hy-

man and Tukumu 2011: 169, 173). (21) schematizes the possible positions of bɔ in 

various clause structures. 
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(21) Nzadi: the possible positions of the post-verbal negation marker bɔ (Crane, 

Hyman and Tukumu 2011: 171)8 

 S-V-bɔ 
S-V-O-bɔ 

S-V-IO-DO-bɔ 

S-V-DO-Obl-bɔ 

S-V-DO-Oblben-bɔ 

S-V-X-bɔ 

*S-bɔ-V 

?S-V-bɔ-O 

S-V-IO-bɔ-DO 

?S-V-DO-bɔ-Obl 

S-V-DO-bɔ-Oblben 

S-V-bɔ-X 

*bɔ-S-V 

 

*?S-V-bɔ-IO-DO 

*?S-V-bɔ-DO-Obl 

*S-V-bɔ-DO-Oblben 

 

For the purposes of my typology, negation markers similar to Nzadi bɔ are classi-

fied as optionally clause-final. From a diachronic perspective, such indetermi-

nacy suggests an ongoing syntactic change whereby a negation marker that, by 

virtue of its etymology, has originally evolved in a certain slot in the clause struc-

ture is being attracted to a different slot in the clause structure, presumably be-

cause this slot is associated with the expression of certain types of meanings.9 

|| 
8 The asterisk <*> marks ungrammatical options. Elsewhere in the source, the examples of bɔ 

placement options marked with the combination <*?> are also characterized as “ungrammati-

cal”, so it remains unclear what difference between <*> and <*?> was intended by the authors in 

this table. The question mark <?> marks options that are characterized as “strongly dispreferred” 

or “at least marginally acceptable”. S-V-IO-DO stands for ditransitive “double object construc-

tions”, where the indirect object is unmarked. S-V-DO-Obl stands for ditransitive “indirect object 

constructions”, where the indirect object, referred to as oblique, is introduced by the locative 

preposition kó. I added to the original table the row with the benefactive oblique (Oblben) marked 

by sám ꜜ é N (lit. ‘reason of N’), because it differs from the obliques introduced by the preposition 

kó in that “the preferred ordering may place bɔ before the benefactive”, although without any 

“strong preference either way” (Crane, Hyman and Tukumu 2011: 170). Finally, “X can be a non-

object complement, or any adjunct, and may co-occur with direct and indirect objects [including 

obliques], with bɔ placement restricted with regard to objects as in other cases” (Crane, Hyman 

and Tukumu 2011: 171). 

9 The original position of the Nzadi marker bɔ is probably after the indirect object, either the 

unmarked one or the one introduced by the preposition kó or, in the absence of such an indirect 

object, after the direct object or, when no object is present, after the verb. That is, it is now being 

attracted to the clause-final position, arguably because of its default clausal scope and its inter-

mediary function as attenuator of the assertive strength of the negative predication as a whole. 

Its original placement can be explained by its likely etymology as a possessive pronoun, which 

used to be coreferential with the subject and functioned as a kind of attenuator, something like 

‘as for Xi [Si does not P]’, which can be roughly compared to some uses of emphatic pronouns in 

French, as in Pierre ne sait pas, lui ‘Pierre does not know (while others might know)’ (lit. ‘Peter 

does not know, him’). Given the shape of bɔ, it is most likely the third person plural form that 

has become generalized. As described by Devos and van der Auwera (2013), possessive pronouns 

are not uncommon as a source of secondary negation markers in the Bantu languages of the 

area. 
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African languages with OV order and a post-verbal negation marker can be 

subdivided into two groups for the purposes of my typology. In the first group, 

the verb is normally followed by some constituents (arguments or adjuncts) other 

than the object. Most such languages seem to behave like the Mande languages 

Dzuun and Boko presented in Sections 2.3 and 2.4 in that the post-verbal negation 

marker also follows other post-verbal constituents and thus can be characterized 

as clause-final. Most such languages are in fact Mande. In the second group, the 

clause is basically verb-final so that, in principle, the question of whether the 

post-verbal negation marker is oriented toward the clause as a whole or just the 

verb is not particularly meaningful. However, where some diachronic evidence is 

available, it is usually clear that the post-verbal negation marker is oriented to-

ward the verb and not the clause as it often originates in a main verb reanalyzed 

as an auxiliary (cf. van Gelderen 2008: 232–233; Lucas 2009 on Afro-Asiatic lan-

guages). Therefore, by default, the post-verbal negation markers in such lan-

guages are not characterized as clause-final for the purposes of my typology. This 

situation is common among the Afro-Asiatic languages of northern and eastern 

Africa (Cushitic, Omotic, Semitic), as illustrated in (22) from Dhasaanac [dsh] 

(Cushitic; Tosco 2001), in some Nilo-Saharan groups in Chad and Sudan (such as 

Saharan, Fur and Nubian) and in Dogon and Ijoid languages in western Africa, 

as illustrated in (23) from Jamsay [djm] (Dogon; Heath 2008). 

 

(22) Dhasaanac 

 yáa ʔúm ma ká šuggun-iɲ 

 1SG.SBJ children NEG here bring.IPFV-NEG 

 ‘I am not going to bring the children here.’ 

 (Tosco 2001: 299) 

 

(23) Jamsay 

 ɔ́ɣɔ́rɔ́ kò-rú yɔ̀wɔ̀-l-á 

 quickly NONHUM-DAT accept-PFV.NEG-3PL.SBJ 

 ‘They did not readily accept it [= plow].’ 

 (Heath 2008: 368) 

3 The data 

The data for this study come from individual grammatical descriptions comple-

mented by a number of existing typological surveys of negation patterns in Af-
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rica, such as Dryer’s (2009) survey of post-verbal negation markers in the VO lan-

guages of Central Africa, Devos and van der Auwera’s (2013) study of multiple 

negation marking in Bantu languages10 and Beyer’s (2009) study of double nega-

tion marking in the languages of the area centered around the Volta River basin 

in western Africa. I tried to cross-check the information coming from typological 

surveys in grammatical descriptions whenever possible. 

My sample consists of 618 languages, of which 256 languages appear to use 

some kind of CFNM while 328 languages clearly lack a CFNM and, for 34 lan-

guages, the information available was not sufficient for an informed decision. For 

most purposes, I combined the latter two groups as languages without CFNMs 

(362 languages). The geographic distribution of the 618 languages of my sample 

is presented in Figure 5 in Section 1. Figure 5 also represents this distribution as 

spatial intensity, that is, the degree of concentration of languages taken as points 

in space. The most important concentration of languages is found in the area 

around the border between Cameroon and Nigeria. Another area of high concen-

tration of languages stretches from Togo into the southwest of Burkina Faso. Fig-

ure 6 shows the geographic distribution and the spatial intensity of the 256 lan-

guages that have CFNMs and Figure 7 of the 362 languages that do not have 

CFNMs. The overall pattern of distribution of languages with CFNMs in Figure 6 

resembles the pattern of distribution in the sample as a whole in Figure 5. The 

pattern in Figure 6 is, however, more spatially circumscribed in almost all direc-

tions. It is basically restricted to northern Sub-Saharan Africa. Its focal area, alt-

hough equally situated in the area around the border between Cameroon and Ni-

geria, has a relatively northern position and its westward extension towards 

southwestern Burkina Faso is somewhat less pronounced and has a more clearly 

latitudinal east-west orientation (as opposed to a more southeast-northwest ori-

entation in Figure 5). 

|| 
10 I am grateful to Maud Devos and Johan van der Auwera for providing me with the source 

database they created for that survey. 
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Fig. 6: Geographic distribution of the 256 languages with CFNMs and their spatial intensity 

 

Fig. 7:  Geographic distribution of the 362 languages without CFNMs and their spatial intensity 

The pattern of distribution of languages without CFNMs in Figure 7 is quite dif-

ferent, especially in its eastern part. To begin with, the distribution in Figure 7 is 
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much more spread out. Importantly, it is characterized by a clear depression in 

Central Africa where the pattern has a U-shaped curve. This depression in the 

pattern in Figure 7 is created by the presence of a relatively homogenous cluster 

of languages with CFNMs in that area, whose importance may not be obvious 

from Figure 6. The depression (and the cluster of languages with CFNMs that cre-

ates it) is northeast-southwest oriented and extends from the Central African Re-

public along the Congo River, corresponding on the map to the border between 

Congo and the Democratic Republic of Congo. This depression makes the pattern 

go southward in Cameroon, parallel to the coast towards the lower reaches of the 

Congo River, where it then turns eastward and finally turns back around central 

Democratic Republic of Congo in a northeast direction toward Ethiopia. It is in-

teresting to compare the West African focal area of Figure 7with that of Figure 6. 

The focal area in Figure 7 is both wider and more pronounced, stretching in a 

southeast-northwest orientation similar to what we find in the sample as a whole 

in Figure 5. Similarly to the focal area in Figure 6, the eastern end of the focal area 

in Figure 7 is situated around the border between Cameroon and Nigeria but it 

has a clearly more southern position, spanning southeastern Nigeria and south-

ern Cameroon. 

4 Increasing the granularity in the data: 

obligatoriness and constructional freedom 

The patterns of geographic distribution of the languages of the sample presented 

in Figure 5 (Section 1) and Figures 6 and 7 in Section 3 are basically point patterns. 

As such, they show us the overall extent of the languages with and without 

CFNMs and highlight the regions of high and low concentration of the two types 

of languages. This is valuable information for a first approach to the phenome-

non. However, this binary representation hides important diversity among the 

languages with CFNMs. In order to better capture this diversity and thus get a 

better idea of the possible historical and spatial dynamics that brought about the 

current situation, we need to increase the degree of granularity of our data. Fol-

lowing the discussion of the different issues involved in delimiting CFNMs in Sec-

tion 2, I will use two parameters. The first one is obligatoriness of CNFMs, that is, 

whether CFNMs are obligatory or optional, and the second one are possible re-

strictions on the freedom to use CFNMs in different constructions. The two rank-

ing options of these parameters and the pseudo-numerical values assigned to 
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them are summarized in Table 1.11 The last column provides the numbers of lan-

guages of each type. CFNMs that are obligatory and free from constructional re-

strictions are ranked highest, as 4, in both ranking options, while CFNMs that are 

both constructionally restricted and optional are ranked lowest, as 1. 

Tab. 1: Constructional restrictions and optionality: two ranking options 

Constructional 

freedom highest 

Constructional 

freedom 

Obligatoriness Obligatoriness 

highest 

Number of 

languages 

0 no CFNMs 0 328 

0.5 unclear 0.5 34 

1 restricted optional 1 7 

2 unrestricted optional 2 22 

3 restricted obligatory 3 31 

4 unrestricted obligatory 4 196 

 

In principle, either of the two parameters could be ranked first. It so happens that, 

for this particular distribution of languages with CFNMs, which is highly skewed 

to one side, both options produce very similar results. Nevertheless, I have a prin-

cipled preference for ranking obligatoriness highest because I conceive obligato-

riness as the defining property of grammatical meanings (see Idiatov 2008 for a 

detailed discussion). Lack of constructional restrictions on the use of a grammat-

ical marker is a property of canonical grammatical markers (in the sense of ca-

nonical typology; cf. Brown, Chumakina and Corbett 2013. Therefore, CFNMs that 

are both obligatory and free of constructional restrictions are canonical grammat-

ical markers whereas other types of CFNMs fall short of such status. 

An important point to be mentioned with respect to the classification in Table 

1 is that it classifies languages, not CFNMs. If a language has several CFNMs that 

|| 
11 The values are pseudo-numerical in the sense that their numeric values are basically arbi-

trary and are just intended to reflect the relative order of the different combinations of the pa-

rameters. In fact, whether we use these numeric values or just an ordered list of factors does not 

matter that much. The two methods give very similar results in terms of spatial analysis, for in-

stance, when we visualize them using spatial interpolation (see Section 5.1). However, I prefer to 

use the pseudo-numeric values because they allow to better capture the relative status of lan-

guages that do not have CFNMs as opposed to the different types of languages that have or may 

have CFNMs. See also Section 5.1 for an alternative coding scheme for pseudo-numeric values 

applied in generalized additive modeling. 
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differ with the respect to the two parameters, I choose the CFNM that ranks high-

est, as the closest to being a canonical grammatical marker, to represent the lan-

guage as a whole. Admittedly, this way, some of the diversity fails to be properly 

reflected in the typology but I do not see very well how I can incorporate this in-

formation. Furthermore, I also have the impression that adding it would not have 

significant effects on the overall results. 

5 Areal typology of CFNM in Sub-Saharan Africa 

In this section, I first discuss the results and potential pitfalls of two methods of 

spatial analysis and visualization of the distribution of the values of the feature 

CFNM in Sub-Saharan Africa, as well as some geographic correlations that 

emerge from this analysis (Section 5.1). In particular, I apply spatial interpolation 

(using two different types of smoothing, kernel smoothing and inverse-distance 

weighted smoothing) and generalized additive modeling (GAM). The different 

methods used converge on the same spatial pattern of the feature CFNM. They 

confirm the existence, the position and the overall shape of two focal areas, the 

Central Focal Area (CFA) spanning the east of West Africa and parts of Central 

Africa and the Western Focal Area (WFA) restricted to West Africa. The two areas 

are separated by a major discontinuity around Ghana, Togo and Benin. Of the two 

focal areas, the CFA can be called the primary focal area, given its prominence, 

and the WFA a secondary focal area. In Section 5.2, I address the issue of the his-

torical core of the CFA. In particular, I argue that, despite the apparent promi-

nence of an area in southern Chad and the Central African Republic within the 

CFA, it cannot represent its historical core and that it is much more likely that the 

primary historical core of the CFA is situated immediately to the northwest of the 

Central African Republic along the Benue River corridor going from southern 

Chad through northern Cameroon into central Nigeria. At the same time, as dis-

cussed in Section 5.3, this area in southern Chad and the Central African Republic 

prominent within the CFA must have served as the source for the spread of the 

feature CFNM among Bantu languages further south in the Congo River corridor 

and the north of the Democratic Republic of Congo. Section 5.3 further offers a 

discussion of the broader issue of the distribution of optional and/or restricted 

CFNMs in Africa and argues that, as expected, such grammatically non-canonical 

CFNMs tend to be peripheral areally as well.  
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5.1 Spatial analysis: spatial interpolation, generalized 
additive modeling and correlations with geography 

The spatial distribution of languages with different kinds of CFNMs (as distin-

guished in Section 4) and languages without CFNMs can be inspected in a num-

ber of ways. The most straightforward option is to visualize the data by means of 

spatial interpolation, which I perform here using the pseudo-numeric values de-

scribed in Section 4. We can also use an alternative coding scheme for pseudo-

numeric values, as we will do for generalized additive modeling further in this 

section, or use an ordered list of factors without any noticeable impact on the 

results. Thus, Figure 8 shows the result of spatial interpolation using kernel 

smoothing and Figure 9 shows the result of spatial interpolation using inverse-

distance weighted smoothing. 

 

Fig. 8: The spatial interpolation graphic of the different values of the feature CFNM (as de-

scribed in Section 4) using Gaussian kernel smoothing (the default bandwidth value adjusted 

by 1.3) 
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Fig. 9: The spatial interpolation graphic of the different values of the feature CFNM (as de-

scribed in Section 4) using inverse-distance weighted smoothing (power = 6) 

Different spatial interpolation methods produce slightly different visualizations, 

which may allow to better highlight different aspects of the spatial distribution. 

Thus, the interpolation using kernel smoothing in Figure 8 is somewhat better in 

visualizing the overall structure of the spatial distribution of the feature CFNM. It 

clearly shows a major discontinuity in the distribution of languages with CFNMs 

in Northern Sub-Saharan Africa (NSSA) around Ghana, Togo and Benin. This dis-

continuity cuts off a secondary focal CFNM area that is centered on the region 

where the borders of Burkina Faso, Mali and Ivory Coast come together. For ease 

of reference, I refer to this secondary CFNM focal area in NSSA as the Western 

Focal Area (WFA) and to the main CFNM focal area to the east of it as the Central 

Focal Area (CFA). Both the interpolation using kernel smoothing in Figure 8 and 

the interpolation using inverse-distance weighted smoothing in Figure 9 show 

that the CFNM areas in NSSA are largely confined to the hinterland. The location 

of the three clearest extensions of the CFNM area toward the Gulf of Guinea coast 

is somewhat better visible in Figure 9. Thus, the first such extension is found 

around southern Togo and Benin, largely bridging the gap between the CFA and 

the WFA. The second coastal extension is located in the south of central Nigeria 

and is formed by the southward spread of the Edoid languages. While the first 

two coastal extensions are themselves likely to result from relatively recent lan-

guage spread and/or contact events, the gap between them may be just as well 
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accidental. Thus, the gap area is occupied by one big language (or a cluster of 

closely related lects), viz., Yoruba, that must have expanded into the gap area 

from a more hinterland location in central Nigeria relatively recently and the re-

spective proto-language may have simply happened to lack the CFNM feature by 

chance or lost it when moving into the area. In this respect, note that CFNMs are 

found in various related languages spoken just outside of the gap area, such as 

many Edoid languages or Igala, which belongs to the same lower-level Yoruboid 

linguistic grouping as Yoruba. The third coastal extension along the Congo River 

corridor is due to relatively recent language and/or population movements out of 

Central Africa affecting the Bantu languages in that area (see Section 5.3). 

Depending on how the underlying data is distributed in space exactly, spatial 

interpolation may produce certain visualization artefacts that one should be 

aware of when analyzing the results. Thus, both methods exaggerate to different 

extents the prominence of a number of regions, such as the region where the bor-

ders of the Democratic Republic of Congo, Angola and Zambia come together, the 

region in central Mozambique and the region toward the northeast of South Su-

dan. These exaggerated prominence regions are due to the fact that the sample 

data points are sparsely distributed in these regions (either because there are 

simply fewer languages or because the languages were not sampled). To see why 

this may affect visualization, we can represent data points by peaks whose height 

corresponds to the numeric value of the types in Table 1. The peaks representing 

a few isolated examples of CFNM languages in such a region would get very wide 

slopes when other data points are far. Several low prominence regions in the Sa-

hara in Figure 9 are basically due to the same reason and do not correspond to 

any real languages, as becomes clear when we compare Figure 9 to Figure 6. That 

these spurious prominence regions in the Sahara are absent in Figure 8 is just due 

to the way the sample data points happen to be distributed on the southern 

fringes of the Sahara and the bandwidth value chosen for kernel smoothing.12 Fi-

nally, care should be exercised when interpreting the region of high prominence 

(as reflected by its darker shading) within the CFA in southern Chad and the Cen-

tral African Republic in Figure 8. Although it is tempting to interpret it as the core 

or hotbed of the CFA, as discussed in Section 5.2, a different interpretation may 

be more appropriate. In this respect, note that this region of high prominence is 

absent in Figure 9, which uses a different spatial interpolation method. 

|| 
12 In this respect, note a number of slight northward spikes in Figure 8, such as the spikes in 

central Chad and southeastern Niger, which correspond to much clearer spikes in the same 

places in Figure 9. 
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Although spatial interpolation is a valuable visualization tool, it does not 

produce quantifiable results. A statistical tool well-adapted for spatial analysis 

that can do that is provided by generalized additive models (GAM),13 for instance, 

as implemented in the mgcv package for R (Wood 2015). There are different ways 

to code our response variable, viz., the type of the feature CFNM. One option 

would be to code it as an ordered categorical variable. The big disadvantage of 

this option would be that it does not reflect the importance of the divide between 

the absence and presence of CFNMs in the language and the certain hierarchy 

between the six values of the feature CFNM of Table 1. For this reason, I will not 

use this coding. The results it produces are actually largely comparable to the 

other two options that we are going to consider, although less clear-cut. The latter 

two options both involve pseudo-numeric values assigned to the six values of the 

feature CFNM. The first coding scheme simply reuses the numbers from Table 1 

(with obligatoriness ranked highest). The other coding scheme uses a scale from 

0 to 1, with 0 corresponding to the absence of CFNMs and 1 corresponding to the 

presence of canonical CFNMs (type 4 in Table 1), which may better capture the 

hierarchy between the six values of the feature CFNM. The two coding schemes 

are compared in Table 2. 

Tab. 2: Two coding schemes for pseudo-numeric values of the feature CFNM 

Constructional freedom Obligatoriness 

(ranked highest) 

Scheme 1 Scheme 2 

no CFNMs 0 0 

unclear 0.5 0.5 

restricted optional 1 0.625 

unrestricted optional 2 0.75 

restricted obligatory 3 0.875 

unrestricted obligatory 4 1 

 

|| 
13 GAM is an extension of multiple regression that provides flexible tools for modeling complex 

interactions describing wiggly surfaces. A practical introduction to GAMs for linguists can be 

found in Baayen (2013), Tamminga, Ahern and Ecay (2016) and Winter and Wieling (2016). Some 

good examples of use of GAMs in linguistics in relation with spatial analysis are provided by 

Wieling, Nerbonne and Baayen (2011) and Wieling et al. (2014). Idiatov and Van de Velde (2016, 

2018) apply GAM for spatial analysis of lexical frequencies of labial-velar stops in NSSA. 
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We will consider two GAMs, one using Scheme 1 and one using Scheme 2. Both 

GAMs estimate the values of the feature CFNM as a function of the combination 

of longitude and latitude using thin-plate regression splines. The plots in Figure 

10 and Figure 11 represent the regression surface of the two GAMs produced using 

Gaussian distribution as a contour plot with the heat map color scheme. In the 

heat map color scheme, the lighter the color, the higher the temperature, which, 

in our case, corresponds to a higher pseudo-numeric value of the feature CFNM. 

The contour lines are isopleths that mark deviations from the mean in terms of 

standard deviation. 

 

Fig. 10: A contour plot with the heat map color scheme visualizing a GAM produced using 

Scheme 1 for coding of the feature CFNM (k=13, family = Gaussian, edf = 41.73, p < 2e-16, devi-

ance explained = 43.7%, AIC = 2234) 
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Fig. 11: A contour plot with the heat map color scheme visualizing a GAM produced using 

Scheme 2 for coding of the feature CFNM (k=13, family = Gaussian, edf = 42.72, p < 2e-16, devi-

ance explained = 42.5%, AIC = 552) 

The two GAMs produce very similar results. Basically, they only differ in their 

Akaike information criterion values (AIC), with the GAM based on Scheme 2 hav-

ing a much better AIC. However, this does not so much reflect the quality of the 

respective model as the difference in the coding scheme used, arguably favoring 

Scheme 2. 

The GAM plots in Figure 10 and Figure 11 are very similar to the spatial inter-

polation plots in Figure 8 and Figure 9, minus the visualization artefacts pro-

duced by spatial interpolation and discussed above. The different methods used 

converge on the same spatial pattern of the feature CFNM. They confirm the ex-

istence, the position and the overall shape of two focal areas, the CFA and the 

WFA, separated by a major discontinuity around Ghana, Togo and Benin. 

Of the two focal areas, the CFA can be called the primary focal area, given its 

prominence, and the WFA a secondary focal area. The overall shape of the two 

focal areas can be broadly described as the hinterland of the Gulf of Guinea. Start-

ing with the WFA in southern Mali and northern Ivory Coast, the region where 

the feature CFNM is prominently present extends eastward, primarily following 
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grasslands and woodland savannahs north of the forest zone, for the most part 

staying outside of the coastal regions. It is interrupted by only one major discon-

tinuity separating the WFA from the CFA. Geographically, this major discontinu-

ity corresponds rather well to the so-called Dahomey Gap, a southward savannah 

corridor interrupting the zonal West African rain forest. This may look strange at 

first, as the WFA and the CFA themselves are in the savannah zone. However, the 

north-south orientation of this savannah corridor can also be seen as conducive 

to interrupting the general east-west dynamics of the population and language 

movements in the western part of NSSA. Thus, I believe that this discontinuity is 

primarily due to the combined effect of the southward spread of Songhay into the 

current gap area from the north and the northward spread of the Tano subgroup 

of Kwa from the coastal regions in the south. 

The slight southeastward bent of the CFA in southern Chad toward the Cen-

tral African Republic follows well the orientation of the relevant ecological zones, 

topography and hydrography of this part of NSSA, as illustrated in Figure 12 on a 

relief map of Africa.14 The CFA further marginally spills over into South Sudan in 

the east and, much more significantly, into equatorial Central Africa in the south-

west along the Congo River corridor (see Section 5.3). The two plausible zones 

through which the interaction between the CFA and these neighboring areas is 

likely to have primarily occurred are marked in Figure 12 as A and B respectively, 

with the difference in the degree of interaction graphically represented by the dif-

ference in font style of the two symbols. 

 

|| 
14 The eastern borders of Chad and the Central African Republic largely correspond to the di-

vide separating the Lake Chad and Congo River drainage areas to the west from the Nile River 

drainage area further east. The southwestern border of Chad and the western border of the Cen-

tral African Republic roughly reflect the divide separating the same Lake Chad and Congo River 

drainage areas from the drainage areas of the Niger River and some smaller rivers flowing into 

the Gulf of Guinea. The shape of the divides themselves naturally results from the relief of the 

area. 
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Fig. 12: A relief map of Africa: the arrow highlights the correlation between the topography and 

the southeastward bent in the CFA around southern Chad – A and B mark plausible primary in-

teraction zones between the CFA and the neighboring regions in South Sudan and equatorial 

Central Africa 

5.2 The Central Focal Area: the core issue 

In Figure 8, which is a spatial interpolation plot with kernel smoothing, and Fig-

ures 10 and 11, which are visualizations of two different GAMs, the CFA is charac-

terized by a region of high prominence in southern Chad and the Central African 

Republic (as reflected by its darker shading in Figure 8 and lighter colour in Fig-

ures 10 and 11). Therefore, it may be tempting to interpret the region in southern 

Chad and the Central African Republic as the core or hotbed of the CFA, with all 

the obvious historical implications that such an interpretation would entail. At 

the same time, this region of high prominence is absent in Figure 9, which uses a 

different spatial interpolation method, viz., inverse-distance weighted smooth-

ing. Similarly, the same region looks anything but prominent in Figure 6, which 

shows the distribution of the languages with CFNMs and their spatial intensity. 

Clearly, care should be exercised when interpreting the relevance of this region 
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of high prominence within the CFA. In fact, I believe that the prominence of the 

region in southern Chad and the Central African Republic is epiphenomenal and 

that this region is not the core of the CFA. A much better candidate for this role is 

the Benue River corridor going from central Nigeria through northern Cameroon 

into southern Chad. The apparent prominence of this region within the CFA stems 

from a combined effect of a number of factors, primarily relevant to its southern 

part in the Central African Republic. On the one hand, we have the geography of 

the region, which makes it a kind of cul-de-sac with lots of marshy and seasonally 

flooded areas. On the other hand, we have the linguistic and population history 

of the region, which appears to be characterized by strong founder effects. 

When looking closer into this part of the CFA, it is first important to note that 

this region of Central Africa is very homogenous with respect to the feature CFNM 

with most (if not all) languages having canonical CFNMs (type 4). At the same 

time, this region of Central Africa is both rather homogenous linguistically and 

rather sparsely populated. It is sparsely populated both in absolute terms, as be-

comes obvious from the low density of populated places in this region in Figure 

13, and in terms of the languages spoken there. The latter fact is apparent in Fig-

ure 5, which shows the distribution of the languages of the sample. 

 

Fig. 13: Populated places in NSSA (based on the data from GeoNames.org) – the oval centered 

on the Central African Republic roughly indicates the relevant southern part of the CFA 
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To see how the sparse language density can be relevant for the apparent promi-

nence of the region in question, recall the discussion of some of the possible ar-

tefacts of the visualization by means of spatial interpolation in Section 5.1. As for 

the linguistic homogeneity, this region is occupied by a small number of linguis-

tic groups, all of which are rather shallow, viz., Gbaya-Manza-Ngbaka, Sere-

Ngbaka-Mba, Banda, Ngbandi-Mongoba-Kazibati, Zande and Western Sara-

Bongo-Bagirmi. All but the last group have traditionally been classified together 

under the label Ubangian, although more recently Gbaya-Manza-Ngbaka was ex-

cluded from this group. Western Sara-Bongo-Bagirmi is a branch of the Sara-

Bongo-Bagirmi family, which itself is a subgroup within Central Sudanic. The 

map in Figure 14 illustrates the location of the first five groups under their older 

grouping as Ubangian and the map in Figure 15 shows the distribution of the 

Sara-Bongo-Bagirmi languages as a whole.  

 

Fig. 14: Ubangian groups (Sere-Ngbaka-Mba, Banda, Ngbandi-Mongoba-Kazibati, Zande) and 

Gbaya-Manza-Ngbaka (formerly also classified as Ubangian) (Moñino 1988) 
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Fig. 15: Sara-Bongo-Bagirmi languages (Boyeldieu 2006) – the Western Sara-Bongo-Bagirmi 

languages are in pink (or light grey) (e.g., Kaba), dark grey (e.g., Gula or Gele) and brown (or 

normal grey) (e.g., Yulu) 

The degree of internal diversity within all the six groups (Gbaya-Manza-Ngbaka, 

four Ubangian groups and Western Sara-Bongo-Bagirmi) is also rather low. Some 

of these groups could have just as well been referred to as languages without 

much exaggeration. Furthermore, within Ubangian, at least based on lexical sim-

ilarity (cf. Boyeldieu and Cloarec-Heiss 1986; Moñino 1988:19), Sere-Ngbaka-Mba 

and Banda can be said to be rather closely related and probably also form one 

group with Ngbandi-Mongoba-Kazibati, with only Zande left out as not being 

transparently related to the other three Ubangian groups. 

Another important point is that, beside being rather shallow and having a 

low level of internal diversity, most, if not all, of these groups are very likely to 

have moved into this region of Central Africa relatively recently and it is only 

upon their entering this region that most speciation events within these groups 

have occurred. For instance, Figure 16 shows the reconstructed migration routes 

of the Sara-Bongo-Bagirmi populations, indicating the Proto Sara-Bongo-Bagirmi 

homeland in what is now South Sudan just outside of our region in question, the 

Proto Western Sara-Bongo-Bagirmi diversification node in the northeast of the 

Central African Republic inside the region in question and an important node of 

further diversification within Western Sara-Bongo-Bagirmi around the border be-

tween Chad and the Central African Republic, viz., the Proto Sara node. Similarly, 
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as can be seen in Figure 14, both the Sere group of Sere-Ngbaka-Mba and a part 

of Banda are still spoken in South Sudan approximately in the same area as the 

Proto Sara-Bongo-Bagirmi homeland in Figure 16. Furthermore, the available ev-

idence suggests that both the remaining part of Banda and the Ngbaka-Mba 

group of Sere-Ngbaka-Mba have also moved into the region in question from ap-

proximately the same area in South Sudan (e.g., Rombi and Thomas 2006: 22 for 

Ngbaka-Mba; Tisserant 1930: 8–10 for Banda). 

 

Fig. 16: The reconstructed migration routes of the Sara-Bongo-Bagirmi populations (Boyeldieu 

2006) (*SBB is the Proto Sara-Bongo-Bagirmi homeland; *OCC the Proto Western Sara-Bongo-

Bagirmi diversification node; *SARA the Proto Sara diversification node, a major subgroup 

within Western Sara-Bongo-Bagirmi) 

Summing up, the region in question appears to have been occupied relatively re-

cently by six shallow and rather homogenous linguistic groups and, of these six 

groups, at least three are transparently related to one another and may also be 

more distantly related to yet another group out of these six, which reduces the 

whole number of the different linguistic groups involved to three. These groups 

have moved into the region from outside. Moreover, all but one group have most 

likely migrated out of the same general area in what is now South Sudan, which 

makes it likely that they had been in close contact with each other even before 

entering the region in question. The only probable exception is Gbaya-Manza-
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Ngbaka, which is more likely to have entered the region from the north some-

where in southern Chad and closer to the majority of the remaining languages of 

the CFA. These groups have then undergone further diversification upon entering 

the region. As the proto-language of Gbaya-Manza-Ngbaka is likely to have al-

ready had CFNMs, we end with a very high probability that the remaining two (or 

maximally three) proto-languages coming out of the same area simply happened 

to have CFNMs from the start or happened to acquire them upon entering the re-

gion. In such a situation, it is easy to imagine how the respective region may have 

easily become as homogenous as it is with respect to the relevant feature due to 

founder effects. In fact, the languages spoken in the region in question are rather 

homogenous with respect to a number of features that are otherwise highly unu-

sual typologically,15 such as the high lexical frequency of labial-velar stops (Idia-

tov and Van de Velde 2016, 2018), the prominent presence of labial flaps (Olson 

and Hajek 2003) and the use of possessee-like qualifier constructions (also 

known as dependency reversal) (Van de Velde 2012, 2013: 233–234). 

In view of the arguments presented above, it is extremely unlikely that the 

prominent presence of canonical CFNMs in this region of Central Africa attests in 

any way to the hypothesized historical role of this region as a would-be primary 

core of the CFA. At the same time, as will be discussed in Section 5.3, this region 

of Central Africa with its prominent presence of CFNMs must have served as the 

source for the spread of the feature CFNM among Bantu languages further south 

in the Congo River corridor and the north of the Democratic Republic of Congo. 

Given the overall orientation of the CFA and its population dynamics as driven by 

the ecology and geography of the area, it is most likely that the primary historical 

core of the CFA is situated immediately to the northwest of the Central African 

Republic along the Benue River corridor going from southern Chad through 

northern Cameroon into central Nigeria. This is basically the high prominence 

region on the spatial intensity plot of languages with CFNMs in Africa in Figure 

6. The region along the Benue River corridor is densely populated both in terms 

of people (cf. Figure 13) and languages (cf. Figures 5 and 6). Moreover, the lin-

guistic landscape of this region is highly fragmented and characterized by a lot 

of deep linguistic diversity, which forms a stark contrast with the Central African 

Republic areas of the CFA further to the southeast that I have discussed first. 

|| 
15 This does not mean, of course, that these features need to be restricted to the languages of 

the region. 
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5.3 Optional and/or restricted CFNMs: grammatically non-
canonical and areally peripheral 

From the perspective of language change dynamics, optionality and construc-

tional restrictions of CFNMs are likely to characterize either innovated or disap-

pearing markers, depending on what the direction of change is. Detailed compar-

ative studies would be required to determine the direction with certainty. Yet, 

given what I know about the languages in question, my strong impression is that 

such CFNMs are more often innovations than retentions from older stages on their 

way out. 

From an areal typological perspective, languages with optional and con-

structionally restricted CFNMs, viz., languages with scores 1, 2 and 3 in the col-

umn “obligatoriness highest” in Table 1 (which I will refer to as types 1, 2, 3), are 

expected to be located mostly toward the periphery of the area of languages with 

CFNMs. This expectation is indeed borne out, as can be seen by comparing the 

spatial distribution of such languages in Figure 17 with that of all the languages 

having CFNMs in the sample in Figure 6 (cf. Section 3). Remarkably, languages of 

types 2 and 3 happen to be in almost complementary spatial distribution, with 

noticeable overlaps only in the Congo River corridor (cf. Section 3) and in south-

western Cameroon, which are also the same two regions where one finds lan-

guages of type 1. Moreover, languages of type 2 are almost all Bantoid and, within 

that group, they are almost all Narrow Bantu languages whereas the languages 

of type 3 are much more genetically diverse, which suggests that there is some-

thing different about Bantoid and especially Narrow Bantu languages. Typologi-

cally, Narrow Bantu languages are indeed known to differ in many respects from 

the languages in more northern parts of Sub-Saharan Africa, to most of which 

they are actually related (cf. Clements and Rialland 2008; Güldemann 2008). 
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Fig. 17: Languages with optional and constructionally restricted CFNMs (see Table 1 for the 

meanings of the values 1, 2, 3 in the column “obligatoriness highest”) 

A possible explanation for the observed distribution of type 2 is that CFNMs 

in Bantoid and especially Narrow Bantu languages tend to develop through 

somewhat different pathways than elsewhere, the pathways that are less likely 

to lead to constructional restrictions but are more likely to result in optional 

CFNMs, either in the sense that they are clause-final but optional in that position 

or that they are optionally clause-final. As described by Devos and van der Au-

wera (2013), “recurrent sources for post-verbal negative markers [including 

CFNMs] in Bantu languages are locative pronouns, possessive pronouns and neg-

ative (answer) particles”, which indeed seem to be rarely attested as sources of 

CFNMs in more northern parts of Sub-Saharan Africa. As mentioned with respect 

to the negation marker bɔ in the Bantu language Nzadi in Section 2.5, which is 

optionally clause-final, possessive pronouns as a source of post-verbal negation 

markers are, for instance, unlikely to originate in the clause-final position. To 

some extent, the same is true for locative pronouns in Bantu. Negative answer 

particles as a source of post-verbal negation markers, although likely to originate 

in the clause-final position, are unlikely to be constructionally restricted. 
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The frequent optionality of CFNMs in Bantu must have much to do with their 

relatively young age. The relatively recent innovative character of CFNMs in 

Bantu is confirmed by their restricted distribution within Bantu and important 

variation in their forms across Bantu, which starkly contrasts with the relative 

uniformity and almost universal obligatory presence of the older pre-verbal ne-

gation markers (cf. Kamba Muzenga 1981; Güldemann 1999; Devos and van der 

Auwera 2013). Moreover, while the forms of the older pre-verbal negation markers 

can be reconstructed to Proto Bantu, they cannot be provided with an etymology 

other than a negation marker (Kamba Muzenga 1981). At the same time, CFNMs 

cannot be reconstructed to Proto Bantu and, when their etymology can be estab-

lished, they often originate in elements that are not negation markers. The only 

noticeable exception are CFNMs originating in negative answer particles. 

Another important factor contributing to the frequent optionality of CFNMs 

in Bantu is that, typically, clause-final markers as such are not a prominent mor-

phosyntactic feature of Bantu languages and, in this respect, they clearly differ 

from languages of northern Sub-Saharan Africa (cf. Idiatov 2012a). Whereas the 

prominent presence of clause-final markers in the morphosyntax of languages of 

northern sub-Saharan Africa would be propitious for the upgrade of innovated 

CFNMs from optional to obligatory status, such a pull factor is generally lacking 

in Bantu languages. 

Within Bantu, the Congo River corridor is clearly the focal area of the inno-

vation of CFNMs. This is suggested already by the observation in Figure 17 that 

Bantu languages of type 3 are basically confined to this region and that the con-

centration of Bantu languages of type 2 is also highest in the same region. The 

importance of the Congo River corridor becomes even more obvious when we in-

clude Bantu languages of type 4, i.e., Bantu languages with obligatory and con-

structionally unrestricted CFNMs. Thus, as can be seen in Figure 18, Bantu lan-

guages with more canonical CFNMs are equally concentrated in the Congo River 

corridor. 
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Fig. 18: Bantu languages with CFNMs (see Table 1 for the meanings of the values 1, 2, 3, 4 in the 

column “obligatoriness highest”) 

Furthermore, we can observe in Figure 18 two weak stretches of Bantu languages 

with CFNMs that appear to be linked to the northern and southern ends of the 

Congo River corridor and both going southeast, one to the north and the other to 

the south of the Congo River basin. Of these two secondary prominence zones, 

the southern one is clearly historically an offshoot of the Congo River corridor 

whereas the northern one must share its origin with the Congo River corridor in 

the CFA, situated further north in the Central African Republic (cf. Figures 8 and 

11 and Section 5.2), as schematically illustrated in Figure 19. Admittedly, we can-

not completely rule out the possibility that optional CFNMs in Bantu languages 

in East Africa have evolved independently. 
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Fig. 19: The suggested direction of spread of the use of CFNMs in Bantu from a major focal area 

of CFNM use in northern Central Africa into the Congo River corridor and the two secondary 

prominence zones 

The emergence of both the Congo River corridor and the two secondary promi-

nence zones must result from relatively recent population and/or language move-

ments out of Central Africa. They clearly occurred much later than the original 

Bantu expansion in and around the Congo River basin. In this respect, compare 

the areal pattern of the distribution of CFNMs in Bantu with the Bantu expansion 

route reconstructed by Grollemund et al. (2015) and reproduced in Figure 20. The 

comparison makes it clear that the southwest expansion of the use of CFNMs in 

the Congo River corridor went in the direction opposite to the original route of 

Bantu expansion in the northern half of the Congo River basin. The northern sec-

ondary prominence zone does not correspond to any original route of Bantu ex-

pansion in that area from the northern Democratic Republic of Congo. The south-

ern secondary prominence zone partially corresponds to an original route of 

Bantu expansion in that area, yet it could not have formed before the emergence 
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of the Congo River corridor zone and therefore could not have coincided in time 

with this part of the Bantu expansion route. 

 

Fig. 20: Bantu migration route reconstructed by Grollemund et al. (2015) on consensus tree by 

using geographical locations of contemporary languages and connecting ancestral locations 

by straight lines (the true route will differ) (numbered positions correspond to major diversifi-

cation nodes on the consensus tree; the curved dashed line indicates the suggested migration 

route through savannah corridors; lighter (green) shading corresponds to the delimitation of 

the rainforest at 5,000 BP.; the darker (green) shading corresponds to the delimitation of the 

rainforest at 2,500 BP) 
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6 Concluding remarks 

The synchronic patterns that we discover are necessarily a product of language 

change as it evolves in time and space. This paper provides an analysis of spatio-

temporal language dynamics in Sub-Saharan Africa with respect to the feature 

CFNM. It is my strong conviction that the most plausible account of synchronic 

patterns can only be gleaned by casting your net wide to catch more of the syn-

chronic diversity, rather than by trying to reduce it. Furthermore, when analyzing 

areal patterns, it is also important to consider together the languages that have 

the feature under investigation and the languages that do not have it. In terms of 

spatial analysis, methods such as spatial interpolation and generalized additive 

modeling (including their mixed extensions) provide particularly valuable re-

search tools. 

A question that one is often tempted to ask when doing areal typology is 

which linguistic group of the ones present in the area where the feature is prom-

inent could have been the primary vector of the feature. Yet, this question can 

only have a fully meaningful answer if we know that no linguistic groups have 

disappeared from the scene without traces since the emergence of the feature in 

the area. Unfortunately, in a region such as Sub-Saharan Africa, we cannot be 

sure of that. In fact, we can be quite sure of the contrary.16 Furthermore, the fact 

that all members of a certain linguistic group carry the feature and are spoken 

inside the area where the feature is prominently present cannot prove that this 

linguistic group is the primary vector of the feature. 

For instance, Dryer (2009: 346) entertains two possible scenarios with respect 

to his core area of VO&VNeg languages in Central Africa, which, unsurprisingly, 

largely coincides with our CFA of the feature CFNM.17 The first scenario is that the 

feature VO&VNeg originates in Chadic languages, because the feature is perva-

sive in Chadic languages and all Chadic languages are spoken inside the relevant 

|| 
16 For instance, see Kleinewillinghöfer (2001) on Jalaa, an apparent linguistic isolate in north-

eastern Nigeria, the area that is particularly relevant for the feature CFNM, which went extinct 

fairly recently and for which only some lexical data could be collected from rememberer speak-

ers. 

17 It is not very surprising because Dryer (2009) restricts his study to negation markers that are 

words. Although not all post-verbal negation markers that are words are also clause-final, 

CFNMs are almost always analyzed as words precisely because of their clausal orientation and, 

therefore, at least canonical CFNMs would always be classified as post-verbal negation markers 

in Dryer’s (2009) typology. 
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area. Yet, Chadic languages are also typologically quite different from their dis-

tant Afro-Asiatic relatives, most of which equally do not carry the relevant fea-

ture. In other words, we cannot know whether the feature can be reconstructed 

to Proto Chadic as independent of the current participation of Chadic languages 

in the area in question. The second scenario is that the presence of the feature in 

Chadic is due to a substrate influence from “Nilo-Saharan” and that the substrate 

influence could have such a pervasive effect on Chadic languages because of the 

relatively small size of the region populated by speakers of Chadic languages. The 

Nilo-Saharan group that is both spoken in the same area as Chadic languages and 

is classified positive for the relevant feature by Dryer (2009: 311) is Western Sara-

Bongo-Bagirmi. However, as laid out in Section 5.2, Western Sara-Bongo-Bagirmi 

languages are one of the recent newcomers in the area. That is, even if there was 

a substrate influence on Chadic, which is actually quite plausible given the typo-

logical differences between Chadic and its Afro-Asiatic relatives, we cannot know 

what that substrate was, nor can we know whether the pervasive presence of the 

feature in Chadic can be attributed to this substrate. 

The considerations above equally apply to the role of Chadic and other simi-

larly homogenous groups (such as Gbaya-Manza-Ngbaka and Zande) within our 

CFA of the feature CFNM. While a homogenous distribution of the feature within 

a given linguistic group (all members of the group carry the feature and are spo-

ken inside the area) does not tell us much on the spatio-temporal dynamics of the 

feature, a much more informative signal is usually provided by groups that are 

diverse with respect to the feature, with members both inside and outside the 

area, especially when it can be complemented by independent information on 

language and population movements. Thus, in the case of the feature CFNM, var-

ious Niger-Congo groups are spoken around the Benue River corridor in the CFA, 

as well as further to the west in the WFA. At the same time, many Niger-Congo 

groups are also spoken outside of the CFA and the WFA. We can reasonably hy-

pothesize that the latter Niger-Congo groups have lost the feature CFNM when 

they moved outside of the area, as when entering the forest zone along the coast 

of the Gulf of Guinea, for instance, due to some substrate influence (just as, for 

instance, they developed high lexical frequency of labial-velars in the same 

coastal regions; cf. Idiatov and Van de Velde 2016, 2018), or when some groups 

lacking the feature entered the area from outside. For instance, as discussed in 

Section 5.1, the former type of loss is likely to be the case for the Yoruboid lan-

guages in the coastal gap in southwestern Nigeria between two coastal exten-

sions of the CFA while the latter type of loss is likely to be the reason behind the 

emergence of the major discontinuity separating the WFA from the CFA. At the 

same time, it is rather unlikely that the feature CFNM should be reconstructed to 
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higher nodes in the Niger-Congo tree, not even to the Proto Benue-Congo node. A 

major counterargument to such a deep reconstruction is presented by the general 

lack of CFNMs in Southern Bantoid languages (with the most noticeable excep-

tion of the Bantu languages of the Congo River corridor but, as discussed in Sec-

tion 5.3, this is clearly a recent development). Within Benue-Congo, their super-

ordinate group, and within Niger-Congo in general, Southern Bantoid languages 

and especially Bantu languages are generally considered archaic in their typo-

logical profile (e.g., Hyman 2011). 
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