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Eliciting Choice Correspondences
A General Method and an Experimental Implementation

Elias Bouacida∗

November, 2018

Abstract

I introduce a general method for identifying choice correspondences experimentally, i.e., the
sets of best alternatives of decision makers in each choice sets. Most of the revealed preference
literature assumes that decision makers can choose sets. In contrast, most experiments force
the choice of a single alternative in each choice set. In this paper, I allow decision makers
to choose several alternatives, provide a small incentive for each alternative chosen, and then
randomly select one for payment. I derive the conditions under which the method at least
partially identifies the choice correspondence, by obtaining supersets and subsets for each
choice set. I illustrate the method with an experiment, in which subjects chose between
four paid tasks. I can retrieve the full choice correspondence for 26% of subjects and bind
it for another 46%. Subjects chose sets of size 2 or larger 60% of the time, whereas only
3% of them always chose singletons. I then show that 46% of all observed choices can be
rationalized by complete, reflexive and transitive preferences in my experiment, i.e., satisfy
the Weak Axiom of Revealed Preferences – WARP hereafter. Weakening the classical model,
incomplete preferences or just-noticeable difference preferences do not rationalize more choice
correspondences. Going beyond WARP, however, I show that complete, reflexive and transitive
preferences with menu-dependent choices rationalize 93% of observed choices. Having elicited
choice correspondences allows me to conclude that indifference is widespread in the experiment.
These results pave the way for exploring various behavioral models with a unified method.

JEL Codes: C91, D01, D60
keywords: choice correspondences, revealed preferences, welfare, indifference, WARP, just-

noticeable preferences, aggregation of preferences.
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Introduction
In a seminal paper, Samuelson (1938) introduced the revealed preferences method. He linked
preferences and choices by positing that chosen alternatives are better than unchosen ones, thus
revealing the preference of the decision maker. In experiments, and in most real-life settings, choices
are elicited using a choice function: the decision maker chooses one alternative from the choice
set, i.e., the set of available alternatives. In principle, however, choices are commonly modeled
with a choice correspondence: the decision maker chooses a non-empty set from the choice set.1

Arrow (1959) gave the condition under which a choice correspondence, or a choice function, can be
rationalized by a reflexive, complete, and transitive preference, i.e., a classical preference, the Weak
Axiom of Revealed Preferences – WARP hereafter. Roughly, WARP states that if an alternative x

is revealed better – i.e., preferred – to another alternative y, it cannot be the case that from another
choice, y is revealed preferred to x.

In this paper, I introduce pay-for-certainty, a direct method for identifying choice correspondences.
I allow decision makers to choose several alternatives, provide a small incentive for each alternative
chosen, and then randomly select one for payment. Previous methodologies used a proxy to do so,
preference for flexibility in Danan and Ziegelmeyer (2006) and Costa-Gomes et al. (2016), repeated
choices in Agranov and Ortoleva (2017), or delegation to a random device in Qiu and Ong (2017),
Sautua (2017), and Cettolin (2016). These methodologies might fail to identify indifference between
two alternatives precisely.

Identifying a choice correspondence for each decision maker allows me to explore new questions.
First, classical preferences often fail in practice to rationalize observed behavior. It is natural to
look for which assumption might explain its failure. I study relaxations of completeness, transitivity
of the indifference and menu-independence, using testable conditions on choice correspondences
provided by Eliaz and Ok (2006) and Aleskerov, Bouyssou, and Monjardet (2007). Second, having
identified choice correspondences, I can study indifference directly and assess how widespread it
is. Third, with choice functions, decision makers have at most one maximal alternatives, whereas
with choice correspondences, they might have more than one. The more extensive set of Pareto-
superior alternatives opens up more room for agreement in collective decision making. Agreement
between decision makers should be more accessible, as each has potentially several Pareto-superior
alternatives.

Choice correspondences cannot be obtained directly. A direct method would allow decision makers
to choose several alternatives and then randomly select one for payment. This method might not
identify their choice correspondence in the presence of indifference or incompleteness, as a simple
example illustrates. Julia is a decision maker who likes equally coffee and tea. According to

1One real-life example of the choice of a non-empty set from the choice set is approval voting. Decision makers
can vote for all the candidate they deem acceptable.
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this simple identification method, she can choose {coffee}, {tea} or {coffee, tea} in the choice set
{coffee, tea}. Each chosen set has the same payoff for her. This creates a uniqueness problem. This
procedure does not guarantee that the decision maker chooses all maximal – i.e., Pareto-superior –
alternatives. On the other hand, revealed preference models (see, for instance, Sen (1971), Nehring
(1997)) assume that the chosen set is the set of maximal alternatives.

Pay-for-certainty solves the uniqueness problem by incentivizing decision makers to choose all maxi-
mal alternatives. For each alternative chosen, the decision maker earns an additional payment ε > 0.
In the previous example, Julia is better off by choosing {coffee, tea} and getting coffee or tea and
2ε in additional payment rather than choosing and getting {coffee} or {tea} and ε. The full char-
acterization of pay-for-certainty is thus:

In each set of alternatives, the decision maker chooses all the alternatives she wishes.
She earns an additional payment of $ε by chosen alternatives. The alternative she gets
is selected from her chosen alternatives using, for instance, a uniform random draw.

The additional payment of pay-for-certainty implies forgone gains when the chosen set is not the
whole set. Choosing only one alternative earns ε, whereas choosing two earns 2ε, and so on. I show
that under mild monotonicity conditions, the decision maker chooses all maximal alternatives. A
possible downside is that some chosen alternatives might not be maximal if ε is large and the
differences among the (direct) payoffs of some alternatives are within ε of each other. The method
shares many features with the experiment of Costa-Gomes et al. (2016), but there are some key
differences. First, choosing several alternatives implies a gain, not a loss. Second, the gain here will
be much lower in magnitude, theoretically eliciting more indifference relations. Last, the dominant
strategy of a decision maker who is indifferent between different alternatives is to choose all of them.

Under the assumptions of transitive strict preferences, monotonicity for the gains, and constrained
maximization of the additional payment, pay-for-certainty (partially) identifies the choice corre-
spondence. Importantly, I do not assume completeness of the preference nor transitivity of the in-
difference relation. Constrained maximization is not directly testable. Instead, I provide a testable
implication of all the assumptions I make: increasing chosen set. Increasing chosen set captures the
intuitive idea that, for a given choice set, the larger the additional payment is, the larger the chosen
set should be. Hence, for a given choice set, the chosen set with pay-for-certainty with no additional
payment is a subset of the set of maximal alternatives, while it is a superset of the set of maxi-
mal alternatives when the additional payment is positive. When increasing chosen set is verified,
I partially identify the choice correspondence of the decision maker. I precisely identify maximal
alternatives in a given set when the two are equal. I fully identify the choice correspondence of a
decision maker when for all choice sets, I precisely identify all maximal alternatives. I will call the
choice correspondence of the decision maker the fully identified ones, otherwise mentioning that the
identification was only partial.
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I have carried out an experiment to illustrate pay-for-certainty in the laboratory. The 223 subjects
of the experiment chose between four tasks they had to perform at the end of the session. They
were rewarded depending on their performance in the tasks. Subjects chose in all of the 11 possible
subsets of tasks in order to fully identify their choice correspondence. Subjects chose three times
in the same sets to test the two identification assumptions: twice with different strictly positive
additional payments and once with no additional payment. The computer selected one of the 33
choices randomly for the payment and drew the task they performed from the chosen set randomly.
I also ran an experiment with the same tasks but forcing the choice of singletons, which amounts
to identifying a choice function. Finally, I varied the information provided about the tasks to study
the influence of the quality and quantity of information on the choices.

In the experiment, subjects did not choose singletons when not constrained to do so. 60% of all
choices were not singletons, and only 3% of subjects always chose singletons. Importantly, even
without incentive to choose multiple alternatives, in the 0-correspondence case, the choice of non-
singletons does not disappear. It also remained when the information provided was quite complete.
Overall, I identify the choice correspondence of 26% of subjects and at least partially identify it for
72% of subjects.

Descriptively, reflexive, transitive and complete preferences together often fail to explain observed
choices. Normatively, the appeal of some assumptions is also dubious. Aumann (1962) and Bewley
(2002) have criticized complete preferences. Similarly, Armstrong (1939) and Luce (1956) criticized
transitive indifference and introduced just-noticeable difference modeling in response. Sen (1997)
was critical of menu-independent (i.e., set-independent) maximization. In the last decade, the
theoretical literature on incomplete preferences blossomed, following Ok (2002) and Bewley (2002),
but few empirical studies have been conducted.2 Similarly, just-noticeable difference and menu-
dependent model have seldom been explored.3 Identifying the choice correspondence of a decision
maker allows me to explore these assumptions.

First, classical preferences rationalize 98% of (fully identified) choice correspondences, leaving al-
most no room for alternative modeling of preferences. It represents only 26% of the subjects of
my experiment, however. For the remaining ones, I will explore the alternative models on their
choices with additional payments, which I will call hereafter the ε-correspondence. Only 46% of
the ε-correspondences satisfy WARP. I use choice correspondences to study incomplete preferences
directly, using the Weak Axiom of Revealed Non-Inferiority – WARNI hereafter. It is equivalent
to rationalizability by a reflexive and transitive preference, a corollary to Eliaz and Ok (2006)’s

2To the best of my knowledge, five experiments are looking at incomplete preferences (Danan and Ziegelmeyer
(2006), Cettolin (2016), Costa-Gomes et al. (2016), Qiu and Ong (2017), Sautua (2017)). Only one of them, by
Costa-Gomes et al. (2016), looked at alternatives in the certain domain.

3Models of status-quo bias, attraction and decoy effects, and so on, are menu-dependent models of choice, but
they always assume the impact of the menu-effect. Here I am thinking of the effect of the menu per se, not assuming
the mechanism behind the effect of the menu.
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Theorem 2. Incomplete preferences rationalize 49% of ε-correspondences. Second, I study just-
noticeable difference models, formalized by Luce (1956) and Fishburn (1970) among others. The
“coffee and sugar” example4 captures the intuition behind just-noticeable difference models. The
difference between the two alternatives might be imperceptible, but the addition of imperceptible
differences might be perceptible. I use Aleskerov, Bouyssou, and Monjardet (2007) testable impli-
cations of just-noticeable difference. In my experiment, just-noticeable difference and incomplete
preferences rationalize the same choice correspondences and ε-correspondences. Both rationalize
only marginally more than classical preferences. This result is close to the proportion obtained by
Costa-Gomes et al. (2016), in the context of sure outcomes, but in contrast with the rest of the
literature (Danan and Ziegelmeyer (2006), Cettolin (2016), Sautua (2017) and Qiu and Ong (2017))
which use risky or ambiguous lotteries to study incomplete preferences.

Finally, I relax menu-independence. I study the models of Frick (2016) and Aleskerov, Bouyssou,
and Monjardet (2007). They are variations on just-noticeable difference models, but now the
threshold to be noticed might depend on the menu and the alternatives considered. The easiest one
to satisfy, the context-dependent model of Aleskerov, Bouyssou, and Monjardet (2007), rationalizes
up to 93% of ε-correspondences, while not being a void requirement on choice correspondences.5

It reveals reflexive, complete and transitive preferences. In this model, however, decision makers
might sometimes choose sub-optimal alternatives.

Identifying the choice correspondence also allows me to study indifference. It matters as a decision
maker might violate WARP with choice functions if she has classical preferences with indifference.
The following example illustrates why.

Example: Singleton choice Julia is indifferent between three hot drinks, coffee, tea, and hot
chocolate, and she randomizes when she is indifferent and forced to choose one alternative.
I identify her choice function, by forcing her to choose singletons. Her observed choices are:
c({coffee, tea, hot chocolate}) = {tea}, c({coffee, tea}) = {coffee}, c({coffee, hot chocolate})
= {hot chocolate}, and c({tea, hot chocolate}) = {tea}. This choice pattern does not sat-
isfy WARP, and the revealed preferences of Julia are coffee∼tea, tea∼hot chocolate, and
coffee≻hot chocolate.6 Singleton choices do not reveal Julia’s preferences, and I deem her
“irrational” because I have forced her to choose singletons.

Forcing decision makers to choose one alternative can generate this kind of error. Danan (2008)
explains under which conditions on the behavior of the decision maker a choice function successfully

4Luce (1956): “Find a subject who prefers a cup of coffee with one cube of sugar to one with five cubes (this
should not be difficult). Now prepare 401 cups of coffee with

(
1 + i

100
)

x grams of sugar, i = 0, 1, . . . , 400, where x is
the weight of one cube of sugar. It is evident that he will be indifferent between cup i and cup i + 1, for any i, but
he is not indifferent between i = 0 and i = 400.”

5See Appendix C.3.1 for a study of the explanatory power of the different models on choice correspondences.
6There are different possibilities to assess revealed preferences, as shown in Sen (1971). I use Arrow (1959)’s

definition of revealed preferences.
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assesses her rationality.

Experimentally, the restriction of choice to singletons is not what explains violations of WARP,
as 46% of ε-correspondences and 57% of all singleton choices satisfy WARP. Choices with ε-
correspondences are more difficult than with singletons, which probably explained the insignifi-
cant decrease in the satisfaction of WARP.7 On the other hand, the restriction to singleton choice
significantly changes the revealed preferences. On average, for ε-correspondences and choice corre-
spondences that satisfy WARP, 50% of comparisons between alternatives are indifference relations.
If I use preferences obtained with the context-dependent model of Aleskerov, Bouyssou, and Mon-
jardet (2007), when it rationalizes ε-correspondences, 36% of comparisons are indifference relations.
Indifference relations have a significant share of revealed preference relations. It is likely to imply
that the number of Pareto-superior alternatives for each decision maker is more substantial than
usually assumed, which is relevant for individual welfare analysis.

This identification of indifference has positive consequences for collective welfare analysis as well.
By allowing subjects to have more than one maximal alternatives, choice correspondences facilitate
the agreement among decision makers compared to choice functions. 73% of choice correspondence
who satisfy WARP agree that the addition task and the spellcheck task are the best alternatives.
This proportion is much higher than when I identify choice functions which satisfy WARP. In that
case, the most preferred agreed upon task is the copy task, and 31% of subjects prefer it. These
results show that in practice, an agreement between decision makers is more accessible with choice
correspondences. It is a result in the spirit of the one proved by Danan, Gajdos, and Tallon (2013)
for incomplete preferences.

The paper is structured as follows. Section 1 characterizes the domain of application of the pay-for-
certainty method, as well as testable consequences of the assumptions I make. Section 2 describes
the experiment. Section 3 studies the identification of choice correspondences in practice. Section 4
studies classical preferences and then alternative rationalization of choice correspondences. Section
5 explores the prevalence of indifference. Section 6 explores the aggregation of preferences and
choices with choice correspondences. Section 7 concludes.

1 Method
In this section, I describe the pay-for-certainty method and lay down the conditions under which it
allows me to identify the choice correspondence of a decision maker.

7If we compare all possible choice correspondences and all possible choices functions and pick one at random in
each set, a choice function is 400 times more likely to satisfy WARP as shown in Appendix C.3.1.
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1.1 Setup

Formally, I start with X, a finite set of alternatives.8 I model choices made by the decision maker
using a correspondence on X, that is, a mapping that associates to any subset of X another subset
of X. Each non-empty subset S of X is a choice set. A choice correspondence c on X associates to
each choice set a non-empty subset of that set.

c : 2X\∅ → 2X\∅
S → S ′ ⊆ S

Alternatives in c(S) are the ones chosen in S, whereas alternatives in S\c(S) are unchosen in S.
For incentive purposes, the difference between chosen and unchosen alternatives is that the decision
maker never gets unchosen alternatives whereas she gets one of the chosen alternatives. In this
sense, the decision maker wants alternatives from c(S) and does not want alternatives from S\c(S).

A choice function is a particular choice correspondence: it associates to each choice set a unique
alternative from the choice set.

c : 2X\∅ → X

S → x ∈ S

Choices per se are not very useful for out-of-sample predictions or individual welfare analysis.
A rationale for the choice is needed to do so. One widely used hypothesis in economics is to
assume that decision makers behave as if they have a preference over alternatives, a preference that
drives their choice. Revealed preferences construct preferences from choices. In theory, with choice
correspondences, the assumption is that all chosen alternatives are the best in the choice set (see
Sen (1971) for instance). That is, chosen alternatives are strictly better than unchosen ones. An
exception is Eliaz and Ok (2006), who assume that chosen alternatives are not worse than unchosen
ones, and potentially not comparable. With choice functions, the assumption is usually that the
chosen alternative is not worse than unchosen alternatives. That is, chosen alternatives are weakly
better than unchosen ones. The first question I will tackle is to understand under which conditions
the assumption of strict preferences on choice correspondences holds empirically.

Assumption 1.1. The decision maker behaves as if she has reflexive preferences ⪰ on X. The
strict part of the preference, ≻, is transitive.

In other words, ⪰ is a preorder. I do not assume that preferences are complete, only that they
are transitive and reflexive. Importantly, I do not assume the indifference part to be transitive. It

8The design does not extend readily to infinite sets. I discuss why in Appendix A.2.
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allows me to explore models of intransitive indifference, i.e., just-noticeable-difference, as in Luce
(1956) and Fishburn (1970).

Saying that chosen alternatives are maximal does not adequately characterize chosen and unchosen
sets. Indeed, at least two competing assumptions on the choice correspondence are possible. I will
denote M(S) the set of maximal alternatives to discuss these assumptions.

Definition 1.1 (Set of Maximal Alternatives in S (M(S))).

M(S) = {x ∈ S|there is no y ∈ S, y ≻ x}

The set of maximal alternatives in S is the set of all alternatives which are not strictly worse than
any other alternative.

As long as S is non-empty, M(S) is non-empty, as the set S is finite and ≻ is transitive and therefore
is a strict partial order, which is acyclic. M(S) contains all the alternatives a maximizing decision
maker potentially chooses. All else equal, it is sub-optimal for the decision maker to choose an
alternative in S\M(S) = D(S) the set of dominated alternatives, as she could choose a better
alternative. That is, the set of chosen alternatives is a subset of the set of maximal alternatives:
c(S) ⊆ M(S).

Most theoretical work (see Aleskerov, Bouyssou, and Monjardet (2007) p29-30; Sen (1997); Nehring
(1997) among others) adopt the following stronger statement. The set of chosen alternatives is the
set of maximal alternatives: c(S) = M(S). This stronger interpretation implies that any unchosen
alternative in S is dominated by another alternative in S, and by transitivity and finiteness of S,
by an alternative in c(S):

for all x ∈ S\c(S), there exists y ∈ c(S), y ≻ x

It implies that choices in binary sets reveal the strict preferences of the decision maker. If I observe
that c({x, y}) = {x}, I can say for sure that x ≻ y.

While very convenient, this assumption is by no means guaranteed to hold in practice. The re-
mainder of this section studies the conditions under which this assumption on chosen alternatives
is legitimate for the method I am introducing now.

1.2 Pay-for-Certainty

The objective of the method I am introducing, pay-for-certainty, is to recover the set of maximal
alternatives of a decision maker in a set S. In experiments, decision makers usually have to choose
according to a choice function. For each choice set, the decision maker chooses precisely one
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alternative, which is then given to her. Arguably, this is close to the situation in the field, where a
decision maker generally chooses one and only one alternative. There is one key difference, however.
In the field, it is generally possible to postpone the choice, which is rarely the case in experiments.
Dhar and Simonson (2003) has shown that forcing choice modifies the choice of decision makers.
Danan and Ziegelmeyer (2006) and Costa-Gomes et al. (2016) show experimentally that decision
makers value the possibility to postpone their choice. Agranov and Ortoleva (2017) show that
sometimes decision makers are not sure of which alternative is the best in a choice set. This evidence
implies that decision makers like some flexibility in their choices. Choice correspondences introduce
this flexibility in experiments, by not forcing decision makers to select precisely one alternative.

With choice correspondences, for incentive purposes, precisely one of the selected alternative must
be used for the payment. I select this alternative through a selection mechanism. It associates to
a set of alternatives one alternative from this set. I discuss various selection mechanisms and their
interactions with the possibility to choose a set in Appendix A.3.1. For now, consider the uniform
selection mechanism:

From the set of chosen alternatives, the alternative the decision maker gets at the end
is selected using a uniform random draw over the set of chosen alternatives.

The likelihood of getting a chosen alternative is 1
|c(S)| with the uniform selection mechanism. Adding

an alternative in the chosen set has two consequences: it is now possible to get this alternative, and
it decreases the chances of getting other chosen alternatives.

Contrary to choice functions elicitation, there are different ways to elicit a choice correspondence.
The simplest is what I call the naive choice correspondence elicitation:

In a choice set, the decision maker chooses a non-empty subset. A selection mechanism
selects the alternative.

The naive elicitation procedure has one problem. It does not guarantee that decision makers choose
all maximal alternatives. This non-uniqueness, non-maximal problem is very general and arises
for a classical decision maker because of indifference. The naive choice correspondence elicitation
procedure can only guarantee that c(S) ⊆ M(S). One solution to elicit indifference dates back to
Savage (1954). Danan (2008) formalizes it: costly strict preferences. The intuition is straightfor-
ward: if a decision maker is indifferent between two alternatives x and y, then any small gain (cost)
added to one alternative will tip the choice in its direction (the opposite direction).

Adding a small gain for each alternative chosen incentivizes the decision maker to choose larger
sets when she is indifferent between alternatives. I built the pay-for-certainty elicitation on this
intuition.

From the choice set S, each alternative chosen adds an additional payment of ε > 0
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per alternative to the gain of the decision maker.9 The total additional payments are
|c(S)| × ε. The alternative she gets is selected using a selection mechanism.

The selection mechanism is not a priori specified, but in practice, I use the uniform selection
mechanism. The introduction of the payment breaks indifference but comes at a cost. If a decision
maker slightly prefers x to y, and her preference is so weak that the difference is hardly perceptible,
she will choose {x, y} and I will think she is indifferent between x and y, which is not the case. If
ε is large enough, choosing {x, y} and getting 2ε is better than choosing {x} (or {y}) and getting
ε. Pay-for-certainty might bundle some strict preferences with indifference. In theory, this problem
vanishes when ε tends to zero. In practice, ε cannot be vanishingly small, and the problem might
persist. The error made is, by construction, bounded above by ε.

In the next sections, I will study under which condition the pay for certainty method allows one to
recover the set of maximal alternatives. I make two kinds of assumptions to do so: assumptions on
preferences and assumptions on behavior.

1.3 Assumptions on Preferences

The main feature of pay-for-certainty compared to the naive choice correspondence elicitation is the
additional payment for each alternative chosen. Observed choices are on the alternatives augmented
by the payment, not on the original set of alternatives. The preference I want to elicit however is
on the original set of alternatives. I have to extend the set-up to take into account the payment
and link it with the original set of alternatives.

I extend the setup to X ×R to account for the payment. An element in this set is a couple (x, r). If
r is positive, it is interpreted as a payment to the decision maker, if it is negative, as a payment from
the decision maker. Denote ⪰2 the preferences of the decision maker on this new set of alternatives.
For clarity, I call preferences on X unobserved preferences, whereas I call preferences on X × R
observed preferences.10

I impose some structure on preferences on X × R with two assumptions, monotonicity and transi-
tivity, and link preferences on X and preferences on X × R with one assumption, identity.

Assumption 1.2 (Identity). Observed and unobserved preferences are the same when payments
9The gain or loss does not have to be monetary. It only has to be perceived as a cost or a gain to be used as

payment. Time, for instance, could be used. The payment would then increase or decrease the time spent in the
laboratory.

10Observed and unobserved are for the time being a label. At the end of the method part, the label will be more
transparent.
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associated with the alternatives are null.

for all x, y ∈ X, x ⪰ y ⇔ (x, 0) ⪰2 (y, 0)

Assumption 1.3 (Monotonicity). If the only difference between two alternatives in X × R is the
payment, the decision maker always prefers the highest payment to the lowest one.

for all x ∈ X, for all r, r′ ∈ R, r > r′ ⇔ (x, r) ≻2 (x, r′)

Assumption 1.4 (Transitivity of observed strict preferences).

for all x, y, z ∈ X, for all r, r′, r′′ ∈ R, (x, r) ≻2 (y, r′) and (y, r′) ≻2 (z, r′′) ⇒ (x, r) ≻2 (z, r′′)

Using identity, transitivity of observed strict preferences implies transitivity of unobserved strict
preferences, which is Assumption 1.1. The converse is true only without payment. When a suf-
ficiently large payment is added to one of the incomparable alternatives, the payment will drive
the comparison, and the alternatives will become comparable. In the paper, I consider only small
payments so that incomparable alternatives according to unobserved preferences should remain
incomparable alternatives even with an additional payment.

1.4 Assumptions on Behavior

This section lays out the assumptions on behavior needed to elicit the choice correspondence.

Definition 1.2 (Strict r-domination). An alternative x r-dominates another alternative y if and
only if (x, 0) ≻2 (y, r).

A decision maker chooses one alternative over the other with the pay-for-certainty procedure when
the strict preference between the two is large enough. r-domination precisely defines this difference.
The decision maker prefers enough x to y so that she still prefers x without payment to y with a
payment r.

Remark. Assuming Monotonicity, Transitivity, and r > r′, if x r-dominates y, it also r′-dominates
y.

The counterpart to the notion of maximal alternatives in X is r-maximal alternatives in X × R.
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Definition 1.3 (r-maximal alternatives in S). Mr(S) is the set of r-maximal alternatives in S which
are all the alternatives that are not strictly 1

|S|r-dominated.

Mr(S) =
{

x ∈ S

∣∣∣∣∣there is no y ∈ S,

(
y,

1
|S|

r

)
≻2 (x, 0)

}

Mr is the set of sufficiently preferred alternatives. Even adding a payment to another alternative
in S is not enough to make it better than alternatives in Mr(S). I restrict the payment associated
with alternatives. Here, I consider that all alternatives have the same associated additional payment
1

|S|r. The reason for these more specific payments will be more apparent later.

When the payment is null, by identity, M(S) = M0(S). For any positive payment r, M(S) =
M0(S) ⊆ Mr(S). Consider any negative payments r. When the decision maker is indifferent
between two alternatives x and y, she has an incentive to choose only one of x or y, to avoid
incurring the cost. So for any negative r, Mr(S) ⊆ M0(S). Therefore, when an observed preference
satisfies transitivity and monotonicity, I have for all r > r′, Mr′(S) ⊆ Mr(S).

I have so far been quite general in the definition of payments associated with alternatives. The
following is more restrictive, as I get closer to implementing the elicitation procedure in experiments.
I start by defining the choice correspondence on the set of alternatives with payments. In doing so
and for simplicity, I will constrain the payments and the relations between them.

Definition 1.4. (ε-correspondence) The ε-correspondence cε is the choice correspondence obtained
on 2X\∅ when the payment for choosing an alternative in S is equal to 1

|S|ε.

I have linked above Mε(S) and M(S). I will now do something similar between c and cε, under the
following assumptions.

Assumption 1.5 (Choice of non dominated alternatives). In each choice set S, for any positive
payment, the decision maker only chooses non 1

|S|ε-dominated alternatives.

for all ε > 0, cε(S) ⊆ Mε(S)

This mild assumption is weaker than the traditional equality assumed in the literature. Decision
makers do not choose alternatives they view as worse than other available ones. Stopping at this
assumption means that I use weak revealed preferences, which does not restrict observations much,
as shown in Appendix C.3.1. I want to use the stronger version of revealed preferences, as is usual
in the theoretical literature.
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Assumption 1.6 (Constrained maximization of the payments). The decision maker maximizes the
additional payment in the set of ε-maximal alternatives.

cε(S) = max
S′⊆Mε(S)

{|S ′| × ε}

An immediate consequence of Assumption 1.6 is that cε(S) = Mε(S) for all S. The introduction of
the payment for choosing alternatives introduces a new incentive for decision makers. Importantly,
an observer knows the incentive: decision makers should choose larger sets. She chooses non-
maximal alternatives only up to the point where the payment compensates their introduction. These
assumptions lead to the widely used interpretation of choice correspondences when the additional
payment is strictly positive. Constrained maximization of the payments has no bite when the
payment is null. In other words, I still have that c0(S) ⊆ M0(S) = M(S) = c(S), while I cannot
guarantee that c0(S) = M(S) = c(S).

I provide now a testable property for at least partially identifying the choice correspondence. This
new – mild – consistency requirement is called increasing chosen set.

Property 1.1 (Increasing Chosen Set (ICS)). A family of choice correspondences (cε)ε∈R satisfies
increasing chosen set if

for all S ∈ 2X , for all ε, ε′ ∈ R, ε < ε′ ⇒ cε(S) ⊆ cε′(S)

Two ε-correspondences cε and cε′ , with ε < ε′, follow increasing chosen set for a given set S if
the chosen set in S with a payment ε is a subset of the chosen set in S with a larger payment ε′.
Two ε-correspondences cε and cε′ , with ε < ε′, follow increasing chosen set if they follow increasing
chosen for all sets S ∈ 2X\∅.

Increasing chosen set captures the idea that the higher the payment for choosing an alternative is,
the larger the chosen set of the decision maker should be. Increasing chosen set is a consistency
requirement across ε-correspondences with different payments, a difference with traditional consis-
tency requirements of revealed preferences, such as WARP. The latter is a requirement within an
ε-correspondence, not across different ε-correspondences.

Increasing chosen set is observable by varying the payments, contrary to the assumptions on pref-
erences and behavior. Besides, increasing chosen set is a consequence of several of the assumptions
above.
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Proposition 1.1. If a decision maker follows constrained maximization of the payments, mono-
tonicity, and transitivity, her ε-correspondences follow increasing chosen set.

The proof of this result is in Appendix A.1.

1.5 Identification of the Choice Correspondence

It is now time to sew together the pieces I have built so far. Under the constrained maximization of
the payments, monotonicity, identity and transitivity assumptions, for any strictly positive payment
ε:

for all S ∈ 2X , c0(S) ⊆ M0(S) = M(S) = c(S) ⊆ Mε(S) = cε(S)

These inclusions have two implications. First, when increasing chosen set is satisfied between a c0

and cε with ε > 0, I can bound the choice correspondence c by subsets and supersets:

for all S, c0(S) ⊆ c(S) ⊆ cε(S) (1)

When the ε-correspondences satisfy increasing chosen set, I partially identify the choice correspon-
dence of a decision maker.

Second, in this situation, I might have some sets S for which I have c0(S) = cε(S). For that
set, c(S) = c0(S). I fully identify the choice correspondence when choices satisfy Equation (1) for
all S with equalities. With a finite set of alternatives X, full identification happens when partial
identification happens, and ε is small enough.

2 Experiment
In the previous section, I have provided one testable property to assess the validity of pay-for-
certainty for the choice correspondence elicitation, increasing chosen set. I now illustrate pay-for-
certainty and the validity of this condition by running an experiment in the laboratory. This section
introduces the experimental design.

2.1 Description of the experiment

In order to identify a choice correspondence, I need at least two ε-correspondences, one without
payment and another with a strictly positive payment. I want to compare empirically choice cor-
respondences and choice functions. I also elicit choice functions in the experiment to do so. I
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feared some priming between the elicitation of ε-correspondences and choice functions. I have thus
separated both elicitation, and the differences are between subjects.11

I need choices from all possible subsets of the grand set of alternatives to be able to falsify the
different models I will consider. I am restricted to small sets of alternatives, as the cardinal of
the powerset grows exponentially with the size of the set of alternatives. For four alternatives, I
have to study 11 choices, for five, 26 choices, and for six, 57. In practice, X could contain 4 or 5
alternatives. I wanted the subjects to repeat the same choices for at least two different payments,
and thus I settled on a set of 4 alternatives.

Finally, I wanted to study incomplete preferences. Two possible drivers of incomplete preferences
are the lack of information about the alternatives and the lack of information about the subjects’
preferences.12 Assessing the knowledge of subjects about their preference is hard. Instead, I settled
on varying the information they were provided about the alternatives, an idea close to what Costa-
Gomes et al. (2016) did.

The experiment has been carried out in the Laboratoire d’Economie Expérimentale de Paris (LEEP),
using zTree (Fischbacher (2007)). Subjects were recruited using Orsee (Greiner (2015)). All the
sessions were in French and subjects were paid in Euro. The show-up fee was 5€, and the experiment
lasted between 40 and 60 minutes, depending on the different treatments and the speed of the
subjects.

2.1.1 Choice objects

Subjects chose between four different paid tasks:

• An addition task, where subjects had to perform as many additions of three two-digit numbers
as possible. They earned 30 cents for each correct sum.

• A spell-check task, where subjects faced a long text with spelling and grammar mistakes.13

They earned 10 cents for each mistake corrected and lost 10 cents for each mistake added.
• A memory task, where sequences of blinking letters appeared on the screen and stopped after

a random number of letters. Subjects had to give the three last letters that appeared on the
screen. They earned 30 cents for each correct sequence.

• A copy task, where a large number of sequences of 5 letters appeared on the screen. Subjects
had to copy the sequences. They earned 10 cents for each sequence.

The whole choice process consisted of selecting tasks. At the end of the session, subjects had three
11Indeed, I specifically feared that because the choice function made subjects think of one alternative in each set,

an ε-correspondence elicited after would exhibit smaller chosen sets.
12Another driver is the potential for different characteristics of the objects chosen to conflict (i.e., multidimensional

choice), for instance in the choice between different smartphones or different cars.
13For the interested French-speaking readers, it was the famous “dictée de Mérimée” with the modernized orthog-

raphy of 1990: https://fr.wikipedia.org/wiki/Dictée_de_Mérimée
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minutes to earn as much as possible performing one task. I selected the task they performed by
drawing one of the 33 choices they made at random. From this chosen set, I uniformly drew one
task.

Additions and sequences were randomly generated and thus did not have an end. I told subjects that
it was not possible to finish the spell-checking task in less than three minutes. Before performing
the paid tasks, subjects always could train for at least 30 seconds, in order to get familiar with the
interface. The training was, except for one treatment, always done after they had made all their
choices.

2.1.2 Timing

Subjects in the experiment went through five steps, which I detail in the next subsections. First,
I read the instructions about the experiment (available in Appendix B.1) to the subjects. This
part included a description of the tasks they had to choose. This description differed across the
treatments. Each subject also had a printed version of the instructions available during the whole
session. Second, subjects chose three times eleven choices according to pay-for-certainty, at different
payment levels. For some, I replaced the first payment by choices of single alternatives. Third, I
measured subjects’ risk-aversion, following Dohmen et al. (2011) method. Fourth, subjects answered
a questionnaire on some socio-economic variable and their choices. Finally, subjects performed the
task that had been selected and received their payments for the experiment afterward.

2.1.3 Treatments

To investigate the influence of information provided on the size of the chosen sets, I varied the
explanations of the tasks. I have always given the explanations before the choices. Each subject
faced one of the three possible treatments. In the sentence treatment, subjects received a vague
description of the tasks, close to what I have given above. In the video treatment, subjects first
received the sentence treatment. Then I showed them a video explaining each task. The video
showed the interface of the task and explained how to perform it. Another one replaced the text
used for spell-checking in the real task. The choice function elicitation followed this treatment.
Finally, in the training treatment, subjects first went through the video treatment. Then they
trained on the tasks for 30 seconds. This training happened before choosing.

The quantity of information orders treatments: the sentence treatment is strictly less informative
than the video treatment, itself strictly less informative than the training treatment. In addition to
the quantity of information driving the size of the chosen sets, I expected it to influence incomplete-
ness. I took the video treatment as the baseline treatment, the other two showcasing the influence
of information on choices.
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2.1.4 Choices

I investigate choices with pay-for-certainty at three different payment levels and compare them to
choices with a choice function. The difference between each set of 11 choices is the payment for
adding an alternative. I studied three different additional payment levels:

• no gain: 0 cents (which is the naive elicitation described earlier);
• low gain: 1 cent;
• high gain: 12 cents.

Following pay-for-certainty, in each set, choosing an alternative implied a gain of 1
n
ε where n is the

size of the choice set. For instance, if the choice set is of size 2 and the subjects faced a high gain,
choosing an alternative pays 6 cents. Fractions of cent where paid by randomization: 0.25 cents
corresponds to a 25% probability of getting 1 cent and a 75% probability of getting 0 cents. When
the subjects chose several alternatives in a set, the computer used the uniform selection mechanism
to select the alternative eventually given to the subjects. The 11 choices of a given level of payment
were performed in a row to avoid confusion between the different additional payment levels. The
order of the different payment level was random. The order of the different choice sets was random.
The use of a proportional rather than a linear payment scheme for adding chosen alternatives is
a consequence of the externality of adding an alternative. In addition to increasing the gains, it
decreases the probability of other chosen alternatives to be drawn at the end. This probability
variation depends on the size of the choice set.

For each choice set, choosing meant saying “yes” or “no” to each task. Subjects had to choose at
least one task. The order of alternatives shown on the screen was random. Once the subject chose,
a confirmation screen appeared. It displayed the chosen alternatives and the associated gain. I did
that to decrease the risk of errors from choosing too quickly. Screenshots of a choice screen followed
by a confirmation screen are in Appendix B.2. Subjects were reminded of the selection mechanism
on each screen.

There are two differences for subjects who chose according to a choice function. Their first 11
choices were the choice function. Subjects made the 22 next choices according to pay-for-certainty
with no and low gains, the order of the gain was random.

2.1.5 Measure of Risk-Aversion

I elicited risk-aversion as well. I used Dohmen et al. (2011) method to assess the certainty equivalent
of the lottery (5€, 1/2; 0€, 1/2), by increments of 20 cents between 0€ and 3€. The average
certainty equivalent was 1.98€. 78% of subjects had consistent certainty equivalent measure: they
had precisely one switching point between the lottery and the certain amounts.14 Their certainty

14For subjects with more than one switching point, I used the latest switching point to compute the certainty
equivalent, as is standard in the literature on risk aversion.
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equivalent is 1.94€, not significantly different from the 2.14€ of subjects who do not have consistent
risk-aversion.

Risk-aversion does not play a role in my experiment. There is no significant difference in the results
when we control for risk aversion or stratify by risk aversion levels. I show some of these robustness
checks in Appendix B.4, as well as the distribution of certainty equivalents.

2.1.6 Questionnaire

Finally, subjects faced a non-incentivized questionnaire. The questionnaire investigated some socio-
economic characteristics: gender, age, level and kind of education and jobs. The answers are manu-
ally encoded using the National Institute of Statistics and Economic Studies of France classification,
the Nomenclatures des Spécialités de Formation (NSF) for education, and the Classification of pro-
fessions and socio-professional categories of 2003 (PCS 2003) for the kind and level of activities.

In addition to this information, I asked subjects which tasks they liked or disliked. I ordered the
tasks accordingly: preferred ones, worst ones and “in between” ones. When the subjects provided
no information, all alternatives were considered “in between”. I built the corresponding choice
correspondence. In Appendix C.1, I study the relationship between stated preferences and revealed
preferences.

2.2 Subjects

The sessions took place between the 14th of November 2017 and the 29th of May 2018. The earliest
started around 11 am and the latest finished around 6.30pm. The time the choice was made during
the day varied, but it should not matter too much as we mostly compare within subjects. There is
at least some anecdotal evidence that the time of the session influenced choices however.15

51 subjects participated in the choice function elicitation, during three separate sessions. After the
choice function elicitation, they all chose according to pay-for-certainty with no and low gains and
video treatment. For the first two sessions, significant priming happened, that I was able to correct
by explaining more carefully the choice process.16

119 subjects participated in the pay-for-certainty elicitation procedure with no and low gains and
video treatment. 102 did so with high gains. 33 subjects participated in the pay-for-certainty
elicitation procedure with all gains and the sentence treatment. 37 subjects participated in the
pay-for-certainty elicitation procedure with all gains and the training treatment.

The 223 subjects of the sample have done the measure of risk aversion, the questionnaire, and the
tasks.

15One subject said that it was just after lunch and she was tired so that she chose an easier task.
16I thus dropped this data.
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The demographics of the sample, shown in Appendix B.3 shows that it is neither a representative
sample of the population nor a typical student pool.

3 Identification of the Choice Correspondence
I study in this section the identification of choice correspondences. I also show the choices obtained
with ε-correspondences and the difference with choice functions.

3.1 Non-Singleton Chosen Sets

A first natural question is whether subjects chose non-singletons in ε-correspondences. Table 1 shows
the size of the chosen sets depending on the size of the choice sets. Overall ε-correspondences, 59.7%
of chosen sets are not singletons. Forcing subjects to choose only one alternative is a restriction
in these cases. Only 8.2% of all ε-correspondences are choice functions. That is, subjects chose
singletons in all choice sets. 3% of the subjects always chose as if I have forced them to choose
singletons, that is, all their ε-correspondences are always made of singletons. For these subjects,
eliciting a choice function is not a restriction.

Table 1 also shows that the size of the chosen sets grows relatively faster than the size of the choice
sets. For instance, the ratio of chosen sets of size one over chosen sets of size two decreases when
the size of the choice set increases. One explanation for this phenomenon might be that choosing
from larger sets is more complicated than choosing from smaller sets. I study menu-dependent –
i.e., set-dependent – choice in Section 4.4.

Table 1: Proportion of chosen sets of different sizes for all ε-correspondences. Horizontally
are the size of the chosen sets and vertically of the choice sets.

Set size 1 2 3 4

2 53.3% 46.7%
3 26.6% 41.5% 31.9%
4 16.7% 26.2% 34.9% 22.2%

The incentive to choose more than one alternative introduced by pay-for-certainty is one driver of
non-singleton choice, but not the only one. Table 2 shows that even with no payments, subjects do
not always choose singletons. The introduction of the additional payment has a non-linear effect
on choices: a small gain significantly changes the aggregate proportion of singletons chosen, but
small variations inside the gain domains do not. There is at least two possible explanation for this
phenomenon. The first is the salience of even minimal monetary gains in experiments. The second
is that very few subjects have a weak strict preference. The jump between no and low gains are due
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to subjects who, when indifferent between two alternatives and faced with no gains, did not select
all their maximal alternatives. When incentivized to choose all the maximal alternatives, they did
so. The high gain is then not enough for them to bundle other alternatives with their maximal
ones. I cannot disentangle the two explanations in the experiment. This aggregate behavior is
consistent with increasing chosen set but is incompatible with the full identification of the choice
correspondence for all subjects.

Table 2: Proportion of singletons chosen at different payments, depending on the size of
the choice set. Differences between no gains and positive gains are significant. Differences
between low and high gains are not.

Choice set size No Low High

2 65.6% 47.3% 46.5%
3 39.9% 20.5% 18.6%
4 27.0% 11.1% 11.6%

Table 3 shows another driver of non-singleton choice: lack of information. The proportion of single-
tons chosen grows when the information on the tasks is more precise. The additional information
provided by the video has a substantial effect on the choice of singletons. The additional infor-
mation provided by the training is not as valuable for subjects, judging by the small additional
proportion of singletons chosen.

Table 3: Proportion of chosen sets that are singletons, depending on the information and
the size of the choice set.

Choice set size Sentence Video Training

2 40.1% 54.8% 60.8%
3 15.4% 28.9% 29.5%
4 8.1% 18.8% 18.0%

The non-singleton choice is a robust finding in the experiment. It persists even when providing
better information on the alternatives or looking only at no gain of choosing more alternatives.

3.2 Increasing Chosen Sets

I have shown in Section 1 that increasing chosen set is key to assess the validity of the pay-for-
certainty method. When a subject satisfies increasing chosen sets, I can at least partially identify
her choice correspondence. Increasing chosen set is a within subjects across ε-correspondences
consistency requirement. I have at most three pairs of additional payments for each subject: no
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and low, no and high and low and high. To identify the choice correspondence, however, only the
two pairs no and low payments and no and high payments matter. Because I am mainly interested
in the identification of the choice correspondence, I only show in Table 4 results between no and
low payments and between no and high payments.

Table 4 shows that I identify the choice correspondence for 26% of the subjects, and partially
identify it for 72% of them. Comparing the different treatments, increasing chosen set is overall
significantly more satisfied in the sentence treatment than in the other two. It is due to a higher
prevalence of fully indifferent subjects, as shown later in Section 5. These subjects always choose
the whole set and therefore trivially satisfy increasing chosen sets. The training treatment provides
better identification of the choice correspondence, but the difference is not significant.

Table 4: Proportion of subjects following increasing chosen set for different pairs of
additional payments and different information.

Treatments (no, low) (no, high) partially fully

Sentence 82% 83% 88% 27%
Video 55% 60% 68% 24%

Training 59% 57% 73% 32%
All 60% 63% 72% 26%

The 28% of subjects who do not satisfy increasing chosen set violates the consistency requirement
of the experiment. I cannot even partially identify their choice correspondence. Assessing the
reason behind these violations is difficult. Maybe subjects chose at random – this is very unlikely,
as will be shown in Section 4, maybe they are tired of making broadly similar choices and make
some mistakes, and so on. One way to take into account the latter is to allow for some mistakes
explicitly. If I allow subjects to violate increasing chosen sets in one set, the satisfaction rate rises
to 85%, and if I allow for two mistakes, to 93%.

These numbers suggest that overall subjects understood the pay-for-certainty procedure and are
generally consistent with the assumptions laid out in Section 1. Increasing chosen set is a robust
property, satisfied with different treatments and almost always satisfied when I take into account
the possibility of one or two mistakes.

From now on, I give the results for three different samples:

• Choice correspondences, with 49 observations;
• Partially identified choice correspondences, with 137 observations. For simplicity and consis-

tency, I use the choice obtained via pay-for-certainty with no payments for these. This choice
is arbitrary; I could have presented the results with positive payments. The results are not
significantly different. This sample also includes the sample of identified choice correspon-
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dences.
• All ε-correspondences, 550 observations.

4 Reflexive, Complete, Transitive and Menu-Independent
Preferences, and Beyond

A decision maker behaves as if she has reflexive, transitive and complete preferences on X if and
only if her choice correspondence satisfies the Weak Axiom of Revealed Preferences on 2X , as
shown by Arrow (1959). This result holds if and only if the choice correspondence is defined over
the powerset, which is the case in my experiment. I borrow the formulation of WARP from Eliaz
and Ok (2006).17

Axiom 4.1 (Weak Axiom of Revealed Preferences (WARP)). For any S ∈ 2X and y ∈ S, if there
exists an x ∈ c(S) such that y ∈ c(T ) for some T ∈ 2X with x ∈ T , then y ∈ c(S).

In words, if x is available in T and y is chosen, one may conclude that y is at least as good as x for
the decision maker, and thus whenever x is chosen from a set S that contains y, so must y. The as
if preference maximized by the decision maker is obtained using revealed preferences.

• x is weakly revealed preferred to y (denoted xRy) if and only if there is a set in which x is
chosen, and y is available.

xRy ⇔ there exists S ∈ 2X , x ∈ c(S), y ∈ S

• x is strictly revealed preferred to y (denoted xPy) if and only if there is a set in which x is
chosen, and y is not.

xPy ⇔ there exists S ∈ 2X , x ∈ c(S), y ∈ S\c(S)

• x is revealed indifferent to y (denoted xIy) if and only if there is a set in which both x and y

are chosen.
xIy ⇔ there exists S ∈ 2X , x ∈ c(S), y ∈ c(S)

R, P and I are binary relations, that is, subsets of X2. When a decision maker satisfies WARP, P

and I are a partition of R. In revealed preferences terminology, WARP states that it cannot be
that both x is strictly revealed preferred to y and y is weakly revealed preferred to x, i.e., if xPy,
then not yRx. It is easy to know which alternative is the best when WARP is satisfied, use the

17WARP has taken various names in the literature. It is Arrow (1959)’s Condition 4, Chernoff (1954)’s postulate
10 and Aleskerov, Bouyssou, and Monjardet (2007)’s Arrow’s Choice Axiom.
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revealed preferences as the preferences of the decision maker.

4.1 WARP in Practice

Overall, 46% of ε-correspondences satisfy WARP and 57% of choice functions do.18 The difference
in satisfaction between choice functions and ε-correspondences is not significant. Only 19% of the
subjects satisfy WARP for their 0, 1 and 12-correspondences together, whereas 25% never satisfy it.
For subjects whose choice correspondence is partially or fully identified, the satisfaction of WARP
rises to 58% and 98%. These numbers are lower than increasing chosen sets, indicating that some
subjects are consistent across choice correspondences, but not within them.

Table 5 shows the satisfaction of WARP across the different treatments for ε-correspondences. The
sentence treatment has the highest rate of satisfaction. As shown in Table 11 in Section 5, in the
sentence treatment, subjects have more indifference relations. They choose more often the whole
set, trivially satisfying WARP in the process. The information provided influences the quality
of choice. Subjects earned more on average when they had more information, even though they
satisfied WARP less.

Table 5: WARP and average gains by information, significance levels are assessed com-
pared to the video treatment. For gains, the sentence and the training treatment are
significantly different at the 1% level.

Treatment Sentence Video Training

WARP 62%*** 44% 45%
Gain in the Task 2.66** 3.23 3.88**

WARP and increasing chosen sets are two orthogonal consistency requirements, within and across
ε-correspondences. There is no reason a priori for them to be correlated, but they happen to be.
Each subject has two or three ε-correspondences. I can, therefore, assess for each subject whether
some, all or none of their ε-correspondences satisfy WARP. Similarly, I can assess whether increasing
chosen sets is satisfied for some, all or no additional payment pairs. Table 6 shows that these partial,
full or absence of satisfaction of both axioms are correlated: 74% of the ε-correspondences are on
the diagonal. Some subjects are more consistent than others, overall.

Few papers proceed to similar tests of WARP on experimental data. The setups can be largely
different, but their results are not. They all show significant violations of WARP. Except Costa-
Gomes et al. (2016), these paper all use choice functions to elicit preferences.

18One can wonder whether the different models I will present all along have explanatory power. The answer is yes,
and I show in Appendix C.3.1 that none is trivially satisfied by a random choice correspondence or choice function.
Incidentally, it proves that subjects have not chosen at random in my experiment.

23



Table 6: WARP and increasing chosen set.

All correspondences Some correspondences Never

All payments 20% 19% 2%
Some payments 1% 36% 7%

Never 0% 5% 18%

Bouacida and Martin (2017) have a section on experimental data and the satisfaction of WARP in
an experiment that studies impatience. 47% of subjects satisfy WARP all the time, which is higher
than the comparable figure of 19% found here, but they had only two choice functions per subjects,
whereas here I have three choice correspondences, a more complex setup. On all ε-correspondences,
the average rate of satisfaction of WARP is of 47% here and 64% in their experiment. Choi, Fisman,
et al. (2007) found around 35% of subjects violating WARP for choices over risky assets. In the
closely related large-scale field experiment of Choi, Kariv, et al. (2014), around 90% of subjects
violate WARP for a similar choice task. My subject pool is in between their two pools, as shown
in Appendix B.3. Costa-Gomes et al. (2016) found that 28% of observed choice correspondences
satisfy WARP, a figure lower than here.19

As I did with increasing chosen sets in Section 3.2, I can assess the severity of the violations of
WARP. Figure 1 shows the minimal number of choice sets to remove in order to satisfy WARP, for
different additional payments and the choice function.20 The number of sets to remove is different
between the choice functions and the ε-correspondences for the different payments at the 5% level,
except for the high payment. As in the study of increasing chosen set, allowing for one or two
mistakes, that is, removing one or two sets, increases the satisfaction of the axioms substantially.
Indeed, 63% and 76% of ε-correspondences satisfy WARP with this relaxation. For choice functions,
these numbers are respectively 82% and 88%.

4.2 Incomplete and Intransitive Indifference Preferences

It is possible to rationalize observed choice correspondences when WARP fails with relaxations of
complete and transitive preferences.

First, I relax completeness, leading to partial orders (PO-rationalizability). The critique of the
normative appeal of the completeness of preferences assumption dates back to Aumann (1962).
Eliaz and Ok (2006) provide the first criterion for rationalizability of observed choices by incomplete
preferences. Aleskerov, Bouyssou, and Monjardet (2007) provide an equivalent axiomatization.

19I give more details on this experiment in Section 4.2.1.
20I averaged over all minimal combinations when different combinations of sets to remove are possible to rationalize

observed choices.
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Figure 1: CDF of the number of sets to remove in order to satisfy WARP.

Second, I relax transitivity of the indifference part. Intransitive indifference dates back at least to
Armstrong (1939). These models are known as models of intransitive indifference or just-noticeable
difference. I study two of the most common ones, semi orders (SO-rationalizability) from Luce
(1956) and interval orders (IO-rationalizability) from Fishburn (1970).

I can investigate these models because I have identified choice correspondences. On choice func-
tions, they rationalize the same observed choices, as explained in Appendix C.3.1. To the best
of my knowledge, I am the first to study their empirical validity. There are other investigations
of incomplete preferences in economics, but they rely on the identification of incompleteness with
another phenomenon. For instance, Danan and Ziegelmeyer (2006) identify incomplete preferences
with a preference for flexibility.

4.2.1 Incomplete Preferences

In addition to being normatively doubtful, Von Neumann and Morgenstern (1953) (p.19) have
already criticized the validity of complete preferences from a positive standpoint:

It is conceivable – and may even in a way be more realistic – to allow for cases where
the individual is neither able to state which of the two alternatives he prefers nor that
they are equally desirable.

Aumann (1962) and Bewley (2002) point out that when choices are very hypothetical or very
complex, it is not clear that an individual should have a definite preference over the alternatives.
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Bewley (2002) and Ok (2002) are at the origin of representation theorems of incomplete preferences,
in various contexts: certain, risky and ambiguous domains. A more thorough review is available in
Appendix D.

There are many models of incomplete preferences in the literature, but there are comparatively very
few studies on their empirical validity. Studying incomplete preferences is challenging, and to the
best of my knowledge, only five experiments have investigated completeness, more or less directly:
Danan and Ziegelmeyer (2006), Cettolin (2016), Sautua (2017), Qiu and Ong (2017) and Costa-
Gomes et al. (2016). This small number should be contrasted with the large body of literature on
completeness in psychology and management sciences (see Deparis (2013) for example), as well as
the large body of evidence on violations of transitivity in economic contexts.

The main reason for the relative lack of experiment on the completeness axiom is conceptual.
Jointly, revealed preferences and singleton choice forbid the exploration of the completeness axiom,
as explained by Mandler (2005). First, assuming revealed preferences, an observer infers that
chosen alternatives are preferred to unchosen ones. Second, singleton choice forces decision makers
to choose precisely one alternative in the choice set. These two assumptions together impose what
Mandler has called “observational completeness”. By definition, this setting assumes right away
that chosen alternatives are comparable with unchosen ones, that is, preferences are complete. I
solve this problem by using choice correspondences instead of choices functions, in contrast with all
other experiments which use indirect mechanisms, except Costa-Gomes et al. (2016).

Eliaz and Ok (2006) introduces a weakening of WARP called the Weak Axiom of Revealed Non
Inferiority (WARNI hereafter), with the interpretation that chosen alternatives are not worse than
any other available alternative. This interpretation does not assume completeness of preferences
anymore.

Axiom 4.2 (Weak Axiom of Revealed Non Inferiority (WARNI)). For a given alternative y in S,
if for all the chosen alternatives in S, there exists a set T where x is in T and y is chosen in T , then
y must be chosen in S. This property should be true for all S and y.

for all S ∈ 2X , y ∈ S, if for all x ∈ c(S), there exists a T ∈ 2X , y ∈ c(T ), x ∈ T ⇒ y ∈ c(S)

WARNI states that if an alternative is not worse than all chosen alternatives, it must be chosen
too. A choice correspondence satisfies WARNI if and only if it is rationalized by a reflexive and
transitive strict preference relation – i.e., a partial order. Aleskerov, Bouyssou, and Monjardet
(2007) give an equivalent axiomatization of rationalizability by a partial order, which is given in
Appendix D.3.21 Their axiomatization is linked to Sen (1971)’s decomposition of WARP, rather

21I do not formally prove this equivalence. Theorem 2 of Eliaz and Ok (2006) restricted to the partial order shows

26



than a direct weakening of WARP.

4.2.2 Conditions for Rationalizability by Intransitive Indifference

Intransitive indifference models take their roots in the Weber-Fechner law of psychophysics that
states that the threshold above which a difference between two stimuli is perceived is proportional
to the original stimuli. It captures the idea that the magnitude of the difference between two
measurable objects must be large enough to be noticed. The famous “coffee and sugar” example of
Luce (1956) illustrates it.

The intuition behind just-noticeable difference shows why the transitivity of indifference is not a
very compelling normative assumption. Fishburn (1970) is a survey of the theoretical literature
on intransitive indifference models. Here, I will test two models, the original semi-order model of
Luce (1956) and the interval order model of Fishburn (1970). Aleskerov, Bouyssou, and Monjardet
(2007)’s Chapter 3 provide testable conditions for rationalizability by a semi-order and an interval
order.

4.2.2.1 Interval order

An interval order is a partial order that satisfies the strong intervality axiom.

Definition 4.1 (Strong Intervality (Ferrers property)). A binary relation ≻ satisfies Strong Inter-
vality if and only if x is strictly better than y and z is strictly better than t, then either x is strictly
better than t or z is strictly better than y. Formally:

for all x, y, z, t ∈ X, (x ≻ y and z ≻ t) ⇒ x ≻ t or z ≻ y

Interval orders are representable by a utility function u and a threshold function t depending on
the worst alternative. That is:

for all x, y ∈ X, x ≻ y ⇔ u(x) − u(y) > t(y)

Interval orders are not an entirely accurate representation of the Weber-Fechner law, as the threshold
does not depend on the difference between the two alternatives, but only on one of the alternative.
The testable condition for interval order is Functional Asymmetry. More precisely, a choice corre-
spondence is rationalizable by an interval order if and only if it is rationalizable by a partial order
– i.e., it satisfies WARNI – and it satisfies the Functional Asymmetry axiom.

that if WARNI is satisfied, it is possible to find a partial order that rationalizes the choice correspondence.
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Axiom 4.3 (Functional Asymmetry (FA)). A choice correspondence satisfies Functional Asymmetry
if

for all S, S ′ ∈ 2X , c(S) ∩ (S ′\c(S ′)) ̸= ∅ ⇒ c(S ′) ∩ (S\c(S)) = ∅

If some chosen alternatives in S are not chosen in S ′, it must be that all chosen alternatives in S ′

that are in S are chosen.

4.2.2.2 Semi-order

A semi-order is an interval order that satisfies the semi-transitivity axiom.

Definition 4.2 (Semi-transitivity). A binary relation ≻ satisfies semi-transitivity if and only if x is
strictly better than y and y is strictly better than z, either x is strictly better than t or t is strictly
greater than z. Formally:

for all x, y, z, t ∈ X, x ≻ y and y ≻ z ⇒ x ≻ t or t ≻ z

Every semi-order is representable by a utility function u and a constant threshold t. That is:

for all x, y ∈ X, x ≻ y ⇔ u(x) − u(y) > t

A choice correspondence is rationalizable by a semi-order if and only if it is rationalizable by an
interval order and it satisfies the Jamison-Lau-Fishburn axiom.

Axiom 4.4 (Jamison-Lau-Fishburn (JLF)). A choice correspondence satisfies the Jamison-Lau-
Fishburn axiom if

for all S, S ′, S ′′ ∈ 2X , S ⊆ (S ′\c(S ′)), c(S ′) ∩ S ′′ ̸= ∅ ⇒ c(S ′′) ∩ (S\c(S)) = ∅

If S is made of unchosen alternatives in S ′ and S ′′ counts some chosen alternatives in S ′, then
chosen alternatives in S ′′ must be chosen in S (if they belong to it).

Interval orders and semi-orders are strengthening of partial orders and weakening of classical pref-
erences. No direct experiment on intransitive indifference models has been made in economics,
despite the large body of literature in psycho-physics.22

22Sautua (2017) rules out intransitive indifference as explaining his observations, but it is not a test of intransitive
indifference models per se.
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4.3 Incomplete and Intransitive Indifference Preferences in Practice

Table 7 shows how the three models above rationalize ε-correspondences. Using weakening of
classical preferences is not very helpful to rationalize ε-correspondences in my experiment. The
various weakenings rationalize marginally more ε-correspondences than classical preferences, and
the difference is never significant. Interestingly, partial orders, interval orders, and semi-orders
rationalize the same ε-correspondences in my experiment. It does not have to be the case in theory.
Failures of completeness here can be understood as a failure of transitivity of the indifference, in
line with Eliaz and Ok (2006)’s reinterpretation of intransitive indifference as incompleteness.23 I
decompose the results by additional payments and information in Appendix C.2. The picture is
the same: incomplete preferences and intransitive indifference do not rationalize many more choice
correspondences.

Table 7: Rationalizability by a weakening of classical preferences.

ε-correspondence Choice correspondence

Classical preferences (WARP) 46% 98%
Semi-order 49% 98%

Interval order 49% 98%
Partial order (WARNI) 48% 98%

In my experiment, contrary to most results elsewhere in the literature, relaxing completeness does
not rationalize more choice correspondences. In Danan and Ziegelmeyer (2006), 59% of subjects
exhibit some incompleteness in the choice of risky lotteries. In Cettolin (2016), around half of
the subjects exhibit some incompleteness in the choice of ambiguous lotteries. In Sautua (2017),
many subjects exhibit some incompleteness in the choice of ambiguous lottery tickets. In Qiu and
Ong (2017), 92% of subjects exhibit incompleteness in a strategic environment. In Costa-Gomes
et al. (2016), 5% of their subjects can be rationalized by incomplete preferences, and 21% are the
closest to having incomplete preferences. This last experiment is the closest to mine. The most
significant difference is the incentive to choose several alternatives. In their experiment, subjects
can postpone, with a cost, and choose again later. In that case, subjects can get more information
on the alternatives (headphones).

The relatively low proportion of subjects with incomplete preferences in the last experiment is close
to my result. One explanation for the difference with the other four experiments is the kind of
alternatives we have used. Costa-Gomes et al. (2016) and myself explore the certain domain, not

23This comes from how indifference and incompleteness are distinguished in their rationalization of observations.
Preferences are assessed from binary sets. If c({x, y}) = {x, y}, then x and y are either indifferent or incomparable.
If they are incomparable, then there must exist a third alternative z which is incomparable with one of them and
strictly ranked with the other. This is close to the semi-transitivity axiom.
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the risky/ambiguous one. A more detailed explanation of the difference between the experiments
is available in Appendix D.2.

4.4 Menu-Dependent Choice

The results of the previous subsections imply that weakening transitivity or completeness while
keeping menu-independence does not rationalize ε-correspondences. Sen (1997) explained why in
some settings it is sensible to go beyond the traditional menu-independent maximization paradigm.
The elicitation of ε-correspondences allows me to study quite a wide range of menu-dependent
maximization models (Aleskerov, Bouyssou, and Monjardet (2007), Frick (2016), and Tyson (2018),
among others) for the first time. In the following, I concentrate on three models, one by Frick (2016)
and the other two by Aleskerov, Bouyssou, and Monjardet (2007).

4.4.1 General Threshold Models

The menu-dependent maximization models I study with choice correspondences extend just-
noticeable differences. The main difference is the introduction of a threshold function, which
depends on the menu and the alternatives. Generally, a threshold model has the following
representation.

Definition 4.3 (General Threshold Representation). A choice correspondence c on X admits a
threshold representation if there exist functions u : X → R and t : X × X × 2X → R+ such that
for every S,

c(S) =
{

x ∈ S
∣∣∣∣max

y∈S
u(y) − u(x) ≤ t(x, y, S)

}

u is the fully rational benchmark and t the departure threshold of the representation. It depends
only on combinations of x, y, and S, but one could imagine other dependency structures if more in-
formation about the context of choice is available. This dependency structure can capture attraction
or decoy effects for instance.

Threshold representations studied here depend on the choice set and sometimes on the alternatives
considered. Thresholds can depend on various combinations of x, y, and S, such as t(x, S) for
instance. Aleskerov, Bouyssou, and Monjardet (2007) showed that these threshold representations
reduce to menu-dependent (t(S)) or context-dependent (t(x, y, S)) models.24 The unique utility
allows me to recover a unique preference for each decision maker. It is one advantage of using a

24More precisely, a threshold model with a threshold of the form t(y, S) can be equivalently represented by a
threshold model with a threshold of the form t(x, y, S), as shown in Aleskerov, Bouyssou, and Monjardet (2007)’s
theorem 5.1. I have decided to keep the latter representation. A threshold model with a threshold of the form t(x, S)
can be equivalently represented by a threshold model with a threshold of the form t(S), as shown in Aleskerov,
Bouyssou, and Monjardet (2007)’s theorem 5.2. I have decided to keep the latter representation.
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variation of intransitive indifference rather than a variation of incompleteness. Incomplete prefer-
ences are represented by multi-utility models, which yield several conflicting orders of alternatives.

4.4.1.1 Monotone Threshold (MT)

In the monotone threshold model, the threshold depends only on S and is non-decreasing with
set inclusion, i.e., t(S ′) ≤ t(S) whenever S ′ ⊆ S. This is one way to take into account choice
overload. When the size of the choice set is larger, the choice is less precise, and the threshold
is larger. Frick (2016) shows that occasional optimality characterizes the monotone threshold on
choice correspondences.

Axiom 4.5 (Occasional Optimality). A choice correspondence satisfies occasional optimality if, for
all S ∈ 2X , there exists x ∈ c(S) such that for any S ′ containing x:

1. If c(S ′) ∩ S ̸= ∅, then x ∈ c(S ′);
2. If y is in S, then c(S ′) ⊆ c(S ′ ∪ {y}).

WARP requires that any alternative the decision makers chooses from S is optimal. Occasional
optimality requires that at least some of the decision maker’s choices from S be optimal.

4.4.1.2 Menu-Dependent (MD) Threshold

A natural weakening of the monotone threshold model is to allow for a non-monotone threshold.
The threshold t depends on S, without constraints. Aleskerov, Bouyssou, and Monjardet (2007)
(p.154-155) provide the testable condition for a menu-dependent threshold model to rationalize a
choice correspondence.

Definition 4.4 (Strict Cycle of Observation). A strict cycle of observation are n sets S1, S2, . . . , Sn

in 2X such that:

(S1\c(S1)) ∩ c(S2) ̸= ∅

(S2\c(S2)) ∩ c(S3) ̸= ∅

...

(Sn\c(Sn)) ∩ c(S1) ≠ ∅

A strict cycle of observations is a cycle of strict revealed preferences.
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Axiom 4.6 (Functional Acyclicity). A choice correspondence c satisfies functional acyclicity if it
does not contain strict cycles of observations.

In revealed preferences terminology, Functional Acyclicity states that there are no cycles of strict
revealed preferences. Aleskerov, Bouyssou, and Monjardet (2007) also provide the corresponding re-
vealed preference: it is the strict revealed preferences. For subjects who satisfy functional acyclicity,
I only directly elicit strict preferences, not indifference. Strict Preferences are acyclic and therefore
can be augmented using the transitive closure. It is not possible to complete the preferences of
the decision maker, however. It is in particular not possible to assume that the remaining binary
relations are indifference relations, as shown in Appendix C.4.

4.4.1.3 Context-Dependent (CD) Threshold

In the context-dependent threshold model of Aleskerov, Bouyssou, and Monjardet (2007), the
threshold depends on the menu S and on the alternatives x and y that are compared. Aleskerov,
Bouyssou, and Monjardet (2007) (p.156-157) give the condition on choice correspondences for
context-dependent rationalizability.

Axiom 4.7 (Fixed Point). A choice correspondence c satisfies fixed point if for any S ∈ 2X , there
exists an alternative x in S such that x in S ′ implies that x in c(S ′) for any S ′ ⊆ S.

There is a link between fixed point and Sen’s α. α requires that all alternatives chosen in a set be
chosen in subsets. Fixed point only requires that one alternative chosen in a set be chosen in any
subset. Aleskerov, Bouyssou, and Monjardet (2007) do not provide the corresponding preference,
but it is easy to build it when fixed point is satisfied. Take the set of fixed points in the whole set
X (FP (X)). It is made of the most preferred alternatives in X. All alternatives in FP (X) are
indifferent. Now take the set of fixed points in X\FP (X), it is the most preferred alternatives in
X\FP (X), and so on until the set of alternatives that are not fixed point is empty or a singleton.
By definition, this procedure will finish, as every nonempty subset of X has a fixed point. It also
implies that the constructed preferences are complete. Compared to strict revealed preferences, this
revelation of preferences also reveals indifference.

4.5 Menu Effects in Practice

Table 8 shows that generalized threshold representations rationalize significantly more ε-
correspondences than classical preferences when they violate WARP. This result holds when the
choice correspondence is partially or fully identified. Looking at the all ε-correspondences in Table
9 nuances the results. When I partially or fully identify the choice correspondences, the decision
makers satisfy WARP more often, and the significance of the differences decreases. From both
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tables, it is clear that introducing menu effects increases the proportion of ε-correspondences for
which welfare assessments are possible.

When comparing the different models, the menu-dependent model explains significantly more than
the monotone threshold one. The monotonicity of the threshold is a real constraint on rationaliz-
ability. The context-dependent model rationalizes a bit more than the menu-dependent one. The
difference between the two is significant when I restrict to the sample where ε-correspondences
violate WARP. When looking at the explanatory power of the two models in Appendix C.3.1, the
context-dependent model has five times less power than the menu-dependent one. The large ratio-
nalizability by menu-dependence in Table 9 means that most strict preferences are consistent, even
when ε-correspondences violate WARP.

Table 8: Comparison of different models of threshold rationalization to semi-order-
rationalizability when WARP is violated. Significance levels are with semi-order ratio-
nalizability. Note that menu-dependent and context-dependent are only significantly
different from each other at the 1% level on ε-correspondences.

ε-correspondence Partial Choice correspondence

Semi-order 4% 2% 0%
Monotone threshold 26%*** 25%*** 0%
Menu-dependent 77%*** 74%*** 100%***

Context-dependent 88%*** 79%*** 100%***

Table 9: Comparison of different threshold rationalizability to semi-order and weak order
rationalizability. Significance levels are with semi-order rationalizability. Note that menu-
dependent and context-dependent are significantly different from each other at the 1%
level on ε-correspondences, but not when they are partially identified.

ε-correspondence Partial Choice correspondence

Classical preferences 46% 59% 98%
Semi-order 49% 59% 98%

Monotone threshold 60%*** 69% 98%
Menu-dependent 88%*** 89%*** 100%

Context-dependent 93%*** 91%*** 100%

I compare in Table 10 the different models depending on the information provided. Subjects are on
average more consistent in the sentence treatment, because they express more indifference, as I will
show in Section 5. This trend goes on when WARP fails. The training treatment, where subjects
express the most strict preferences, reaches similar satisfaction rates in the menu-dependent and
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the context-dependent models. The video treatment lags behind the other two with these last two
models, and the differences are significant. The relative increase in rationalization in the sentence
and training treatments imply that strict revealed preferences are more consistent in these two
treatments. In the sentence treatment, there are relatively few of them, which means they are more
easily acyclic. In the training treatment, the decision makers have a more precise idea of the task
they want or do not want to perform and choose more consistently as a consequence.

Table 10: The different threshold models by the information provided. The significance
levels are with respect to the video treatment.

Sentence Video Training

Classical preference 62%*** 44% 45%
Semi-order 65%*** 46% 46%

Monotone threshold 75%*** 56% 61%
Menu-dependent 94%*** 81% 93%***

Context-dependent 98%*** 86% 97%***

5 Indifference
One reason to identify choice correspondences is to study the prevalence of indifference relations.
Indifference between alternatives might generate failures of WARP even when the as if preference
is reflexive, complete and transitive. Indifference here will be assessed using two different methods.
First, for ε-correspondences which satisfy WARP, it is revealed indifference as given at the beginning
of Section 4. For ε-correspondences who do not satisfy WARP, but satisfy fixed point, it is revealed
as explained in Section 4.4.1.3. I cannot assess indifference from choice functions using the same
assumption on the revelation of preferences.

I relax this assumption for choice functions, assuming now that chosen alternatives are weakly
better than unchosen ones. With ε-correspondences, it would contradict the idea that pay-for-
certainty elicit all maximal alternatives. On choice functions, however, it might be a more sensible
assumption, and it allows the study of indifference. In that case, a choice reversal is revealing
indifference, rather than inconsistency. Using weak revealed preferences for choice functions increase
the satisfaction of WARP to 80%, while the power is still acceptable.

I show in Table 11 how the preference is divided between strict relations and indifference relations for
each subject, on average. I show only results when WARP is satisfied for choice correspondences, as
it keeps almost the whole subsample of choice correspondences. There are six possible comparisons
between alternatives. A classical decision, therefore, has six binary relations in total. Depending
on the sample considered, the precise division between indifference and strict preferences vary. One
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thing is clear, however, choice correspondences and ε-correspondences show a lot more indifference
than choice functions.25

Table 11: Indifference and strict preferences, for choice functions, correspondences, and
ε-correspondence.

Axiom Choice Indifference Strict Preference

WARP Function 0.29*** 5.71***
WARP Correspondence 2.96 3.04
WARP ε-correspondence 3.00 3.00
FP ε-correspondence 2.15*** 3.85***

In Table 12 and 13, I show how much indifference relations there are on average for each subject, by
information provided and additional payments. The more information provided, the less indifference
there is. The more additional gain there is to select an alternative, the more indifference there is.
When comparing choice functions and choice correspondences with the same treatment, choice
functions show significantly less indifference.

Table 12: Average number of indifference relations with ε-correspondences and choice
correspondences, by information provided. Significance levels are with choice correspon-
dences which satisfy WARP.

Axiom Choice Sentence Video Training

WARP Function 0.29***
WARP Correspondence 4.33 2.61 2.73
WARP ε-correspondence 3.98 2.81 2.36
FP ε-correspondence 3.53*** 1.36*** 1.07**

Table 13: Average number of indifference relations with ε-correspondences, by additional
payment. The average number of indifference relations within the same payment, between
subjects who satisfy WARP or FP are significantly different from each other. The average
number of indifference relations within the subjects who satisfy WARP or FP, between
additional payments are significantly different from each other when one of them is a no
additional payment.

Axiom No Low High

WARP 2.09 3.43 3.54
FP 0.91 1.52 1.45

25The p-value of the difference in the number of indifference relation between choice function and choice corre-
spondences is 10-12.
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Figure 2: CDF of the number of indifference relations, by information provided. The
p-value of the Mann-Whitney test of the difference between the training and the video
treatment is 0.055. For the sentence and video treatment, it is 0.0001

Indifference is not homogeneous among all subjects. In Figure 2, I show that some subjects are fully
indifferent, whereas some have only strict preference relations. The evolution between the level of
information provided is the same as the average one, however. The more information is provided,
the less indifferent subjects are.

Indifference is widespread with choice correspondences. It is significantly higher than what could
have been obtained with choice functions, even assuming that revealed preferences are weak. It
is also robust, as it does not disappear even in the training treatment, where subjects had quite
complete information about the tasks. The additional payments also have an impact on the indif-
ference, but even with no payments, indifference relations appear. Even a simple elicitation method
for choice correspondence, which does not identify the choice correspondence alone, is better than
choice functions to study indifference.

6 Aggregating Choice Correspondences
Finally, identifying choice correspondences might be a way to aggregate decision makers’ choices or
preferences more easily. My experiment is not about a social choice nor explicitly aimed at collective
choices. Choice correspondences allow me to recover larger sets of Pareto-superior alternatives
for each decision maker. These larger sets of Pareto-superior alternatives should intersect more
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often, and thus should agree more often on which alternatives are the best. This section is the
first comparison between choice correspondences and choice functions in that regard. I take two
approaches to do so.

6.1 Condorcet

The first approach that is close to voting procedure, namely, looking at the Condorcet winner for
each choice correspondence.

Definition 6.1 (Condorcet winner). An alternative x is a Condorcet winner for a correspondence
c if it is chosen in all binary choices with other alternatives from X.

for all y ∈ X, y ̸= x, x ∈ c({x, y})

Note that with choice functions, there can be only one Condorcet winner per subject. With choice
correspondences, however, all alternatives might be Condorcet winners. This approach is ‘model-
free’, in the sense that it does not require any rationale for the choice. It is a rather permissive
approach in theory, as for having at least one Condorcet winner, subjects only have to be consistent
within binary choices, not within the full powerset. That is, I do not take into account choices in
sets of size three or four.

Once I have the Condorcet winners for each choice correspondence or function, I can aggregate
them. I use here a procedure that is close to approval voting.26 That is, I assume that decision
makers would vote for all their Condorcet winners.

6.2 Maximal Alternatives

I have built the second approach on the revealed preferences. When subjects satisfy WARP, I use
revealed preferences, and when they satisfy fixed point, the corresponding preferences. I drop the
rest of the sample of ε-correspondences (7% of the pool) and choice functions (43% of the pool).27

I again consider approval voting, where subjects would vote for all their maximal alternatives. Note
that here, all preferences must have at least one maximal alternatives. For choice functions, they
only have one, but for choice correspondences, potentially all alternatives are maximal.

26See Laslier and Sanver (2010) for a more thorough overview of the approval voting literature.
27I could infer preferences for these subjects, using, for instance, behavioral welfare economics, as done in Bouacida

and Martin (2017), but in a sense assessing Condorcet winners already does so.
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6.3 Aggregation in Practice

Tables 14 and 15 are similar in the lessons I can draw from them. The number of maximal alter-
natives or winners is much higher with choice correspondences or ε-correspondences than it is with
choice functions. Importantly, with correspondences, at least one alternative is approved by the
majority of the voters. The lower approval for ε-correspondences compared to choice correspon-
dences is a consequence of the lower number of indifference relations when ε-correspondences satisfy
fixed point, as shown in Section 5.

Table 14: Which alternative is the Condorcet winner? What is the corresponding ag-
gregate preference? Average of each alternative being a winner, depending on the choice
procedure considered. Significance levels are with respect to choice correspondences.

Addition Spellcheck Memory Copy Preference

Choice function 29%*** 24%*** 22%*** 24%*** A ≻ S ∼ C ≻ M

Choice correspondence 73% 73% 65% 69% A ∼ S ≻ C ≻ M

ε-correspondence 65% 56% 58%** 68% C ≻ A ≻ M ≻ S

Table 15: Which alternative is maximal? Average of each alternative being maximal,
depending on the choice procedure considered. Significance levels are given with respect
to choice correspondences. ε-correspondences, when they satisfy WARP or FP, are sig-
nificantly different from each other.

Axiom Choice Addition Spellcheck Memory Copy

WARP Function 24%*** 24%*** 21%*** 31%***
WARP Correspondence 73% 73% 65% 69%
WARP ε-correspondence 70% 68% 65% 74%
FP ε-correspondence 48%*** 40%*** 44%*** 52%**

I can also look at the aggregate order of preferences provided by these two aggregation methods.
Choice functions and choice correspondences do not rank the same alternative as the best, using
inferred preferences. Addition and spellcheck are the best on average with choice correspondence,
whereas copy is the best with choice functions. With Condorcet winners, on the other hand, both
agree that addition is one of the best tasks.

In Table 16, I look at the influence of the information provided on the aggregation, using Condorcet
winners. I consider only ε-correspondences for clarity, but the picture is similar to choice corre-
spondences. The sample is just becoming very small in the latter case. The trend is similar when
looking at maximal alternatives. Some trends appear clearly. The information given decreases the
proportion of subjects who would choose the memory task, more than the average decrease due to
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the increase in quantity and quality of information and the sharpening of preferences it implies.
The copy task, on the other hand, remains chosen at around the same levels by everyone.

The value of information is positive on average in my experiment, something that also appears in
the average gains in the tasks depending on the treatments. They went from €2.66 in the sentence
treatment to €3.23 in the video treatment to reach €3.88 in the training treatment.

Table 16: Proportion of ε-correspondences for which a given alternative is a Condorcet
winner, depending on the information provided. Significance levels are given for a task,
between the treatments.

Treatment Addition Spellcheck Memory Copy

Sentence 72% 62%* 85%*** 75%*
Video 64% 51% 58% 65%

Training 59% 65%*** 36%*** 72%

Overall, using choice correspondence allow for more agreement across decision makers.

7 Conclusion
In this paper, I have introduced a new method to identify choice correspondences, pay-for-certainty.
I fully identify the choice correspondence of 26% of the subjects in my experiment. One natural
question is how to raise that identification rate. Decreasing the value of ε seems out of the question
in this experiment. Another way is to increase the stake, but it is not always possible.

One way to improve the identification of a choice correspondence is to change the incentive to choose
all maximal alternatives. One possibility is to use as an incentive a small probability of getting
several alternatives. If the decision maker chooses x and y in the set {x, y}, she gets both with a
small probability (1%), and the remaining probability is allocated uniformly between x and y. One
potential problem of this mechanism is the well-known sensitivity of subjects to small probabilities.

The pay-for-certainty method is suited for non-risky, non-ambiguous alternatives. Extending the
method to other kinds of alternatives requires additional assumptions. The adaptation to the
Machina-Marschak triangle à la Andreoni-Sprenger used for studying behaviors in risky environ-
ments is not straightforward. The current mechanism allows decision makers to create their lottery.
Additional research should be done in this direction in order to understand how to adapt the method
in the infinite case. I give some preliminary directions in Appendix A.2.

Even if limited to certain kinds of alternatives, eliciting a choice correspondence has many benefits.
I have been able to study rationalization of observed choices when subjects do not behave as if they
have transitive, reflexive and complete preferences. I could relax transitivity and completeness,
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although this did not explain significantly more data. The likely explanation for the low occurrence
of incomplete preferences is in the kind of alternatives I have considered. Sure outcomes did not
yield incomplete preferences in Costa-Gomes et al. (2016) as well. Introducing menu effects is much
more promising. The context-dependent model rationalizes 93% of observed choice correspondences.
Importantly, choice correspondences allow the assessment of preferences that choice functions do
not. I show that indifference is significant in my experiment. By assessing indifference, choice
correspondences enlarge the set of Pareto-superior alternatives. It implies that in practice, reaching
an agreement across subjects is easier than generally believed.

Finally, the context-dependent model is the most successful model in my experiment. One limit,
however, is that the choice sets were rather small. Considering that choice processes might limit
the number of alternatives considered, for various reasons (see Caplin, Dean, and Martin (2011),
Manzini and Mariotti (2012) for instance), it is an open question how the context-dependent model
rationalize choices in larger sets. It is a challenging question to tackle. Above sets of five alternatives,
it is no longer realistically possible to study the whole powerset, and thus to falsify the model.
Nevertheless, the results in the experiment show that choices depend on the choice sets, even if
preferences do not. In that sense, it is consistent with the literature on reference-dependence and
status quo bias in behavioral economics. The fixed point in the whole set is the reference. It
provides a revealed preference based method for studying these phenomena, in a similar spirit as
Ok, Ortoleva, and Riella (2015).
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A Proofs and Extension of Pay-For-Certainty

A.1 Proof of Proposition 1.1

Proof. Take S ∈ 2X , ε < ε′, I will show that any x ∈ S\cε′(S) is also in S\cε(S). Take x ∈ S\cε′(S):

• By constrained maximization of the payments:

x ∈ S\cε′(S) ⇔ there exists y ∈ S, (y, 0) ≻2 (x, ε′)

• By the remark in Section 1.4, I have that y also ε-dominates x.
• By constrained maximization of the payments again, x ∈ S\cε(S).
•

S\cε′(S) ⊆ S\cε(S) ⇔ cε(S) ⊆ cε′(S)

.

A.2 Extending Pay-For-Certainty to Infinite Sets

I discuss here why extending to X to infinite sets is not straightforward. In particular, why the
Andreoni and Sprenger (2012) method for preferences over risky assets cannot be used with pay-
for-certainty.

A.2.1 Infinite Choice Sets

Take (X, µ) to be a measurable set. The natural extension of pay-for-certainty in this context is:

• The decision maker can choose any subset of S ⊆ X;
• The gain of choosing one subset is

(
1 − µ(c(S))

µ(S)

)
ε;

• The alternative given to the decision maker is selected from the chosen set using the uniform
selection mechanism.

This procedure is the natural counterpart of the pay-for-certainty with the uniform selection mech-
anism on finite sets. It reduces to pay-for-certainty on finite sets using the uniform measure.

This naive counterpart does not work as intended, as an example illustrates.

Example: Infinite choice set Take X = [0, 1], with the canonical measure on R. The decision
maker has to choose the certainty equivalent in [0, 1] of the lottery (1/2, 0; 1/2, 1). Assume
that she is imprecise about her exact certainty equivalent but knows it is in the interval
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I = [0.4, 0.5]. The gain from this choice is:
(

1 − µ([0.4, 0.5])
µ([0, 1])

)
ε =

(
1 − .1

1

)
ε = 0.9ε

By density of Q in R, an equivalent choice is to choose the set I ′ = Q ∩ I, a set of measure
0, which yield to a gain of ε.

Avoiding this pitfall requires forcing the choice of convex sets in S, which in turns requires S to be
a convex set. It is an additional technical restriction on the choice of the decision maker that has
no clear justifications.

A.2.2 Finite Choice Sets on Infinite Sets

One might want to restrict to finite choice sets with an underlying infinite structure. It does not work
straightforwardly either. I can expand on the previous example, with the following modification:
the choice set is {0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}.

An interpretation problem arises: what happens if her certainty equivalent is 0.41? Assuming that
ε is small enough, would she choose 0.4 or {0.4, 0.5}? It is not clear. If she chooses 0.4, what is her
certainty equivalent? I certainly cannot guarantee that it is equal to 0.4.

The pay for certainty procedure can be applied on finite sets with no underlying infinite structure
(i.e., not for risky lotteries, not for consumption choices). The extension to a choice set with an
underlying infinite structure is not straightforward and requires additional assumptions.

A.3 Selection Mechanisms

A.3.1 Influence of the Uniform Selection Mechanism

The selection mechanism might influence which alternatives decision makers choose. To understand
why I first explain the reason behind choosing a non-singleton set of alternatives. One reason to
choose two alternatives or more is when one is indifferent between them. If a decision maker is
indifferent between x and y, she might not care if I tell her that she will get one of them were she to
choose both. Another reason for choosing more than one alternative is indecision. A decision maker
might not know which alternative she prefers. Indecision usually arises from a lack of information
about the alternatives and how to compare them. Imagine a decision maker arriving in a new
country who gets offered two different fruits she did not know before. Which one to choose? She
probably wants to get more information about them before choosing, both to learn about the
alternatives and to learn about her tastes. In experiments, subjects are rarely allowed to experience
the alternatives before choosing them. Costa-Gomes et al. (2016) is a rare instance allowing this,
and decision makers postponed their choice in order to get more knowledge.
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In the context of a choice correspondence elicitation, still, another reason to choose more than one
alternative might be the selection mechanism. Decision maker might take advantage of it to build
new alternatives. Think about the uniform selection mechanism and the following alternatives in
X:

• Lottery a: 50 cents for sure
• Lottery b: $1 with probability 1/2 and $0 with probability 1/2.

With the pay-for-certainty procedure and a classical expected utility maximizer decision maker,
observed choices should be:

• Risk-averse decision makers choose {a};
• Risk-loving decision makers choose {b};
• Risk-neutral decision makers choose {a, b}.

Pay-for-certainty identifies as risk-neutral slightly risk-loving and slightly risk-averse decision maker
if ε is small enough. With the uniform selection mechanism, however, choosing {a, b} creates a new
lottery:

• Lottery c: 50 cents with probability 1/2, $1 with probability 1/4 and $0 with probability 1/4.

Lottery b is a mean-preserving spread of lottery c, and lottery b is a mean-preserving spread of
lottery a. For expected utility decision makers, lottery c does not matter, as it is in between a and
b regarding the risk involved. When decision makers are not expected utility maximizers, it might
be a problem. Now, the uniform selection mechanism allows the decision maker to create a “new”
alternative. She might prefer this “new” alternative to the two original ones. Importantly, it is not
possible looking at choices whether the choice of {a, b} is driven by risk neutrality or by the will to
create the “new” alternative.

One assumption from the literature (see Dekel (1986) and Chew (1989)) guarantees it is not a
problem, betweenness.

Assumption A.1 (Betweenness). If the decision maker is indifferent between two alternatives, she
is indifferent between any convex combination of both alternatives and the original alternatives.

for all x, y ∈ X, x ∼ y ⇔ for all p ∈ [0, 1], x ∼ (1 − p)x + py ∼ y

Betweenness is often violated in settings involving lotteries (see Camerer and Ho (1994) for instance),
in particular by decision makers with a preference for randomization as in Agranov and Ortoleva
(2017). Pay-for-certainty with the uniform selection mechanism is thus generally not suited for
choices between lotteries, but other selection mechanisms can obviate this problem.
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One can think of allowing subjects to choose the distribution on the set of alternatives, instead of
imposing the distribution. The problem generated by the possibility of creating a new alternative
is getting worse here. Another selection mechanism is delegation: someone else makes the selection.
The decision maker cannot use the selection mechanism to create new alternatives. It moves the
selection process from the risky domain to the ambiguous one, as now the distribution used to
make the selection is unknown to the decision maker. The last possibility, flexibility, is to allow
the decision maker to choose again in the chosen set when it is not a singleton. To be incentive
compatible, the additional payments of pay-for-certainty must be costs and not gains. It has been
done in experiments by Danan and Ziegelmeyer (2006) and by Costa-Gomes et al. (2016). A more
thorough discussion of these mechanisms follows in Appendix A.3.2 and Appendix D.2.

A.3.2 Other Selection Mechanisms

In Section 1.2, I have alluded to other possible selection mechanisms. I discuss here a few of them.

Selection Mechanism: Own Randomization When the chosen set contains more than one
alternative, the decision maker chooses a distribution on chosen alternatives. The decision
maker gets the alternative drawn from her distribution on chosen alternatives.

In this mechanism, the decision maker chooses the distribution. Own randomization also requires
the betweenness property in order to get the right interpretation of observed choices. It is more
complicated to implement experimentally, as it adds more features to the elicitation procedure, but
yields to potentially more fruitful results. I have run a pilot with own randomization, on 37 subjects.
I have computed their choice correspondence assuming that any alternative with positive probability
is a chosen alternative. The sizes of the chosen sets are in Table 17. Only 8% of the subjects choose
bayesian distributions, using the distribution over the four alternatives as the baseline. It is clear
here that chosen set sizes are on average much larger than with the uniform selection mechanism,
casting doubt about the validity of the pilot or the own randomization selection mechanism. The
details are available by asking the author.

Table 17: Size of the chosen set in the pilot where subjects could choose their distribution
over the alternatives.

Set size 1 2 3 4

2 21% 79%
3 13% 20% 67%
4 5% 8% 22% 65%

Selection Mechanism: Delegation When the chosen set contains more than one alternative,
the decision maker gets an alternative selected by someone else.
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In this mechanism, the selection process is now a black box for the decision maker, and potentially
the observer. They do not know how the selection is made. Some assumptions are required to
ensure the correctness of the elicitation. The first one is the absence of preference for delegation
when preferences are strict. If subjects prefer to delegate no matter what happens, they will
choose the whole set. The second one is the absence of an experimenter effect. Her beliefs on the
selection mechanism influence the choices made by the decision. The uniform selection mechanism
explicitly states the probabilities of getting an alternative. As long as the decision makers trust
the experimenter, reality constrains beliefs. With delegation, the constraints on the beliefs on the
selection mechanism are hard to infer for the observer. For instance, decision makers might believe
that the choosers will behave adversely. One way to mitigate that might be to delegate anonymously
to other subjects in the experiment and not to the experimenter. Beliefs are hard to control here.

Selection Mechanism: Flexibility When the chosen set contains more than one alternative, the
decision maker will face the chosen set again later and will have to select one alternative.

This mechanism has been used in the literature before, in at least two experiments, one by Danan
and Ziegelmeyer (2006) and the other by Costa-Gomes et al. (2016). It can be used with the pay for
certainty choice procedure, under the condition that payments are costs and not gains. Otherwise,
the incentive scheme is such that choosing the whole set and then selecting the alternative in the
second choice is always optimal. With flexibility, indifference is not properly elicited. The incentive
is to reduce as much as possible the chosen set in the first stage. It is not possible to guarantee
that decision makers always choose the set of maximal alternatives with flexibility.

B Experiment

B.1 Instructions

The experiment happened in France. I gave the instructions in French. The original instructions
are available http://www.bouacida.fr/files/eliciting-choice-correspondences/instructions/.

B.2 Screenshots from the Experiment

Each choice with pay-for-certainty happened in two steps. First, subjects faced the choice screen,
as in Figure 3, where they said “yes” or “no” to each available alternative. Second, they faced the
confirmation screen, as in Figure 4, where they saw a summary of their choice and the associated
additional payment. Choices were taken into account only after subjects confirmed them on the
confirmation screen.
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Figure 3: A choice screen.

Figure 4: A confirmation screen.
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Figure 5: Age distribution of the sample

B.3 Demographics of the Sample

The average age of the sample is 35. The youngest subject is 18 and the oldest 76. The majority
(56.40%) of the sample is 30 or younger. Figure 5 shows the age distribution of the sample.

Figures 6 and 7 show the different kinds of qualifications and studies. The majority of unemployed
in the sample are students who do not work, as these two categories are lumped together by the
French Statistical Institute.

The sample is almost gendered balanced. There are 54.74% of female in the sample. The level
of education question only led to a response rate of 42%. Among those who answered, 53.75%
have at least started a college education. Overall, the largest population of the sample is a student
population.

B.4 Risk Aversion

Figure 8 shows the distribution of the certainty equivalents of the sample. Some subjects must have
misunderstood the certainty equivalent elicitation, as a certainty equivalent of 0€ is never optimal.
Certainty equivalents above 2.5€ indicate risk loving. Certainty equivalent of 3€ bundles certainty
equivalents of 3€ and above.

One metric risk aversion could play a role in is the size of the chosen set. In the experiment, the
computer drew at random the task they got when subjects chose more than one task. I could
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Figure 6: Professional occupation, when given (151 subjects)
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Figure 8: Histogram of the certainty equivalents obtained in the experiment.
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Figure 9: Proportion of singletons depending on the certainty equivalent and the size of
the choice set. I kept only certainty equivalents with more than five subjects.

expect people with higher risk aversion to dislike the random draw and choose more singletons.
Figure 9 show that it is not the case. If anything, the higher the certainty equivalent, the lower
the proportion of singleton is. Some caveat must be given, however: certainty equivalents of 0 are
a misunderstanding of the measure of certainty equivalents. I have no explanation for the drop
in certainty equivalents at 2€. At a certainty equivalent of 3€, however, it might be because we
bundle here 3€ and above. I have computed the correlation numbers between certainty equivalent
and the proportion of singletons, but they are highly sensitive to dropping/adding data points and
are therefore not very reliable.

C Experimental Results

C.1 Correlation with the Training and the Stated Preferences

In the paper, I have assessed the rationalizability by different preference models of decision theory.
I look now at predictors of the choice of the subjects. I do not have much information about the
subjects of the experiment, but I have two important ones for evaluating consistency:

1. For the sample in the training treatment, I have their performance during the training for all
the tasks.

2. For everyone, I have their answer in the questionnaire. I have asked if there are some tasks
they liked or disliked.
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These are two proxies for the choices of the subjects expect in the experiment. The training provides
them with hard information about their expected payoff. I might not observe it correctly, as subjects
might need some time to handle the interface. The answers in the questionnaire are soft information
revealed by subjects about their preferences. In both cases, the choice used to select the task is one
of the 33 possible. They might get only their third and fourth-ranked alternative in that set.

I have ranked the tasks for each decision maker by their performance. Table 18 shows the ranking
of the task performed in the end using the performance in the training sessions. There is a clear
correlation between the two. I expected all tasks performed in the end to be third rank or above.
It is not the case. Two explanations: the ranking I built is only a noisy representation of their
ranking. The cost has driven some subjects to choose all alternatives all the time.

Table 18: Proportion of chosen tasks that is better than the first, second or third best
performing alternative during the training, for the sample who trained on the tasks. In
case of a tie during the training, tied alternatives are ranked at the highest possible.

first second third

Proportion 32.43% 64.86% 86.49%

I make a second assessment of the training sessions. I build the order corresponding to the observed
performance, and compare the choice it induces to the observed choices. Call cT the choice corre-
spondence induced by the training. If I assume that cT accurately reflects the choice correspondence
of the subjects, I should have that for all S, c0(S) ⊆ cT (S) ⊆ cε(S), for any positive ε. Because the
order I have built is a weak order, subjects who do not satisfy WARP are unlikely to satisfy the two
inclusions. I will, therefore, restrict it to subjects who satisfy WARP. 11% of the subjects satisfy
the first inclusion and 52% the second one. These two results imply that the training influences the
choices made by the subjects.

I perform a similar analysis with their stated preferences. For all subjects, I build their stated choice
correspondence and assume it is their real one. In that case, the stated choice correspondence
contains the no gain choice correspondence for 77% of subjects. The stated correspondence is
included in the positive gains one for 66% of subjects. Stated correspondences are a predictor of
the choices made by the subjects who satisfy WARP.

C.2 Decomposition of Incomplete Preferences

I provide here more results on the relaxation of transitivity and completeness. I decompose the
results by additional payments and information provided. I only show the results for completeness,
because semi-order and interval orders are strengthening of partial orders. Incompleteness provides
an upper bound on intransitive indifference.
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C.2.1 By Information

If uncertainty about the value of alternatives influenced incompleteness, one would expect that
giving more information about the alternatives to the subjects in the experiments reduces their
incompleteness. Table 19 shows a small but insignificant decrease in the prevalence of incomplete
preferences when the quantity and quality of information increase. My experiment does not allow
me to say anything about the link between incomplete preferences and information, as very little
incompleteness shows up in the first place.

Table 19: Rationalizability by complete and incomplete preferences, depending on the
information provided.

Treatment Sentence Video Training

complete 62% 44% 45%
incomplete 65% 46% 46%

incomplete but not complete 3% 2% 1%

C.2.2 By Additional Payments

Table 20 shows a small increase in the prevalence of incomplete preferences when the additional
payment increases. The difference between the no and high additional payments is significant at
the 5% level. The other differences are not significant. Overall, additional payments do not seem
to play a role in the prevalence of incomplete preferences.

Table 20: Rationalizability by complete and incomplete preferences, depending on the
additional payment.

Gains No Low High

complete 47% 43% 49%
incomplete 48% 44% 54%

incomplete but not complete 1% 2% 5%

C.3 Explanatory Power

C.3.1 Axioms and Rationalizations

With a set of four alternatives, there are 26,254,935 possible choice correspondence and 20,736
possible choice functions. I have tested all the axioms and different kind of rationalizability on
each of them. Table 21 gathers the results.28 Most axioms have meager or low pass rates, of the

28The procedure I have used to compute the result is to consider that each choice function or choice correspondence
has an equal probability of being drawn. It is as if the decision maker chose in every choice set a chosen set at
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magnitude of the percent or below. A random choice is not very likely to satisfy the axioms. δ bites
a little on choice correspondences and does not bite on choice functions, a characteristic shared
with β. Lastly, on choice functions, many axioms have the same pass rate and are satisfied by
the same choice functions. All models studied here rationalize the same choice functions. Choice
correspondences are useful because they allow me to separate the different models.

Table 21: Probability that a decision maker choosing with a uniform random satisfy an
axiom / rationalizability model.

Axiom Correspondence Function

WARP \ Weak Order 2.86 10-4% 0.12%
Semi-order 6.97 10-4% 0.12%

Interval order 7.88 10-4% 0.12%
WARNI \ Partial order 8.34 10-4% 0.12%

Occasional optimality \ MT 7.28 10-2% 0.12%
Functional acyclicity \ MD 1.44% 0.12%

Fixed point \ CD 7.27% 0.12%
α 5.68 10-2% 0.12%
β 2.63% 100%
δ 27.69% 100%
γ 1.08% 1.62%

Pairwise transitivity 10.29% 37.5%
Bottom-up rationality 2.60% 1.39%
Top-down rationality 0.13% 0.12%

β′ 5.08% 4.86%
Outcast 0.27% 0.12%

Functional asymmetry 1.51% 0.12%
Jamison-Lau-Fishburn 14.57% 1.04%
WARP with weak RP 13.89% 72.93%

C.4 Completing the Revealed Strict Preference

It is not possible to uniquely complete the strict revealed preferences of a decision maker who
satisfies Functional Acyclicity. Imagine a decision maker with the following choice correspondence
on X = 1, 2, 3, 4 (chosen alternatives are in bold): {1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}, {1,
2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, {1, 2, 3, 4} . The corresponding strict revealed preferences

random, using a uniform distribution. It is also as if the decision maker decided in each choice set and for each
alternative with a coin toss to choose it.
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are: 2P1, 3P1, 4P1 and 4P2, and revealed indifference is 2I3, 3I4 and 2I4. This decision maker does
not satisfy WARP, but she satisfies FA, the strict part of revealed preferences is acyclic. Completing
the strict revealed preferences with indifference (i.e., 3I2 and 3I4) yield cyclic preferences (4P2, 2I3
and 3I4). There are two maximal acyclic completions in this case: adding only 3I2 or only 3I4,
but there is no reason to pick one over the other. This example shows two important things:

• It is not possible to guarantee, reflexive, transitive and complete preferences when functional
acyclicity is satisfied.

• There is no unique transitive completion when functional acyclicity is satisfied.

D Incomplete Preferences

D.1 Theory on Incomplete Preferences

Von Neumann and Morgenstern (1953) (p.29) had already an idea on how to represent incomplete
preferences:

It leads to what may be described as a many-dimensional vector concept of utility. This
is a more complicated and less satisfactory set-up, but we do not propose to treat it
systematically here.

The systematic exploration of this intuition was first carried out by Bewley (2002) in an Anscombe
and R. J. Aumann (1963)’s framework and by series of paper by Ok and coauthors, following Ok
(2002). Investigating all models representing incomplete preferences is tedious and is not the object
of this paper. The various representation theorems differ in the specific framework they use and
the exact utility representation of preferences they yield. The crux of the matter, however, is to
represent incomplete preferences not by a single utility with values in R but by several utilities, each
with values in R. What is known now as a multi-utility (or multi-self) representation of preferences.
The general idea of these models is that x is preferred to y if all the utilities are higher for x than
for y.

x ≻ y ⇔ u(x) > u(y), ∀u ∈ U

Where U is the set of all utilities. U generally has some properties, like compactness. When the
utility comparisons go in opposite directions, alternatives are incomparable. The decision maker
has incomplete preferences. Nishimura and Ok (2016) gave the most general model. Reflexivity is
the only hypothesis needed for their preference representation. It is one of the most complex one
in practice. To the best of my knowledge, no one has proposed testable implications of this model.
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D.2 Experiments on Incomplete Preferences

Danan and Ziegelmeyer (2006) study indecision in a risky environment. In order to do so, they
assume that indecision is akin to a preference for flexibility. If the decision maker does not know
what to choose, she will prefer to postpone her choice. More importantly, it is the only case
where postponing is valuable, that is when she is ready to pay for flexibility. They implement
an experiment for decision under risk with this idea, using lotteries and a bracketing procedure.
Subjects could postpone their choice at a cost. All of them had to come back the week after to
choose between the alternatives they were undecided. Their design allows them to build an index of
incompleteness, roughly based on the number of postponed choices. 59% of subjects have incomplete
preferences in their experiments.

Cettolin (2016) implement an experiment testing the completeness axiom with ambiguous prospects.
They also test the possibility that intransitive indifference explains their results. As they have noted,
they do not elicit incomplete preferences directly, but rather carefully designed their experiments
and their choice objects to rule out other models. They perform four different experiments to shore
up their result. In the first experiment, subjects have to choose between a risky and an uncertain
prospect or to delegate the choice to a random device. In the second experiment, they elicit the
preferences between a certain outcome and a risky prospect, to elicit possible prospect theory
preferences. In a third experiment, they increase the payoff of the ambiguous events compared to
the risky ones. Finally, they modify the first experiment by replacing the uncertain prospect by
a certain amount. Around half of the subject chose to delegate to the random device, indicating
that a significant proportion of decision makers might have incomplete preferences in the risky
and uncertain domain. Almost no subject delegate with a certain amount, ruling out intransitive
indifference as an explanation for their results.

Sautua (2017) also implements a test of Bewley (2002) preferences and contrast it with reference
dependent subjective expected utility of Sugden (2003). He allocated different lottery tickets to
participants in an experiment and allowed them to switch for a bonus. In classical theories, sub-
jects should switch if the expected gains are the same. Many subjects switch, however, indicating
some degree of incompleteness and some degree of reference-dependent. Again this experiment is
concerned with incompleteness in the ambiguous domain.

Qiu and Ong (2017) implement an experiment around the ultimatum game. Proposers face binary
choices between the equal allocation and (random) series of unequal allocation. They are allowed
to randomize these propositions. Finally, they can state a willingness to pay to get the randomized
choice. Receivers face binary choices between accepting and rejecting the proposed allocations.
They can randomize between accepting and rejecting. Finally, they can state a willingness to
pay to get the randomized choice. Randomizing is only understandable if decision makers have
incomplete preferences, as is a positive WTP. They found that 92% of subjects randomize at some
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point, a strong indication that people have incomplete preferences.

Costa-Gomes et al. (2016) study incomplete preferences through choice deferral, as in Danan and
Ziegelmeyer (2006), but based on a model of Gerasimou (2017). They compare four models of
decision making, including traditional preference maximization and rational indecision.

Using a modified Houtman-Maks index, they identify from which preference order each observed
choices are and therefore to which model decision makers are the closest. 42.7% of the data is closest
to traditional utility maximization. The other models explain 21% to rational indecision and the
rest. They were 28% of utility maximizers and 5% of rationally indecisive decision makers.

Their experiment is closed to this one, as subjects chose in the powerset of five alternatives (different
headphones close in values). They were two treatments, one with forced choice (choice function)
and one with the possibility to defer choice (choice correspondence). Deferring was costly, and a
significant proportion of decision makers postponed their choice. Deferring offered the possibility to
look at each headphone and test them. One question raised in this experiment is whether they have
investigated incomplete preferences or intransitive indifference. Indeed, the alternatives are similar
to each other, and the main reason for postponing choice might be that they are not distinguishable
by the decision maker during the first choice.

Like these authors, I explore incomplete preferences eliciting a choice correspondence instead of
a choice function. Unlike them, I do so by directly asking subjects for an ε-correspondence, and
in some cases, I identify the choice correspondence of decision makers. Like Costa-Gomes et al.
(2016), I investigate incomplete preferences in the certain domain. Unlike most of them, choosing
more than one alternative is not costly, on the contrary, it has a positive impact on the gains.
Importantly, compared to the risky and uncertain domain experiments, pay-for-certainty does not
rely on a precise choice of the choice objects.

D.3 Partial Order Rationalizability

Aleskerov, Bouyssou, and Monjardet (2007) characterize partial orders rationalizability by three
axioms: outcast29, concordance30, and heredity31.

Axiom D.1. (α) If an alternative is chosen in a set, it is also chosen in any subset.

for all S, T ∈ 2X , (x ∈ T ⊆ S and x ∈ c(S)) ⇒ x ∈ c(T )
29also known as Chernoff (1954)’s postulate 5.
30The axiom has various names in the literature: γ in Sen (1971), concordance in Aleskerov, Bouyssou, and

Monjardet (2007), postulate 5 in Chernoff (1954), and expansion in Moulin (1985).
31Heredity is also known as Sen (1971)’s α, Chernoff (1954)’s postulate 4, Arrow (1959)’s condition 3.
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Axiom D.2 (Concordance). A choice correspondence satisfies concordance, i.e., γ, if and only if
any alternative chosen in two different sets is chosen in the unions:

for all S, S ′ ∈ 2X , c(S) ∩ c(S ′) ⊆ c(S ∪ S ′)

γ is a bottom-up condition: choices in small sets constrain choices in large sets.

Axiom D.3 (Outcast). A choice correspondence satisfies outcast if and only any subset S ′ of S is
made of alternatives that are not chosen in S, then removing these alternatives from S does not
change the chosen alternatives.

for all S, S ′ ∈ 2X , c(S) ⊆ S ′ ⊆ S ⇒ c(S ′) = c(S)

Or equivalently:
for all S, S ′ ∈ 2X , S ′ ⊆ S\c(S) ⇒ c(S\S ′) = c(S)

Outcast is akin to the independence of irrelevant alternatives.

Aleskerov, Bouyssou, and Monjardet (2007)’s theorem 2.9 shows that a choice correspondence jointly
satisfies outcast, heredity (α) and concordance (γ) if and only if a partial order rationalizes it.
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