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Abstract

BACKGROUND
Age misreporting is pervasive in most low- and middle-income countries (LMIC). It
may bias estimates of key demographic indicators, such as those required to track
progress towards sustainable development goals. Existing methods to improve age data
are often ineffective, cannot be adopted on a large scale, and/or do not permit
estimating age over the entire life course.
OBJECTIVE
We tested a computer vision approach, which produces an age estimate by analyzing a
photograph of an individual’s face.
METHODS
We constituted a small training dataset in a population of Senegal covered by a health
and demographic surveillance system (HDSS) since 1962. We collected facial images
of 353 women aged 18 and above, whose age could be ascertained precisely using
HDSS data. We developed automatic age estimation (AAE) systems through machine
learning and cross-validation.
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RESULTS
AAE was highly accurate in distinguishing women of reproductive age from women
aged 50 and older (area under the curve > 0.95). It allowed estimating age in completed
years, with a level of precision comparable to those obtained in European or East Asian
populations with training datasets of similar sizes (mean absolute error = 4.62 years).
CONCLUSION
Computer vision might help improve age ascertainment in demographic datasets
collected in LMICs. Further improving the accuracy of this approach will require
constituting larger and more complete training datasets in additional LMIC populations.

CONTRIBUTION
Our work highlights the potential benefits of widely used computer science tools for
improving demographic measurement in LMIC settings with deficient data.

1. Introduction

The age of individuals is a key input in the calculation of demographic indicators. It is
also often included as a control variable in multivariate analyses of various outcomes of
interest. Eliciting age is thus one of the first steps in demographic studies. It entails
asking respondents to report their own age at last birthday and/or their date of birth
(‘self-reporting’), or to state the age of close relatives (‘proxy reporting’). The data
these questions generate may imply an age that differs from the true age of a person.
Such age misreporting confounds the measurement of demographic indicators by
shifting individuals from younger to older age groups, and vice-versa (Ewbank 1981).
The net effects of these age transfers are hard to predict, since they depend on (1) the
direction and magnitude of age errors, and (2) the shape of the underlying ‘true’ age
pyramid (Preston and Elo 1999).

Most strategies to improve age data in demographic studies have focused on either
verifying the age of participants through linkages with other records of an individual’s
date of birth (e.g., Elo et al. 2013), or better training interviewers in eliciting age
(Pullum 2006). The former strategy is, however, seldom feasible in LMICs, where
independent records of age (e.g., early-life census records) are rarely available. The
latter strategy has been implemented during the Demographic and Health Surveys
(DHS) and other large-scale surveys in LMICs, but it has not prompted systematic
improvements in the quality of age data (Pullum and Staveteig 2017).

Very low levels of birth registration and limited numeracy among some population
groups are two key determinants of inaccurate age reporting in demographic datasets
(Ewbank 1981). Major initiatives are currently under way in LMICs to improve the
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coverage of birth registration and expand educational opportunities (AbouZahr et al.
2015; Mikkelsen et al. 2015). These initiatives, however, are focused on current and
forthcoming birth cohorts: they will not help address issues of age misreporting among
older age groups. In addition, these initiatives might take a long time to reach full
coverage, and are subject to reversals. For example, educational expansion was
temporarily halted in a number of LMICs during the 1990s (Eloundou-Enyegue and
Davanzo 2003). New approaches to estimating age are thus needed that will help obtain
more  accurate  age  data  in  LMICs  in  the  short  to  medium  term,  while  the  distal
determinants of age misreporting are being addressed. This is particularly the case
because several indicators selected to track achievement of the United Nations’
sustainable development goals (SDGs) by 2030 are age-specific rates, which require
precise data on age of population members for their calculation (GBD SDG
Collaborators 2017).

We report an initial test of a computer vision6 approach to measuring age in
LMICs. Rather than relying on respondents’ reports, it produces an age estimate by
analyzing a photograph of an individual’s face using tools developed in computer
science (e.g., Geng, Zhou, and Smith-Miles 2007). This approach is now incorporated
into a growing number of applications in online advertising, security systems, and other
fields of human-computer interaction, but it has not been used to improve age data in
demographic studies in LMICs.

2. Background

2.1 Age misreporting in demographic studies

In high-income countries (HICs), age misreporting affects primarily the oldest ages (Elo
et al. 2013) and/or the most disadvantaged groups. The reported age of centenarians has
thus often been contested (Gessert, Elliott, and Haller 2002; Rosenwaike and Stone
2003). In the United States the age of older African-Americans reported on death
certificates has been inaccurate (Preston et al. 1996), and the age reported by recent
Hispanic immigrants may be erroneous (Elo et al. 2004). Some of these errors have led
to spurious ‘mortality crossovers,’ and other apparent paradoxes in demographic
studies.

6 Computer vision is a rapidly expanding field of research in computer science and engineering (e.g., Szeliski
2011). It seeks to train computers to extract information from images (e.g., photographs, video recordings) in
order to recognize objects, persons, and/or activities. Computer vision is often seen as a precursor to artificial
intelligence, as the computer system must first acquire information and cues from its environment in order to
subsequently make decisions and/or take actions.
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In HICs, such issues with the quality of age data have been resolved through
record linkages (Elo et al. 2013). For some study participants, researchers seek to obtain
independent, high-quality records of age for verification purposes. In US studies,
records from the 1900 or 1910 censuses have been used to confirm the ages of older
individuals (Preston et al. 1996), whereas records of the social security administration
have  been  used  to  evaluate  the  reported  ages  of  recent  immigrants  (Elo  et  al.  2004;
Turra and Elo 2008). On the basis of these comparisons between estimates, correction
factors can be developed that permit recovering unbiased age distributions (Elo and
Preston 1994).

In many LMICs, age misreporting is more severe and it is pervasive throughout the
life cycle (Caldwell 1966; Caldwell and Igun 1971). It may consist of missing data in
age and/or date of birth. Most recent surveys and censuses have, however, emphasized
completeness of information, so that missing data is now increasingly rare (Pullum and
Staveteig 2017). Age data in LMICs still often suffers from severe heaping, i.e., a
tendency to record ages in multiples of 5 (Figure 1) and may be affected by systematic
under- or over-statement. For example, the ages of young children are often
exaggerated (Pullum 2006), as are the ages of women 15–29 years old in African
countries (Ewbank 1981).

Figure 1: Age distribution in the 2012 Demographic and Health Survey
conducted in Niger

Notes: The age pyramid was derived from the dataset on household members. The spikes at ages ending in –0 and –5 are typical of
‘age heaping.’ They are present in a large number of datasets collected in LICs.
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Age misreporting occurs in LMICs in part because of limited birth registration
(Mikkelsen et al. 2015) and/or low numeracy (A’Hearn, Baten, and Crayen 2009).
Study participants may initially report not knowing their own age or the age of their
relatives. To avoid blank fields in survey or census datasets, interviewers then use
limited information about time since marriage,7 or the number of children a woman has
ever had,8 to estimate the plausible age of a respondent (Ewbank 1981). This inference
process leads to errors, and exposes a number of demographic analyses (e.g., fertility,
nuptiality) to the risk of endogeneity bias. In our experience it is also a time-consuming
process, which may become frustrating for both interviewers and respondents. It might
even establish a negative rapport between them, thus jeopardizing the rest of the
interview and the accuracy of data collected on other topics.

In addition, age misreporting emerges because interviewers, in order to reduce
their workload, sometimes purposefully misstate the age of participants. This may
happen when long sections of a questionnaire are only applicable for specific age
groups. For example, DHS interviewers may exaggerate the age of young children so
that  they  can  ‘skip’  the  questions  on  child  health  that  concern  children  0–4 years  old
(Pullum and Becker 2014). These interviewer practices lead to transfers across age
boundaries (Pullum and Staveteig 2017; Pullum 2006; Pullum and Becker 2014). They
may result in significant distortions of the age pyramid. They may also bias
demographic estimates, if the individuals whose age is shifted are more likely to have
experienced an event of interest than the rest of the population.

Contrary to HICs, verifying individual age through record linkages is rarely
feasible in LMICs9 because there are few alternate, high-quality sources of age
estimates. In most LMIC settings, birth registration is low and/or delayed (Mikkelsen et
al.  2015), so that it  yields only imprecise records of dates of birth. Census records are
also likely incomplete and/or inaccurate and may not be available at the individual level
in LMICs.

Demographic studies in LMICs thus either ignore age misreporting or use 5-year
age groups to ‘hide’ some of the irregularities of the age pyramid. The use of 5-year age
groups, however, assumes that heaping originates solely from individuals rounding
down their age to the closest multiple of 5. Instances where individuals may round up

7 For example, a woman may only know that she married her husband n years ago but not know her own age.
An interviewer may estimate her age by adding n years to the age at which he/she believes women typically
get married in the area (e.g., age = 18 + n).
8 A woman may not know her exact age but may know the age of her first born and the number of children
she  has  ever  had.  In  that  case,  interviewers  may  form  an  age  estimate  as  age  of  first-born  +  (number  of
children times average length of birth interval according to their local knowledge).
9 One exception in LMICs is the Latin American Mortality Database (LAMBdA), which relied on record
linkages between census data and birth certificates conducted in Costa Rica. This linked dataset was then used
to develop correction factors that were subsequently applied to other countries in LAMBdA (Palloni, Pinto,
and Beltrán-Sánchez 2014).
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their age or larger transfers across more distant age groups are not properly handled. A
few studies have used smoothing procedures to obtain more regular age distributions
(e.g., Bendavid, Seligman, and Kubo 2011), but in doing so they assume that age is not
systematically over- or under-estimated.

Efforts to improve the accuracy of age data have focused on improving interviewer
training, and/or designing questionnaires that facilitate the reporting of age. The DHS
program has developed a decision chart to help interviewers ascertain respondents’ age.
It has also promoted household revisits and daily supervision to ensure that interviewers
do not systematically misreport age to reduce their workload (Pullum and Staveteig
2017). Many surveys also use calendars of historical events (Ewbank 1981): These are
lists of precisely dated events that respondents are likely to know, and that may serve as
‘anchors’ for the reporting of dates and ages. For example, calendars may contain the
dates of a country’s independence, recent elections, or climatic events like droughts or
floods. Then, if a respondent reports that “he/she was born 2 years after independence,”
the interviewer can confidently estimate his/her age with the calendar. Despite the
widespread adoption of these techniques, age data in LMIC surveys and censuses has
only marginally improved over the past 30 years (Pullum and Staveteig 2017; Randall
and Coast 2016).

Other techniques of age ascertainment exist, but most cannot be adopted on a large
scale. Some methods are time-intensive. The ranking approach developed by
anthropologists and demographers (e.g., Pison 1980) requires first determining who is
older than whom in a population (e.g., on the basis of participation in circumcision
rituals).  Then  this  ranking  can  be  anchored  to  an  event  whose  date  is  known  (e.g.,
independence), and the ages of all population members can be deduced. Such detailed
investigations cannot be integrated into the protocols of most surveys and censuses,
which only spend a few days in a local community on average. Furthermore, with
intensified internal migration within LMICs (Bell et al. 2015), it may no longer be
possible to confidently rank all inhabitants of local communities by age.

Approaches to age ascertainment developed in forensic science (Ritz-Timme et al.
2000), on the other hand, require specialized equipment and often do not permit
measuring age throughout the life cycle. Using X-rays to evaluate bone or teeth growth
can determine the ages of children and adolescents (Cameriere et al. 2016; Serinelli et
al. 2015). It is, however, ineffective among adults (Kvaal et al. 1995), and X-ray
machines are not portable for data collectors in population-based surveys. Age may also
be estimated based on information about telomere length (Tsuji, Ishiko, and Ikeda 2005;
Tsuji et al. 2002), but this approach may be invasive in population research since it
requires a blood sample (Ren et al. 2009; Zubakov et al. 2016).
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2.2 A computer vision approach to age estimation

A new tool for age measurement is thus needed that a) only requires minimal
equipment, b) produces estimates of age throughout the entire life span, and c) cannot
be altered by interviewers seeking to reduce their workload. Computer vision methods
(e.g., Geng, Zhou, and Smith-Miles 2007) fit that bill: they produce age estimates for
individuals of all ages, on the sole basis of a photograph. Since an increasing number of
surveys and censuses in LMICs are conducted on camera-enabled mobile devices
(Paudel et al. 2013), they could be incorporated in a large number of demographic
studies. Finally, they obtain age estimates automatically, through the analysis of
images, without requiring interviewer input.

AAE builds on a detailed understanding of the effects of age on facial appearance.
Despite individual heterogeneity in the rate of facial aging (due to genetic factors,
environmental exposure, or behaviors such as smoking), the human face undergoes
typical transformations over the life course (Albert, Ricanek, Jr., and Patterson 2007).
During childhood and adolescence the shape of the face changes. As an individual’s
head grows, the size of his/her face gets larger, the shape of specific components (e.g.,
forehead, nose) is altered, and the distribution of these components within the face is
modified. For example, the forehead slopes back and the chin may become more
protrusive. Throughout adulthood, most facial changes are skin-related. The skin
becomes less elastic, wrinkles and folds become more distinct, and freckles/blemishes
appear. These changes in skin texture may lead to the sagging of the skin in areas such
as  the  chin,  cheeks,  or  under  the  eyes.  The  shape  of  the  face  still  changes  during
adulthood and old  age:  in  particular,  deterioration  of  the  bone  structure  may alter  the
size or distribution of facial components (Albert, Ricanek Jr., and Patterson 2007).

Humans use these cues to guess the age of other individuals they encounter
(George and Hole 2000). Extensive research in computer science suggests that it is
possible to train a computer system to perform similar tasks of age estimation. Several
AAE systems (e.g., Fu and Huang 2008; Geng et al. 2006; Guo et al. 2008, 2009;
Lanitis, Draganova, and Christodoulou 2004; Li et al. 2012; Meekers and Van Rossem
2005; Suo et al. 2008; Thukral, Mitra, and Chellappa 2012; Zhu et al. 2014) have thus
been developed, which perform better than human raters in age estimation tasks (Han,
Otto, and Jain 2013; Panis and Lanitis 2014). These systems are used in real-world
applications, e.g., to prevent minors from accessing age-inappropriate websites, or to
better target online advertising on social media. In demography, AAE has been used in
studies from HICs that have used data from social networking sites (e.g., Twitter,
Facebook) to estimate age-specific demographic rates (Yildiz et al. 2017).
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2.3 Machine learning

Developing an AAE computer vision system requires quantifying how the traits of an
individual’s face are related to his/her true age (Geng, Yin, and Zhou 2013). This is
accomplished through machine learning, i.e., a field of study that “seeks to develop
computer systems that automatically improve their performance through experience”
(Michalski, Carbonell, and Mitchell 2013; Mitchell et al. 1990). Machine learning
entails collecting data on a particular problem, then using these ‘training’ data sets to
allow a computer system to solve this problem autonomously. In demography, machine
learning has been primarily used to build highly predictive multivariate models of an
outcome of interest, particularly in situations where out-of-sample predictions are
needed and the relations between variables may be complex (e.g., Luo et al. 2015; Ng et
al. 2014). In such studies, analysts first specify the functional form of the model to be
developed (e.g., a linear regression), and then use machine-learning methods to select
the most predictive model among a large number of candidate models. Machine
learning methods often used for this purpose include, for example, random forest,
support vector machines, Gaussian process regression, or lasso (Mullainathan and
Spiess 2017; Rasmussen 2004).

Machine learning has also been used to develop computer systems capable of
performing tasks such as spam filtering, facial or speech recognition, and language
translation, among others. To do so, the available input data (e.g., an email or a
photograph) must be transformed into ‘features,’ i.e., numerical variables that
characterize the object of interest. Features of an email may, for example, include the
number of times it contains specific words, and/or the number of recipients in address
fields. Then, the computer system must discover a mathematical function or model that
closely relates these features to the outcome of interest (e.g., whether an email is spam).
Finally, once this function has been learned, it can be used to predict the outcome of
interest for any object for which input data is available.

The modalities through which this model is learned depend on the available
training dataset. Sometimes a researcher may have at his/her disposal a dataset that
includes the true value of the outcome(s) of interest. In such “supervised” settings
(Hastie, Tibshirani, and Friedman 2009) the computer system can learn from concrete
examples, by finely characterizing differences in features between objects with different
outcomes. In “unsupervised” settings (Weber, Welling, and Perona 2000) the correct
outcome of interest is unknown, but observing systematic correlations between features
may help discover the function of interest.

Most AAE models have been developed using supervised learning on a few
training datasets. This includes the FG-Net dataset, which is a collection of
approximately 1,000 photographs collected from 82 individuals over several years
(Panis  and Lanitis  2014).  Using FG-Net  for  training,  AAE systems have  been able  to
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predict age within approximately 4 to 5 years of its true value (Panis and Lanitis 2014).
Recent additional progress in AAE has been prompted by the availability of larger
training datasets, which include tens of thousands of photographs (Eidinger, Enbar, and
Hassner 2014; Ricanek Jr. and Tesafaye 2006). Using these data, state-of-the-art AAE
systems now obtain age estimates within 2 years of the true value (Ranjan et al. 2017).

Unfortunately, FG-NET and other available training datasets include mostly
subjects of European or East Asian descent (Han, Otto, and Jain 2013). Existing
attempts to use AAE to predict ages of other populations, in particular those of African
descent, on the basis of these training sets have yielded poor results (Guo and Zhang
2014). More diverse training datasets exist (Ricanek Jr. and Tesafaye 2006), but they
have been collected exclusively in HICs. The individuals of African descent they
include may present facial aging patterns that are not comparable to those prevalent in
LMICs (e.g., because of better nutrition, or different patterns of smoking and other risk
behaviors).  To develop AAE systems to measure age in African LMICs, new training
datasets must be collected in African countries.

3. Data and methods

We collected a training dataset of the facial images of several hundred women in
Senegal, West Africa. We then used this data to train two AAE systems. Finally, we
evaluated the accuracy of these systems using cross-validation procedures, and we
compared them to self-reported age data from the same population. Institutional Review
Boards in the United States (Johns Hopkins University School of Public Health) and in
Senegal (Comité National d’Ethique pour la Recherche en Santé, Ministry of Health)
reviewed and approved all the procedures described below. In addition, the committee
for  the  protection  of  personal  data  (CDP)  in  Senegal  also  reviewed and approved the
protocol for photographic data collection, archiving, and transfer.

3.1 Constitution of the training dataset

We collected our training dataset in November 2015, among the population of the
Niakhar health and demographic surveillance system (HDSS), located 120 km southeast
of Dakar, Senegal’s capital (Delaunay et al. 2013). This HDSS monitors vital events in
a population of ≈ 46,000 inhabitants as of 1 January 2015. Households are visited
several times per year to register births and deaths. This HDSS was selected for this
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study because it has been running almost continuously since 1962.10 It thus provides
high-quality age data for individuals up to 53 years old and allows precisely classifying
women as being of reproductive age or older.

We identified all women aged 18 and above who were born between two HDSS
household visits. The exact age of that subset of HDSS residents is known with a high
degree of precision (a few months at most). We also identified women who were
already born in 1962, at the time of the first census conducted by the Niakhar HDSS.
We  do  not  know  their  exact  age  with  similar  precision,  but  we  can  be  confident  that
they were at least 53 years old in 2015, and thus were beyond reproductive age.

Data collection included a short questionnaire about the sociodemographic
characteristics of participants, their parity, and their health status. We also gathered
additional information (e.g., place of birth, name of mother and possibly spouse) to
verify that the respondent was the correct person. Finally, we offered each participant to
be photographed. We used open data kit for data collection (ODK,
http://opendatakit.org). ODK is an open-source data collection software, which runs on
Android platforms. ODK allows collecting basic interview data, as well as acquiring
and storing multimedia objects (e.g., photographs). We used mobile phones (Motorola
Moto G 3rd Generation) equipped with a 13 Mega-Pixel main camera to conduct all data
collection activities. These had a value of approximately 100 US dollars at the time of
the study.

Two female fieldworkers were trained for two days in the study procedures. Half a
day was devoted to informed consent, as well as the collection of sociodemographic
data. The rest of the training was devoted to photographic data collection. It covered
basic features of the camera, procedures related to the capture of photographs within
ODK,  and  steps  to  follow  if  a  photograph  must  be  deleted  or  recaptured.  We  also
covered issues related to poses, angles, lighting, and framing. Finally, we conducted a
one-day pilot during which interviewers practiced all data collection procedures in real-
life conditions.

We collected up to four photographs per individual, depending on whether the
participant was wearing a headscarf at the time of the interview. In Senegal, as in other
LMICs, women occasionally wear headscarves for a variety of reasons (e.g., aesthetic,
religious). This may affect AAE implementation because headscarves can cover parts of
the face used for age inference (e.g., the forehead). Headscarves may also pull the skin
backwards, thus affecting skin texture. Since (some) women may be reluctant to remove
their headscarf to be photographed, we developed a protocol that would allow assessing
the effects of wearing a headscarf on AAE accuracy.

10 The operation of the HDSS was temporarily halted in 1982 to expand the study area. As a result, our
training dataset does not include any individual aged 33 years old in 2015.
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For those not wearing headscarves, we captured three photographs: one portrait,
and two side photographs.11 For the portrait, participants were instructed to keep their
head straight and to look directly at the camera, without smiling. For women wearing a
headscarf, we captured three photographs with the headscarf (portrait + sides). Then we
asked to take one additional portrait, after having removed the headscarf. We used no
photographic filters, and fieldworkers were instructed not to use the zoom feature of
their phones to frame photographs. To standardize the background of photographs
across respondents, we used a piece of gray cloth purchased at a local market. Once
collected, the photographs and interview data were encrypted by ODK to ensure that
such data were protected on the mobile devices used for data collection. Investigators in
Niakhar then prepared data files from which participants’ names and addresses were
removed. Finally, these files (including photographs) were transferred to Johns Hopkins
University for analysis. All files were transferred using FTPS protocols, to ensure
heightened security of the transfer process.

3.2 Descriptive analyses

Participants were women who agreed to be photographed. The main analytical sample
was constituted of participants for whom a portrait without a headscarf was available. A
robustness test also considered the subset of participants who were photographed both
with and without headscarf. The remaining participants only consented to being
photographed while wearing their headscarf. They are excluded from the analyses
presented in this paper. We measured differences in participation outcomes by age (as
measured by the HDSS). Then we compared the characteristics of participants
photographed with and without a headscarf. Finally, among the main analytical sample,
we compared the characteristics of women of reproductive age and women aged 50 and
older.

The sociodemographic characteristics of a participant included binary variables
describing her schooling (never been to school vs. some schooling) and religion
(Muslim vs. Christian/other), and a categorical variable describing her parity (no birth
vs. 1–3 births vs. 4–6 births vs. 7+ births). Health-related characteristics included self-
reported health (good or very good vs. average vs. poor or very poor); and binary
variables indicating whether she suffered from a chronic condition, a handicap or other
functional limitations, and whether she had ever smoked or drank alcohol. Finally, we
included a binary variable describing sun exposure (at least 3 hours per day vs. less than

11 Several studies have investigated whether age estimation could be improved by including analysis of facial
photographs taken from different angles. In this paper however, we do not use side images.
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3 hours per day in the sun). We used ߯ଶ  tests to detect differences in the distribution of
these variables between the groups of women described above.

3.3 Feature extraction

The images we collected included varying amounts of background, which needed to be
removed prior to analysis. To zoom in on the face area we used a face detector (Sun,
Wang, and Tang 2013). This generated a preliminary rectangle-shaped bounding box
around the face in each image. We extended each bounding box by an additional 10%
of their width/height to ensure that faces were not truncated.12 Finally, we cropped the
photograph along the edges of the bounding box.

Using each cropped image as input, we sought to obtain a number of features that
permit assessing where each individual stands in the facial aging process. To compute
such features, early AAE applications required manually marking facial components
(e.g., chin, nose) on each photograph prior to analysis. This approach is, however, time-
consuming and may not be readily incorporated in large-scale surveys and censuses.
Instead, we used face recognition tools (Tolba, El-Baz, and El-Harby 2006) that allow
rapidly generating high-dimensional numerical representations of any facial image, so
that the same person can be reliably identified across multiple images or video captures
in real-time. Specifically, we applied a convolutional neural network (CNN13)  to  the
bounding boxes described above. We used the VGG-Face (Parkhi, Vedaldi, and
Zisserman 2015), a widely used CNN that has been pre-trained on a dataset of close to a
million facial images.14 It has high predictive value in identifying an individual across
multiple images and video captures. It has also been used for improving age estimation
(Qawaqneh, Mallouh, and Barkana 2017). For our purposes, the VGG-Face CNN
yielded 4,096 features describing the characteristics of each facial image.

12 Inflation was necessary because the face detector was trained on another dataset, which may not reflect
some of the conditions we encountered in Senegal (e.g., luminosity). Our results are, however, robust to
alternative approaches to extending the bounding boxes.
13 A CNN, as described, for example, by LeCun, Bengio, and Hinton (2015), is a mathematical tool that
emulates the ways in which the brain recognizes objects. It is made of multiple layers resulting from the
application of a series of filters. These filters permit detecting basic shapes (e.g., a curve) as well as more
complex shapes that compose the object of interest. Ultimately, CNNs produce fully connected layers that are
similar to the network of activated neurons that occurs in the brain upon recognition of a particular object.
The output of this layer is the description of the image we use as input for AAE.
14 We did not retrain this CNN on the dataset collected in Niakhar. Since CNNs contain a very large number
of parameters, this dataset would have been too small for such purposes. Qawaqneh, Mallouh, and Barkana
(2017) used a similar approach in mobilizing CNNs for automatic age estimation.
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3.4 Model development

In this paper, our primary goal was to solve an age classification problem, i.e., to
distinguish between women aged 50 and older and women of reproductive age (15–49
years). This is an important problem in demographic research in LMICs because 50
years old is commonly used as a boundary to determine inclusion in demographic
surveys. The DHS and other surveys focus on women aged 15–49 years to measure
fertility and reproductive health (Corsi et al. 2012), whereas surveys of aging focus on
individuals aged 50 and older (Boerma 2010; Chatterji 2013). In all these studies, some
women who should be eligible are transferred to the other side of the boundary due to
age misreporting and are thus excluded (Pullum and Staveteig 2017). This may
confound survey estimates if the individuals who become ineligible differ
systematically from the rest of the eligible population. We also report an attempt to
estimate the age of each study participant in single years (‘age estimation’), but our
training dataset presented limitations for developing such an AAE system (see below).
In particular, it was (very) small compared to datasets used to train state-of-the art AAE
systems.

3.4.1 Age classification

We used a linear support vector machine (SVM) to develop an AAE system that
classifies women as being of reproductive age or older. An SVM is a supervised
learning method (Burges 1998; Suykens and Vandewalle 1999). Let ,ଵݔ ே be theݔ…ଶݔ
feature vectors corresponding to each of the N images in the training set. Let ,ଵݕ
ே be the corresponding age outcomes such thatݕ…ଶݕ ଵݕ = 1 if the image represents a
woman whose age is ≥ 50 and ଵݕ = −1 otherwise.  In  the  training  phase,  the  SVM
learns a decision boundary that separates cases from the two groups as widely as
possible. This boundary is a hyperplane parameterized by and ݓ ܾ, i.e., ݔ்ݓ + ܾ = 0,
where is the normal vector to the hyperplane, and (a vector of length 4,096) ݓ ܾ is a
scalar. This boundary should satisfy ௝ݕ ∙ ௝ݔ்ݓ) + ܾ) ≥ 1 for  all ݆ = 1, … ,ܰ. It is
obtained by solving the following optimization problem:

min௪,௕
ଵ
ଶ
ห|ݓ|ห

ଶ
	݋ݐ	ݐ݆ܾܿ݁ݑݏ		 ௝ݕ ∙ ൫ݔ்ݓ௝ + ܾ൯ ≥ 1, j = 1, … , N.        (1)

Then, given estimates of and ݓ ܾ from the training data, the age classification of
any person j for whom a facial photograph is available is given by the sign of ௝ݔ்ݓ + ܾ,
where ௝ݔ  is the vector of features extracted from the photograph.
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We used the software package LIBSVM (Chang and Lin 2011) to train the SVM
and generate a probabilistic estimate of the likelihood of membership in the older age
group. This ‘SVM score’ builds on the observation that larger values of ݔ்ݓ + ܾ imply
a higher confidence that the age outcome is 1, and vice-versa. For an image with
features :ݔ

	݁ݎ݋ܿݏ	ܯܸܵ = 	 ଵ

ଵା௘ಲ∙൫ೢ
೅ೣశ್൯శಳ        (2)

where and ܣ are scalars estimated from the training data. The score defined in (2) lies ܤ
between 0 and 1.

3.4.2 Age estimation

To estimate age in completed years using AAE, let ,ଵݔ ே be again the featureݔ…ଶݔ
vectors corresponding to the N images in the training set, but in this case ,ଵݖ ே areݖ…ଶݖ
the corresponding true ages (in single years) of the individuals these images represent.
We trained an age estimation model using linear regression:

min௥,௖
ଵ
ே
∑ ௝ݔ்ݎ) + ܿ − ௝)ଶݖ + ேݎ்ݎߣ
௝ୀଵ ,        (3)

where ,is a column vector of dimension 4,096 ݎ ܿ is a scalar, and is a parameter with ߣ
ߣ > 0. Once the parameters and ݎ ܿ have been learned, the age of a person j can  be
estimated from a feature vector ௝ݔ , extracted from an image, as ௝ݔ்ݎ + ܿ.

We do not know precisely the age in completed years of women born before 1962.
Nonetheless, these individuals convey valuable information when trying to learn an age
determination function: they provide examples of facial features in individuals who are
older than a certain age (i.e., 53 years old). We used the following weighted linear
regression model to incorporate this information:

min௥,௖
ଵ
ே
∑ ௝ݔ்ݎ)௝݌ + ܿ − ௝)ଶݖ + ே.ݎ்ݎߣ
௝ୀଵ        (4)

In equation (4), ௝݌ = 1 for images with true age below or equal to 53, and ௝݌ = ݌
for the rest of the images, with 0 < ݌ < 1 a tunable parameter. For ݌ = 0,  then  (4)  is
equivalent to not using images from individuals older than 53 to train the regression
model. For ݌ = 1, then (4) reduces to the unweighted model in equation (3), which
ignores uncertainty in the data on age above 53 years old. By choosing between 0 and ݌
1, we use the information from images of women aged above 53 in training our age
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estimator but we limit their weight to reflect uncertainty associated with their age. We
selected the ;݌) .pair, which yielded the most accurate estimates of age (Figure A-1) (ߣ	

3.5 Model validation

We used leave-one-out cross-validation procedures (Bühlmann et al. 2016) to evaluate
the accuracy of AAE models. We conducted a series of N experiments in which we
used one of the N images as a ‘test image,’ and the remaining N-1 images as the training
set. The average SVM score/estimation error for an image i is then computed across all
N experiments.15

For the age classification problem, we applied a varying threshold (from 0 to 1) on
the  SVM score:  Above that  score  a  woman was  classified  as  being  50  and older.  We
plotted the true positive rate (i.e., sensitivity) against the false positive rate (i.e., 1 –
specificity) for each threshold, thus constructing a ROC curve. We calculated the area
under the curve (AUC) to evaluate the accuracy of the AAE model. For age estimation,
we calculated the extent of bias in the estimation of age (i.e., the mean of the
differences between true age and AAE-estimated age), and the mean absolute error
(MAE, i.e., the mean of the absolute values of the differences between true age and
AAE-estimated age).

3.6 Multivariate analyses and robustness tests

To better understand the properties of these AAE systems, we investigated the
characteristics of women for whom we (likely) made a classification or an age
estimation error. We used logistic regressions adjusted for age (as measured by HDSS)
and village of residence, to identify the correlates of (1) being attributed a high SVM
score among women of reproductive age, and (2) making a large error in age
estimation.  A  high  SVM  score  among  women  of  reproductive  age  was  defined  as  a
score of or above 0.12, which corresponds to the fifth percentile of the distribution of
SVM scores among women aged 50 and older.16 A large AAE error was defined as an
error  equal  to  or  greater  than  7  years  in  absolute  value.  This  corresponds  to  the  75th

15 For the age estimation models we only evaluate accuracy among the 284 participants for whom we have
precise age data, i.e., those aged 18–53 years old. The images of older participants are only used to learn the
age determination function as described in equation (4).
16 Due to limited sample size, we could not investigate the correlates of being attributed a low SVM score
among women aged 50 and older.
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percentile of the distribution of errors in absolute value.17 The variables we included in
those models were the same that we used to explore sample selectivity. Standard errors
were adjusted for the clustering of observations within compounds.

Finally, we investigated the effects of wearing a headscarf on AAE estimates.
These analyses focused on the subset of participants photographed with and without
headscarf. We trained an age estimation model on images captured without
headscarves, before training another model on images with headscarves. The difference
between the MAEs of these models represents the effects of headscarves on AAE
accuracy. We also investigated the correlation in age estimates generated by the two
AAE models.

4. Results

We selected 515 women, and 353 (68.5%) participated in data collection. Among
participants, 25 (7.1%) only agreed to be photographed with their headscarf, but 185
agreed to be photographed both with and without headscarf (52.4%). Participation
varied with age, as measured by the HDSS: it was lowest among women under 30, and
highest among women 50 and older (Figure 2). Women in older age groups more
frequently agreed to be photographed only with a headscarf: This was the case for
12.3% of women aged 50 and older, vs. 3.2% of women below age 20. The differences
between women photographed with and without a headscarf are summarized in Table
A-1.

17 Similar results were obtained if we considered different thresholds for defining the dependent variables,
e.g., a SVM score of 0.18, or an absolute error of 5 or 9 years.
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Figure 2: Participation in photographic data collection by age group

Notes: The width of the bar representing each age group is proportional to the number of women selected in that age group.
Participants are all women who were photographed during the study; they thus include women for whom we have a photo without
headscarf, a photo with headscarf, or both. The analytical sample on which we tested the AAE approach, however, only includes
women for whom we had a photograph without headscarf. It is represented by the thicker bar outlines. Age groups were constituted
on the basis of HDSS data.

Among participants for whom a photograph without headscarf was available
(n = 328), there were 278 women of reproductive age, and 50 women aged 50 and older
(Table 1). Women of reproductive age were more likely to have completed some
schooling than older women (54.0% vs. 14.0%, p<0.001) and to report being in good or
very good health (45.1% vs. 6.0%, p<0.001). They were less likely to report being
affected by a chronic condition (41.7% vs. 75.5%, p<0.001), suffering from a handicap
(4.0% vs. 20.0%, p<0.001), or experiencing functional limitations in daily activities
(33.5% vs. 68.0%, p<0.001). Women 50 and older more frequently reported having
ever consumed alcohol and cigarettes than women of reproductive age. They also
reported more sustained sun exposure than women below 50.
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Table 1: Characteristics of study participants, by age group
All participants with
photograph w/o
headscarf available

By age group
Women of reproductive
age (18–49y old)

Women aged
50 and older P-value

Education <0.001
    No schooling 171 (52.1) 128 (46.0) 43 (86.0)
    Some schooling 157 (47.9) 150 (54.0) 7 (14.0)
Religion 0.121
    Muslim 247 (75.3) 205 (73.7) 42 (84.0)
    Christian 81 (24.7) 73 (26.3) 8 (16.0)
Parity <0.001
    No children 90 (27.9) 90 (33.0) –
    1–3 children 84 (26.1) 80 (29.3) 4   (8.2)
    4–6 children 74 (23.0) 66 (24.2) 8 (16.3)
    7+ children 74 (23.0) 37 (13.5) 37 (75.5)
Health status <0.001
    Very good/good 128 (39.1) 125 (45.1) 3   (6.0)
    Average 175 (53.5) 137 (49.5) 38 (76.0)
    Poor/very poor 24   (7.4) 15   (5.4) 9 (18.0)
Chronic condition <0.001
    No 173 (53.2) 161 (58.3) 12 (24.5)
    Yes 152 (46.8) 115 (41.7) 37 (75.5)
Activity limitations <0.001
    Severely limited 109 (33.2) 78 (28.1) 31 (62.0)
    Limited 18   (5.5) 15   (5.4) 3   (6.0)
    Not at all limited 201 (61.3) 185 (66.5) 16 (32.0)
Handicap <0.001
    No 307 (93.6) 267 (96.0) 40 (80.0)
    Yes 21 (6.4) 11   (4.0) 10 (20.0)
Alcohol consumption <0.001
    Never 273 (83.2) 241 (86.7) 32 (64.0)
    At least once 55 (16.8) 37 (13.3) 18 (36.0)
Cigarette consumption 0.027
    Never 318 (97.0) 272 (97.8) 46 (92.0)
    At least once 10   (3.0) 6   (2.2) 4   (8.0)
Sun exposure 0.489
    < 3 hours per day 92 (28.1) 80 (28.8) 12 (24.0)
    ≥ 3 hours per day 236 (71.9) 198 (71.2) 38 (76.0)

Notes: Data on participants’ characteristics were collected using ODK during the study, prior to photographic data collection. Figures
in parentheses are column percentages. The p-values were calculated using a chi-square test of the independence between
categorical variables.

We developed an SVM classifier for the 328 women for whom we had one facial
image without a headscarf. SVM scores increased sharply with age (Figure 4), from a
median 0.006 for women below 20 (Inter-Quartile Range, IQR = 0.003, 0.012), to 0.583
(IQR = 0.393, 0.857) among women 50 and older. There were a number of outliers
among women of reproductive age: Among women aged 30–49 years old, several
participants had a score greater than 0.6.
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Figure 3: Probability of being classified as aged 50 and older according to the
SVM analysis

Notes: The box plots represent the median, inter-quartile range and 1st and 99th percentile of the SVM score. Empty circles are
outliers. Nonparametric tests indicated that the distributions of SVM scores differed significantly across age groups.

In Figure 4 we present our assessment of the accuracy of the SVM classifier. The
area under the curve (AUC) was 0.9503, suggesting an excellent predictive value of
AAE in classifying women as being of reproductive age or older. The AUC remained
0.8103 when restricting the sample to women aged 40 and above (not shown),
suggesting that AAE retains high predictive accuracy even when subjects are closer to
the age boundary.
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Figure 4: ROC analysis of the use of AAE to identify women of reproductive
ages

Notes: Sensitivity on the y-axis represents the true positive rate, whereas 1– specificity on the x-axis represents the false positive
rate. The dotted line represents situations where those two rates are equal, i.e., a test that does not discriminate between cases and
non-cases. The thick black line, on the other hand, represents the ROC curve, i.e., the diagnostic accuracy of AAE for different
thresholds imposed on the SVM scores. The further away the thick line is from the dotted red line, the more accurate the test in
identifying women of reproductive age. The area under the ROC curve is a summary measure of the accuracy of AAE in identifying
women of reproductive age. Specifically, if we were to select one woman of reproductive age and one woman above age 50 at
random, then AAE would correctly ‘guess’ who is the woman of reproductive age 95.03% of the time (i.e., she would receive a
lower SVM score).

The likelihood of misclassifications was not related to sociodemographic
characteristics of participants, or to their parity (Table 2). Women of reproductive age
who reported being in poor or very poor health (OR = 4.71) and having ever smoked
cigarettes (OR = 5.82), were, however, more likely to be attributed a high SVM score
(i.e., ≥0.12). These factors were thus associated with a higher likelihood of being
erroneously classified by the SVM as being 50 and older.

http://www.demographic-research.org/


Demographic Research: Volume 40, Article 9

http://www.demographic-research.org 239

Table 2: Logistic regression of the likelihood of obtaining a high SVM score,
among women aged less than 50 years old

Adjusted OR z
Education
    No schooling Ref.
    Some schooling 1.15 0.28
Religion
    Muslim Ref.
    Christian 0.42 –1.71
Parity
    No children Ref.
    1–3 children 0.23 –1.64
    4–6 children 0.41 –1.05
    7+ children 0.39 –0.92
Health status
    Very good/good Ref.
    Average 2.18 1.62
    Poor/very poor 4.71* 2.18
Chronic condition
    No Ref.
    Yes 0.68 –0.82
Activity limitations
    Severely limited Ref.
    Limited 0.96 –0.05
    Not at all limited 2.15 1.79
Handicap
    No Ref.
    Yes 0.54 –0.62
Alcohol consumption
    Never Ref.
    At least once 1.08 0.15
Cigarette consumption
    Never Ref.
    At least once 5.82* 2.07
Sun exposure
    < 3 hours per day Ref.
    ≥ 3 hours per day 2.26 1.55
N 270

Notes: The dependent variable was a binary variable taking value 1 if the woman received a SVM score higher than the 5th percentile
of the distribution of SVM scores for women aged 50 and above (i.e., 0.12), and 0 otherwise. OR – Odds ratio; z = z-statistic. The
ORs were also adjusted for age (as measured by the HDSS) and village of residence. The standard errors were adjusted for the
clustering of observations within compounds. *** p<0.001, **p<0.01, *p<0.05.

Figure 5 show results from the age estimation model. The bias in age estimates
produced by AAE was equal to –0.61 years, and the mean absolute error (MAE) was
4.62 years. The magnitude of errors (in absolute value) ranged from 0 to 21 years, but
for  75%  of  participants  AAE  made  an  error  of  7  years  or  less,  and  for  90%  of
participants the error in AAE estimates was less than 9 years. Our AAE model
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overestimated the age of the youngest study participants (<30 years) but underestimated
the age of the older participants (30 and above).

Figure 5: Results from AAE models predicting age in single years

Notes: The size of the dots is proportional to the number of cases with that combination of AAE-estimated age and true age. The
dotted black line represents equality between true and AAE-estimated age. The red line represents the fitted values from a linear
regression with the AAE estimate as the dependent variable and the true age as the sole dependent variable.

In multivariate regressions (Table 3), only sun exposure was associated with the
likelihood  of  a  large  AAE  error  (i.e.,  greater  than  7  years)  in  age  estimation  (OR  =
2.72). Other variables were not associated with that outcome at the p<0.05 level.
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Table 3: Logistic regression of the likelihood of a large AAE error
Adjusted OR z

Education
    No schooling Ref.
    Some schooling 1.01 0.03
Religion
    Muslim Ref.
    Christian 1.67 1.45
Parity
    No children Ref.
    1–3 children 0.40 –1.71
    4–6 children 0.42 –1.39
    7+ children 0.34 –1.41
Health status
    Very good/good Ref.
    Average 1.17 0.46
    Poor/very poor 2.38 1.24
Chronic condition
    No Ref.
    Yes 0.64 –1.27
Activity limitations
    Severely limited Ref.
    Limited 1.39 0.54
    Not at all limited 0.91 –0.28
Handicap
    No Ref.
    Yes 0.70 –0.51
Alcohol consumption
    Never Ref.
    At least once 0.75 –0.68
Cigarette consumption
    Never Ref.
    At least once 1.85 0.58
Sun exposure
    < 3 hours per day Ref.
    ≥ 3 hours per day 2.72** 2.59
N 276

Notes: These analyses were conducted among women aged 18–53 years old for whom a portrait without headscarf was available.
The dependent was a binary variable taking value 1 if the absolute value of the difference between the true age and the AAE
estimate was greater than or equal to 7 years, and 0 otherwise. OR – Odds ratio; z = z-statistic. The ORs were also adjusted for age
(as measured by the HDSS) and village of residence. The standard errors were adjusted for the clustering of observations within
compounds. *** p<0.001, **p<0.01, *p<0.05.

Wearing a headscarf was associated with a 12% decline in the accuracy of AAE
estimates. Among the 185 women for whom photographs with and without headscarf
were  available,  the  MAE  was  5.25  years  when  the  model  was  trained  by  using
photographs with headscarves only vs. 4.69 years when trained using images without
headscarves. The correlation between AAE estimates with and without headscarf was
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0.86. The joint distribution of AAE errors obtained from the two sets of training
photographs is shown in Figure A-2.

5. Comparison between AAE estimates and self-reported age data

We compared AAE estimates to the self-reports (SR) of age obtained from study
participants. In Niakhar, however, this comparison likely under-estimates the benefits
of AAE for age measurement in LMICs because HDSS residents have often been
informed of their date of birth by HDSS fieldworkers during previous household visits.
As  a  result,  age  heaping  is  less  prevalent  in  the  distribution  of  self-reported  ages  in
Niakhar than in other demographic datasets collected in the same region (Figure A-3).

We compared the sensitivity/specificity of AAE and SR in identifying women of
reproductive age. We found that SR had 86% sensitivity (43/50 women aged 50 and
above properly classified) and 99.6% specificity (277/278 women of reproductive age
properly classified). This combination lies slightly above the ROC curve in Figure 5.

We then investigated the relative accuracy of AAE vs. SR in measuring age in
completed years (Figure 6). SR underestimated the age of study participants by 1.37
years  (vs.  an  overestimate  of  0.61  years  for  AAE).  The  MAE of  SR data  on  age  was
2.45 years (vs. 4.62 for AAE). SRs were more accurate  (i.e., closer to the value derived
from HDSS data) than AAE for 70.4% of participants, while AAE was more accurate
for 20.4% of participants, and both estimates were equivalent for 9.2% of participants.
However, this pattern varied significantly with (true) age of the participant. Among
those 20 and younger, AAE rarely provided age estimates that were as accurate as SRs:
for 28 out of 30 participants in that age group (93.3%), SRs were more accurate than
AAE. But among older age groups, AAE was as accurate as SRs for one in ten
participants (26/254, 10.2%) and more accurate than SRs for close to one in four
participants (56/254, 22.1%).
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Figure 6: Relative accuracy of AAE estimates and self-reported age data

Notes: SR = self-reports of age, collected during the sociodemographic component of the study. We classified participants in three
groups: those for whom SR and AAE were equivalent (i.e., the absolute differences between each estimate and the HDSS age are
equal to zero); those for whom SR was more accurate (i.e., the absolute difference between SR and the HDSS value is smaller than
the absolute difference between AAE and the HDSS value); and those for whom AAE was more accurate.

6. Discussion

We explored the feasibility of estimating a woman’s age in a sub-Saharan population
solely from a photograph of her face, through computer vision. In our test in Senegal
this AAE approach had excellent predictive ability in identifying women of
reproductive age. We also found that it could estimate age in completed years with a
level of accuracy (MAE = 4.62 years) comparable to AAE systems developed in HICs
with  training  datasets  of  similar  size.  In  Niakhar,  AAE  was  more  accurate  than  self-
reported age data for significant numbers of participants, particularly among those older
than 20. In those age groups, AAE out-performed SR data for close to 1 in 4 women.
These estimates of the potential benefits of AAE relative to SR are, however,

http://www.demographic-research.org/


Helleringer et al.: Improving age measurement in low- and middle-income countries through computer vision

244 http://www.demographic-research.org

conservative, because members of the Niakhar HDSS are more likely to be aware of
their  own  age  than  residents  in  other  LMIC  settings.  In  other  settings  more
representative of the extent of age awareness in LMICs, the benefits of AAE for age
measurement may be larger.

The estimates of age generated by AAE had other desirable properties. Their
accuracy deteriorated only slightly when applied to photographs of women wearing
headscarves (a 12% increase in MAE). This is important, because in West Africa and
other LMICs, women often wear such clothing and may be reluctant to remove it before
being photographed. Our assessment of the effects of headscarves on AAE accuracy
was, however, limited to the types of headscarves worn in Niakhar, which primarily
cover  the  top  of  a  woman’s  head and occasionally  the  sides,  thus  leaving most  of  the
facial area uncovered. In other LMICs, women may wear headscarves that cover larger
parts of the face. In such settings, AAE may elicit a greater number of refusals. It may
also require more advanced computer vision techniques (Elhamifar and Vidal 2011) to
extract age-related features from visible areas of the face.

AAE may also be more robust to some forms of endogeneity bias in demographic
analysis than self-reported age data. In settings where women are not aware of their age,
interviewers may infer age based on available information about time since marriage or
the number of children a woman has ever had (Ewbank 1981). This may lead to errors,
which are related to demographic outcomes of interest (e.g., fertility). In our test, by
comparison, errors in AAE estimates of age in completed years were not associated
with a woman’s parity or her health-related characteristics. The likelihood of errors was
only affected by reported sun exposure. Future AAE models may be stratified by such
characteristics to prevent or limit estimation errors. In our age classification system the
likelihood of misclassification was not related to the parity of women either, even
though this null finding may have been due to small sample size. The accuracy of age
classifications derived from AAE was, however, linked to self-reported health and to
smoking behaviors. AAE may thus still be affected by endogeneity bias in health-
related analyses.

Our test of AAE had several important limitations. First, our training dataset was
much smaller than the datasets that are now used to develop state-of-the-art AAE
systems. Those systems are capable of estimating age within two years of its true value
(Ranjan et al. 2017), but they require training datasets that include at least several
thousands of photographs, possibly many more. Such large datasets permit developing
more predictive age estimation systems, by allowing computers to learn more intricate
models of the relations between facial features and age outcomes. Second, our training
dataset was incomplete: it did not include images of individuals below 18 and above 65.
This may explain in part why our model for age estimation was biased upward for the
youngest age groups: for those groups there were no examples of younger individuals
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against which the model could be trained. Third, our dataset did not include
photographs of the same individual captured several years apart, even though such
longitudinal assessments may permit understanding aging trajectories and strengthen
AAE systems (Fu, Guo, and Huang 2010; Panis and Lanitis 2014). Fourth, we did not
ascertain whether other practices (e.g., wearing make-up, ritual scarification) that
modify facial appearance might have confounded our estimates (Chen, Dantcheva, and
Ross  2014).  In  the  Niakhar  HDSS  such  practices  are  likely  limited,  but  they  may  be
more  common  in  other  LMIC  settings,  particularly  in  urban  areas.  Fifth,  we  did  not
adopt several of the more recent innovations in the development of AAE systems. For
example, collecting images (or short videos) with dynamic facial expressions (e.g.,
smiling, anger) may help better ascertain skin texture and obtain more precise
predictions of age (Dibeklioğlu et al. 2015). Similarly, more refined models linking
facial features to a person’s true age may improve the accuracy of AAE systems. This
includes, for example, the use of kernel methods to capture more complex relations
between features (Hsu, Chang, and Lin 2003; Senthilkumar and Gnanamurthy 2017), or
the development of hierarchical models that combine age classification and age
estimation (Choi et al. 2011; Thukral, Mitra, and Chellappa 2012). Sixth, we only tested
AAE among women. Some of the factors associated with errors in AAE (e.g., smoking,
sun exposure) are more common among men in Senegal, and elsewhere. AAE may thus
be less accurate in evaluating their age. Seventh, our training dataset might have
contained errors in reference age data. This might have occurred if the HDSS birth
record contained errors. It might also have occurred if we mistakenly photographed a
person who was not the person for whom we had a birth record. We set procedures in
place (see above) to avoid such instances (e.g., verification of other characteristics), but
we cannot rule them out entirely. Errors in reference data might explain some of the
large errors in AAE classifications or age estimates we obtained during this study.

Finally, we did not investigate whether information extracted from a facial
photograph may be usefully combined with other sources of information on age or age-
related characteristics to achieve more precise estimates. For example, AAE may be
combined with several background characteristics (e.g., education), with other visual
data  (e.g.,  a  short  video  to  evaluate  gait),  or  with  SR  data  on  age.  Such  combination
strategies may improve the accuracy of age estimates beyond the levels currently
achieved by SR or AAE alone.

Despite these limitations, our work suggests that AAE may constitute a promising
approach to addressing persistent issues with age data in demographic studies in
LMICs. While initiatives to address some of the determinants of age misreporting are
under way (e.g., birth registration campaigns, educational expansion), AAE could help
prevent exclusions from reproductive health or aging surveys that are related to age
misreporting. It could also help improve age estimates in populations and age groups,
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where age awareness is low and errors such as heaping may confound demographic
estimates. In the short- to medium-term (e.g., the next 15–20 years), this might
significantly strengthen the monitoring of demographic trends in LMICs, as well as the
tracking of progress towards the SDGs and other global objectives.

Future  work  in  the  development  of  AAE for  age  measurement  in  LMICs should
proceed in two related directions. On the one hand, larger and more complete training
datasets must be compiled to further improve the accuracy of AAE. This may be
accomplished, in part, through the more than 40 HDSS located in Africa and Asia that
constitute the INDEPTH network (Bocquier, Sankoh, and Byass 2017; Ekstrom et al.
2016; Herbst et al. 2015; Sankoh and INDEPTH Network 2015). None of these HDSS,
however, were begun more than 55‒60 years ago. They thus do not provide reference
age data for individuals above that age. Training cases for those older birth cohorts may
be recruited instead from LMIC areas where Christian missions were established at the
turn of the 20th century. Such missions have maintained baptism registers, which often
contain highly accurate data on the age of individuals who are now members of the
oldest age groups (Notkola, Timæus, and Siiskonen 2000, 2004; Walters 2016).

On the other hand, issues related to data confidentiality linked to AAE must also
be addressed. The collection of photographs potentially adds personally identifiable
information to demographic data. This raises concerns, in particular if these studies also
collect sensitive information (e.g., ethnicity, sexual behaviors, health status), or if the
data can be linked with other datasets (e.g., administrative data). Safeguards must thus
be developed to preserve confidentiality. These may include, for example, the use of
encrypted image storage procedures, or the development of AAE applications that
produce age estimates ‘on the spot,’ and then immediately destroy the image(s) that
served as input.

More generally, our work also highlights the potential role that computer vision
tools may play in improving demographic measurement in LMIC settings with limited
data availability/quality. For example, during studies in LMICs, computer vision could
be used to measure demographic and health-related parameters other than age, such as
body mass index (Kocabey et al. 2017) or smoking behaviors (Parate et al. 2014; Zheng
et al. 2016).
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Appendix

Figure A-1: Results of the model selection process for age estimation

Notes: The contours represent various levels of the MAE obtained for each combination of model parameters.
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Table A-1: Differences in sociodemographic and health characteristics between
women photographed with and without headscarves

Women of reproductive age (18–49 years old) Women aged 50 and older
Photograph w/
headscarf only

Photograph w/o
headscarf P-value Photograph w/

headscarf only
Photograph w/o
headscarf P-value

Education 0.895 0.291
    No schooling 8   (5.9) 128   (94.1) 7 (14.0) 43   (86.0)
    Some schooling 10   (6.3) 150   (93.7) – 7 (100.0)
Religion 0.242 0.413
    Muslim 11   (5.1) 205   (94.9) 5 (10.6) 42   (89.4)
    Christian 7   (8.8) 73   (91.3) 2 (20.0) 8   (80.0)
Parity 0.300 0.577
    No children 6   (6.3) 90   (93.8) – –
    1–3 children 6   (7.0) 80   (93.0) – 4 (100.0)
    4–6 children 1   (1.5) 66   (98.5) 2 (20.0) 8   (80.0)
    7+ children 4   (9.8) 37   (90.2) 5 (11.9) 37   (88.1)
Health status 0.323 0.673
    Very good/good 10   (7.4) 125   (92.6) – 3 (100.0)
    Average 6   (4.2) 137   (95.8) 5 (11.6) 38   (88.4)
    Poor/very poor 2 (11.8) 15   (88.2) 2 (18.2) 9   (81.8)
Chronic condition 0.817 0.550
    No 10   (5.9) 161   (94.1) 1   (7.7) 12   (92.3)
    Yes 8   (6.5) 115   (93.5) 6 (13.9) 37   (86.1)
Activity limitations 0.886 0.550
    Severely limited 6   (7.1) 78   (92.9) 3   (8.8) 31   (91.2)
    Limited 1   (6.3) 15   (93.7) 1 (25.0) 3   (75.0)
    Not at all limited 11   (5.6) 185   (94.4) 3 (15.8) 16   (84.2)
Handicap 0.014 0.193
    No 15   (5.3) 267   (94.7) 7 (14.9) 40   (85.1)
    Yes 3 (21.4) 11   (78.6) – 10 (100.0)
Alcohol consumption 0.789 0.700
    Never 16   (6.2) 241   (93.8) 5 (13.5) 32   (86.5)
    At least once 2   (5.1) 37   (94.9) 2 (10.0) 18   (90.0)
Cigarette consumption 0.529 0.438
    Never 18   (6.2) 272   (93.8) 7 (13.2) 46   (86.8)
    At least once – 6 (100.0) – 4 (100.0)
Sun exposure 0.159 0.566
    < 3 hours per day 8   (9.1) 90 (90.9) 1   (7.7) 12   (92.3)
    ≥ 3 hours per day 10   (4.8) 198 (95.2) 6 (13.6) 38   (86.4)
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Figure A-2: Correlation in age estimates obtained from AAE models trained
using photographs with vs. without headscarves

Notes: The dotted black line represents equality between the absolute values of the errors obtained from models trained using
photographs with and without headscarves. The red line represents the fitted values from a linear regression with the absolute error
obtained from a model trained on images with headscarves as the dependent variable. This regression also included a quadratic
term. The size of each marker is proportional to the number of women with that combination of age as recorded by the HDSS and
AAE estimate of age.
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Figure A-3: Age heaping in self-reported age data collected in Niakhar and in the
Senegal DHS (2010/2011)

Notes: The heaping ratio is calculated for each age as [0.5 X N(a)] / [(N(a–1) + N(a+1)]. Heaping ratios above 1 indicate over-
representation of individuals reporting a given age. The y-axis is represented on a log scale.
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