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Abstract

This paper presents a novel method for assessing multiple fault diagnosability and detectability of nonlinear
parametrized dynamical models. This method is based on computer algebra algorithms which return precomputed
values of algebraic expressions characterizing the presence of some constant multiple fault(s). Estimations of these
expressions, obtained from input and output measurements, permit then the detection and the isolation of multiple
faults acting on the system. The application of this method on a coupled water-tank model attests the relevance of the
suggested approach.
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1. Introduction

The problem of fault-diagnosis has received an in-
creasing attention during the recent years in order to
increase security of systems, to monitor their perfor-
mance or to endow them with self diagnostic capabil-
ities. To answer such technological requirements, this
problem needs to be taken into account in the system
design stage from an a priori diagnosability study on a
model. In studying anticipated fault situations from dif-
ferent symptoms of the system, faults or multiple faults
can be known as discriminable according to the avail-
able sensors in a system. Some procedures for detecting
and isolating them may, then, be put in place in the de-
sign stage. By this way, diagnosability can permit to
anticipate component failures.

In this paper, we assume to be in the model-based
framework and, more precisely, that available input and
output signals and a nonlinear parametrized dynamical
model permit to reach the output trajectories of the
system. The problem consists in this framework
to evaluate diagnostic performance given a model
only. By (multiple) fault, we mean any change(s)
of parameter value(s) implying unwanted changes
in the behavior of one or more component(s) of the
system. The fault diagnosis study consists in two
subtasks [1]. The first one concerns the fault detection
(FD) of the malfunction, the second one the fault
isolation (FI) of the faulty component (that is the
determination of its location). The fault diagnosis is

done from the comparison between predictions of the
model and behaviors of the system. Several methods
are proposed in the literature as nonlinear observers
[2] or methods based on testable subsets of equations
[3]. The issue of subsets generation has been studied
by many authors. They can be based on Minimal
Structurally Overdetermined sets (MSO) [4, 5], on
possible conflicts [6] or on Analytical Redundancy
Relations (ARRs) [7]. The latter are relations linking
inputs, outputs, their derivatives, the parameters of
the model and the faults (See [8, 9, 10, 11, 12] for
single faults and [13, 14, 15] for multiple faults). Some
of these ARRs are obtained using computer algebra
tools such as the Rosenfeld-Groebner algorithm which
permits to eliminate the unknown variables of the
model (See [16, 17, 18]). With respect to a specific
elimination order, this algorithm returns particular
differential polynomials classically called input-output
polynomials. Some recent works have already used
these particular polynomials in diagnosis assuming
that the model is identifiable with respect to the faults
(See [11]). Indeed, identifiability insures that the fault
values can be uniquely inferred from input-output
measurements. In the case of single faults, authors
in [11] prove that if the model is identifiable with
respect to the faults then all the faults are discriminable;
in other words, the model is diagnosable. Furthermore,
they prove that the residuals associated to each ARR
permit to detect each identifiable fault in adopting a
discriminable behavior. In [19], assuming that the
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faults act only additively on parameters, detectability
is obtained directly from the ARRs. In this last paper,
interval analysis is used to estimate the simple faults.

We propose a new approach to exploit such ARRs
to discriminate, detect and isolate (multiple) fault(s) in
models not necessary identifiable. Starting from the
model, the three steps of our method described here-
after can be completely automatized; our contributions
consist in the steps (2) and (3).

1. The first one is the computation of ARRs by ap-
plying the Rosenfeld-Groebner algorithm to the
model.

2. The second step consists in using Groebner basis
computations in order to obtain an algebraic appli-
cation called algebraic signature. Each of its com-
ponents depends only on the parameters and on the
coefficients of the ARRs and can be numerically
estimated from the input and output measurements
of the system. By construction, each component of
the algebraic signature vanishes when at least one
specific (multiple) fault occurs.

3. For each possible (multiple) fault, the third step
consists in using semialgebraic set tools to certify
that some components of the signature vanish or
never vanish. These expected values can be sum-
marized in a precomputed table.

This table constitutes the input of the numerical
treatment which, from the system measurements,
returns estimations of the algebraic signatures. Their
comparison with their nominal values permits to detect
and isolate (multiple) fault(s).

Our method is not based on the direct use of the func-
tional ARRs (see [8, 9, 10, 11, 12, 13, 14, 15]) but only
on algebraic relations deduced from ARRs coefficients.
This change of point of view is a first advantage since
it permits the complete processing of the algebraic rela-
tions to study diagnosability. Owing to the use of semi-
algebraic set tools in this processing, constraints on pa-
rameters and multiple faults, such as inequalities satis-
fied by parameters or constraints deduced from initial
conditions, can be taken into account through automatic
procedures. These constraints can play a fundamental
role in the FDI analysis of a model as it is shown in this
paper. The second advantage of the present method is
not to require any strong assumption on the model for
determining some possible acting multiple fault(s) as i)
its identifiability, ii) the value of some model parame-
ters in some particular cases, iii) the additive action of
multiple faults on parameters. Finally, from an a priori

study on the model, a numerical method based only on
estimation of algebraic expressions, and consequently
fast, is proposed to do FDI.

The paper is organized as follows. In Section 2, we
present the framework of our method. In this section,
we precise the assumptions on the dynamical models
and on the constraints that must be verified by parame-
ters and faults. Section 3 is devoted to our method con-
sisting in studying the diagnosability of a model, that is
the way to compute an algebraic signature and to tabu-
late its expected values in function of the multiple faults.
In Section 4, our method is applied to an example of two
coupled water-tanks. Section 5 concludes the paper. In
this paper, the symbolic computations had been realized
with Maple 18 and the numerical part with Scilab.

2. Dynamical models and algebra concepts

We consider nonlinear parametrized models con-
trolled or uncontrolled of the following form:

Γf

 ẋ(t, p, f) = g(x(t, p, f), u(t), p, f),
y(t, p, f) = h(x(t, p, f), u(t), p, f),
t0 ≤ t ≤ T

(1)

where:

• the vector of real parameters p = (p1, . . . , pm) be-
longs to P ⊆ Rm where P is an a priori known set
of admissible parameters,

• f = (f1, . . . , fe) is a constant fault vector which
belongs to a subset F of Re. It is equal to 0 when
there is no fault. The set F describes the set of
admissible values of the fault vectors f ,

• x(t, p, f) ∈ Rn denotes the state variables and
y(t, p, f) ∈ Rs the outputs,

• g and h are real vectors of rational analytical func-
tions in x, p and f 1.

• u(t) ∈ Rr is the control vector equal to 0 in the
case of uncontrolled models.

Remark 1. In most practical cases, the faults fi belong
to connected sets of R, and F is the Cartesian prod-
uct of these sets. The present work takes place in a
more general framework by introducing semialgebraic
sets defined hereafter.

1The rational assumption is not restrictive since lots of models can
be reduced to a rational model by variable change (See [20]). The
analytical assumption is required to obtain ARRs by the first step of
our method.
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From now on, we suppose that constraints on p ∈
P and f ∈ F , and eventual constraints linking fault
and parameter components, can be formulated by the
mean of algebraic equations and/or inequalities. This
consideration leads naturally to consider semialgebraic
sets for which computer algebra tools are developed
(See [21, 22, 23] for example):

Definition 1. (See [24]) Let R[X1, . . . , Xn] the
set of polynomials with real coefficients and where
X1, . . . , Xn are n indeterminates.
A set of real solutions of a finite set of multi-variable
polynomial equations (of the form P = 0) and/or
polynomial inequalities (of the form Q ≥ 0) of
R[X1, . . . , Xn] is called a semialgebraic set.

Let Cp,f be the set of all algebraic equations and in-
equalities verified by the components of the parameter
and fault vectors of the model and Cp,f be the semial-
gebraic set defined by Cp,f . In order to take into ac-
count initial conditions, the algebraic relations induced
by these conditions can be added to the set Cp,f .

Example 1. For illustrating the theoretical part, the ex-
ample of a mass m = 1 attached to an elastic spring of
force k is considered. Denote u an external force of
the system not identically equal to zero and d ≥ 1 a
constant. The move of the mass is described by the fol-
lowing equation

ẍ+ k x− du = 0 (2)

which can be rewritten as model (1):{
ẋ1 = x2,
ẋ2 = −kx1 + du.

(3)

Assume that two faults f1 ∈ [0, 2) and f2 ∈ [0, 2) im-
pact respectively the spring k and the parameter d such
that the model takes the form:{

ẋ1 = x2,
ẋ2 = −k(f1 − 1)2x1 + (d+ f2)u.

(4)

The parameters, k and d and the faults, f1 and f2 verify
the following constraints:

0 < k < 4
1 ≤ d
0 ≤ f1 < 2,
0 ≤ f2 < 2.

(5)

These algebraic constraints can be viewed as a set of
polynomial equations and inequalities whose indetermi-
nates are k, d, f1 f2. Those algebraic inequalities define
Cp,f and the corresponding set of admissible values of
the parameters and faults is Cp,f .

Let N be a subset of {1, . . . , e} and fN the multi-
ple fault vector whose components fi are not equal to 0
if i ∈ N and equal to 0 otherwise. Naturally, fN be-
longs to FN = {f ∈ F|fi 6= 0 if i ∈ N and fi =
0 if i /∈ N } and FN is a semialgebraic set by con-
struction. When only one component of f is not null,
the fault vector f is called a simple fault.

Since diagnosability and detectability of Model (1)
may depend on p = (p1, . . . , pm), we consider, after-
wards, the set R = R[p1, . . . , pm] of polynomials in the
indeterminates pi with real coefficients.

The following section, which contains the main con-
tribution of this paper, presents a method based on alge-
braic tools for doing the diagnosability study of model
(1) (diagnosable in the sense that the occurrence of
(multiple) faults can be captured by discrepancies be-
tween the observed behavior and the output predicted by
the model). More precisely, the diagnosability study of
Section 3 is based on the definition of an algebraic sig-
nature not depending explicitly on the (multiple) faults
and assessable from the known quantities of the system.

3. An algebraic diagnosability method

For practical applications, we propose the construc-
tion and the study of an algebraic signature in three steps
using symbolic computations. The first one requires the
implementation of the Rosenfeld-Groebner algorithm in
order to obtain algebraic relations linking parameters,
faults and real values computable from the outputs and
the inputs of the system. From these algebraic relations,
the second step consists in using the Groebner basis al-
gorithm to obtain an algebraic signature and the third
one uses semialgebraic set tools to discriminate multi-
ple faults from the algebraic signature values.

3.1. First step: obtention of ARRs
In [11, 17], the authors give a way to obtain ARRs,

that is relations linking inputs, outputs, parameters and
faults. The latter are obtained from the Rosenfeld-
Groebner algorithm implemented in some computer al-
gebra systems. This elimination algorithm used with an
appropriate elimination order permits to eliminate un-
known variables from System (1). These input-output
representations may act as analytical redundancy rela-
tions (ARRs) and have the following forms

wi(y, u, p, f) = m0,i(y, u, p)

+

ni∑
k=1

γik(p, f)mk,i(y, u) = 0 ,

i = 1, . . . , s

(6)
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where (γik)1≤k≤ni are rational fractions in p and f ,
γvk 6= γwk for v 6= w, (mk,i(y, u))1≤k≤ni are differen-
tial polynomials with respect to y and u and m0,i 6= 0.
The first part of these polynomials, i.e. the terms
m0,i(y, u, p), can be supposed not to be identically
equal to zero. It corresponds to the residual compu-
tation form whereas the second form is known as the
residual internal form. According to [17], there are as
many polynomials of this form as outputs.
The sequence (γik(p, f))k=1,...,ni

(i = 1, . . . , s) is
called the exhaustive summary of System (1) (See [25]).
The function φ, used hereafter, is constructed from this
sequence and defined by:

φ : Re −→ RN

f 7→ (γik(p, f))1≤i≤s,1≤k≤ni

where N =

s∑
i=1

ni.

3.2. Second step: construction of an algebraic signa-
ture from the exhaustive summary

Fault signatures are classically functions which as-
sociate to a fault the set of indicators called residuals.
Residuals and fault signatures can be directly deduced
from the ARRs (6) (See [11]). The residuals are defined
by ρi = m0,i(y, u, p) and the signature by the vector(
−

ni∑
k=1

γik(p, f)mk,i(y, u)

)
i=1,...,s

.

Fault signatures are also functional relations depending
on the measured outputs and the inputs of the system.

Example 2. Let us consider Example 1 and suppose
that y = x is a measured output of the system. Equa-
tion (2) represents an ARR of model (3). When the faults
impact the parameters of this model as described in Ex-
ample 1, the ARR has the following form:

ÿ + k (f1 − 1)2 y − (d+ f2)u = 0. (7)

The residual is the polynomial ρ = ÿ+k y−du and the
fault signature FSig(f) = (−k(f21 − 2f1)y, f2u).

In the following definition, we introduce the notion of
algebraic signature to characterize multiple faults. This
definition differs from the classical ones in the sense that
it is composed of algebraic expressions do not depend-
ing directly on the measured outputs. It is based on l
algebraic expressions, ASigi (i = 1, . . . , l) which can
be deduced from the ARRs defined in (6) as it will be
explained in Examples 3 and 5.

Definition 2. Let ASig = (ASig1, . . . , ASigl) be a
vector of algebraic expressions admitting f1, · · · , fe
as indeterminates with coefficients in R. An algebraic
signature is a function ASig defined by:
ASig : F −→ Rl

f 7→ (ASig1(f), . . . , ASigl(f)).

Example 3. Considering Example 2, the function φ de-
fined by

φ(f) =
(
k(f1 − 1)2,−d− f2

)
provides an algebraic signature ASig(f) =(
k(f1 − 1)2,−d− f2

)
.

The comparison of the images of two multiple faults
under the function ASig gives a way to discriminate
them. If the model is controlled, we propose to de-
fine the strongly and weakly algebraic diagnosability,
the first one being true for all inputs and the second one
for at least one input.

Definition 3. Let N and N ′ be two distinct subsets of
{1, . . . , e}. The multiple faults of FN and of FN ′ are
said input-strongly algebraically discriminable (resp.
input-weakly algebraically discriminable) if, there ex-
istes an algebraic signature such that, for all input u
(resp. one input),

ASig(FN ) ∩ASig(FN ′) = ∅. (8)

This equality is in particular satisfied when there exists
an index i such that ASigi(FN ) ∩ASigi(FN ′) = ∅ .

If, for any distinct subsets N and N ′ of {1, . . . , e},
the multiple faults of FN and FN ′ are input-strongly
algebraically discriminable (resp. input-weakly al-
gebraically discriminable), the model is said input-
strongly algebraically diagnosable (resp. input-weakly
algebraically diagnosable).

In the case of uncontrolled model, the definition
of algebraic diagnosability can be proposed too in
omitting the notion of input in the previous definitions.

Detectability consists in discriminating the faulty sit-
uation whatever the faults or multiple faults acting on
the system. A natural approach in the framework of
ARRs is to use residuals or fault signatures to define
detectability (See [10, 11]). Indeed, in the case of a
faulty situation, they are no more identically equal to
zero. In the same way, the notion of detectability of a
set of multiple faults can be defined from the algebraic
signature. In that case, the detectability consists, from
the algebraic signature, to compare its value to the one
obtained when the set N is empty, that is when no fault
occurs in the system. This definition is given below.
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Definition 4. A set of multiple faults vectors FN is al-
gebraically detectable if

ASig(FN ) ∩ASig(F∅) = ∅,

ASig(F∅) being the algebraic signature evaluated
when no fault occurs in the system.

Example 4. In Example 3, the algebraic signatures of
the possible multiple faults are ASig(f∅) = (k,−d),
ASig(f{1}) = (k(f1 − 1)2,−d), ASig(f{2}) =
(k,−d−f2) andASig(f{1,2}) = (k(f1−1)2,−d−f2).
Constraints on parameters and faults imply that the im-
ages of these algebraic signatures do not intersect: for
example,ASig(f{1})∩ASig(f{1, 2}) = ∅ since for any
f2 ∈ (0, 2), −d 6= −d− f2. Consequently, the model is
algebraic diagnosable since the multiple faults can be
discriminated.
In this example, the function φ is not injective: the val-
ues 1/2 and 3/2 of f1 will give the same value of φ(f).
The injectivity of φ is strongly connected to the notion
of identifiability of the model. Recall that a model is
identifiable if the model parameters are uniquely deter-
mined by the model inputs and outputs. In [25], un-
der some technical assumptions, the authors prove that
if the function φ is injective the model is identifiable.
Consequently, full identifiability of the fault parameters
implies algebraic diagnosability since any fault vector
instance will give a distinct value of φ(f). However,
algebraic diagnosability does not imply identifiability.
Indeed, even if φ is not injective, (multiple) faults dis-
crimination may be possible as shown in this example.

The algebraic signature defined by the exhaustive
summary is not sufficient since two distinct faults acting
on its same components may not be discriminated. A
natural approach to exploit the exhaustive summary
consists in obtaining an explicit expression of the fault
components in function of the model parameters and
the components, φ1, . . . , φN , of φ(f). This approach
focusing on the inversion of an algebraic system fails
in general. That is why we propose a method to obtain
algebraic expressions not depending on the faults and
characterizing their presence. Such expressions can be
computed by automatic procedures based on Groebner
basis algorithms (See [26, 27]) and are used below to
define an algebraic signature.

To lighten our approach, we suppose that (γik)1≤k≤ni

are polynomials of R[f1, . . . , fe]. Actually, when these
expressions are rational fractions, they can be expressed
as polynomials by introducing new variables equal to
the inverses of denominators. Nonvanishing conditions
of these denominators can be added to Cp,f .

Given a multiple fault f ∈ FN (N ⊂ {1, · · · , e}),
let EN be the set of polynomials
EN = {γ11(p, f)− φ1, . . . , γns

s (p, f)− φN}
∪ {vifi − 1|i ∈ N} ∪ {fi|i /∈ N}

where vi are new indeterminates. In the definition of
EN , the sets {vifi − 1|i ∈ N} and {fi|i /∈ N}
characterize multiple faults of FN . Let us consider
the polynomial ideal IN generated by EN , that is the
set of all linear combinations of elements of EN in
R[v1, . . . , ve, f1, . . . , fe, φ1, . . . , φN ].

A Groebner basis of this ideal IN is computed with
respect to an elimination order chosen to eliminate first
the indeterminates vi and fi. The intersection GN
of this Groebner basis and of R[φ1, . . . , φN ] generates
the elimination ideal JN = IN ∩ R[φ1, . . . , φN ]
(See [26]). Clearly, any polynomial of GN vanishes
when a multiple fault f ∈ FN occurs.
For all the possible multiple faults fN , the sets GN
are computed. Polynomials of ∪N⊂{1, ...,m}GN van-
ishing for all multiple faults, i.e. polynomials of
∩N⊂{1, ...,m}IN , are removed of this set. The remain-
ing polynomials are kept to define the components of an
algebraic signature.

Let us summarize our algorithm returning an alge-
braic signature.
Algebraic_signature

1. For each subset N of {1, · · · , e}, we consider a
generic multiple fault fN and we apply the follow-
ing steps to this multiple fault.

(a) Computation of the Groebner basis of the
ideal IN generated by EN with respect to
the lexicographical order vi1 � . . . � vil �
f1 � . . . � fm � φ1 � . . . � φN � p1 �
· · · � pm.

(b) Determination of the intersection, GN ,
of this last Groebner basis and of
R[φ1, . . . , φN ].

2. Remove to ∪N⊂{1, ...,m}GN polynomials vanish-
ing for any multiple fault, in other words, polyno-
mials of the ideal ∩N⊂{1, ...,m}IN .

3. Order arbitrarily all the polynomials of the
last obtained set in a sequence ASig =
(ASig1, . . . , ASigl).

4. Return ASig.

By this way, we obtain an algebraic signature of the
multiple faults used afterwards:

ASig : Re −→ (R[φ1, . . . , φN ])l

f 7→ (ASig1(φ), . . . , ASigl(φ)) .
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Example 5. Let us consider the exhaustive summary
φ(f1, f2) = (k(f1 − 1)2,−d − f2) given in Exam-
ple 3. The algorithm Algebraic_signature re-
turns the signature ASig defined by ASig(f1, f2) =
(φ1 − k, φ2 + d) whose components vanish for at least
one mutiple fault.

By construction, the signature ASig(f) does not
depend explicitly on f . However, the presence of
multiple fault(s) is reflected in the numerical values
(φ1, . . . , φN ) of φ and, consequently, of ASig. From
the comparison between an estimation of ASig(f) and
the expected null components of the lists ASig(fN ),
some possible multiple faults can be discarded. Never-
theless, such a comparison may not be sufficient to dis-
criminate some multiple fault signatures. Indeed, poly-
nomials of GN appearing in ASig(fN ) are insured to
vanish when the fault fN occurs but the other com-
ponents of the signature ASig(fN ) may also vanish
for some particular values of the parameters and faults.
That is why supplementary criterions are needed to im-
prove the multiple faults discrimination.

3.3. Third step : Criterions to differentiate multiple
fault signatures

In order to elaborate additional criterions, the semial-
gebraic approach (See [24]), focusing on real solutions
of polynomial equations and inequalities, is adapted.
Indeed, this approach permits to take into account the
set of constraints on parameters and on faults, Cp,f , of
System (1) which can play an important role for the
discrimination of multiple fault signatures (See Exam-
ple 6).

The three following results lies on the emptyness
of semialgebraic sets which can be tested by using
computer algebra tools (See [22, 23]).

The first criterion (resp. the second) consists in de-
termining whether the k-th component of ASig(fN )
vanishes for at least one real value of a multiple fault
f ∈ FN (resp. never vanishes).

For any N ⊂ {1, · · · , m}, let us consider the set
SN of polynomial equations and inequalities defined by
SN = {γ11(p, f) = φ1, . . . , γ

ns
s (p, f) = φN}

∪ Cp,f ∪ {vifi = 1|i ∈ N} ∪ {fi = 0|i /∈ N}
where vi are new indeterminates.

Criterion 1. If the semialgebraic set defined by SN ∪
{ASigk(fN ) = 0} is empty then the kth component of
ASig(fN ) never vanishes.

Criterion 2. If the semialgebraic set defined by SN ∪
{vkASigk(fN )− 1 = 0} is empty then the kth compo-
nent of ASig(fN ) is equal to 0.

For some particular systems, a vanishing component
of the signature charaterizes multiple faults f whose ith
component is null.

Criterion 3. Let S be the semialgebraic set defined by
S = {γ11(p, f) = φ1, . . . , γ

ns
s (p, f) = φN} ∪ Cp,f .

If the sets of real solutions S ∪ {ASigj(f) = 0, vi fi−
1 = 0} and S ∪ {vj ASigj(f) − 1 = 0, fi = 0} are
empty then ASigj(f) = 0 is equivalent to fi = 0.

In the case where Criterion 3 is satisfied for all the
components fi of f = (f1, . . . , fm), it is clearly use-
less to apply criterions 1 and 2 on all the m! possible
multiple faults since it permits to determine (non) null
components of f .

With the help of these three criterions, the expected
values of ASig(f) when a multiple fault f occurs can
be tabulated. In the next example and in Section 4, the
following convention is used in these tables: for any
multiple fault f ,

• A cell containing 60 means that Criterion 1 or 3 in-
sures that the component of ASig(f) never van-
ishes when the multiple fault occurs;

• A 0 in a cell means that Criterion 2 or 3 insures
that the ASigi(f) is necessarily equal to 0 when
the multiple fault occurs;

• An empty cell indicates that the component of the
signature vanishes for some values of (p, f) and
does not vanish for some other values of (p, f).

Example 6. Let us continue Example 1 and consider
the algebraic signatureASig(f1, f2) = (φ1−k, φ2+d)
returned by the second step of our method (See Exam-
ple 5).

If the set of constraints Cp,f = {0 < k < 4, 1 ≤
d, 0 ≤ f1 < 2, 0 ≤ f2 < 2} is taken into account,
the two first criterions provide some characteristics of
the algebraic signature for the possible mutiple faults.
They are summarized in the following table:

f ASig1(f) ASig2(f)
f{} 0 0
f{1} 60 0
f{2} 0 60
f{1,2} 60 60

Clearly, the values ofASig(f), and, more precisely, the
values of ASig1(f) and ASig2(f) are sufficient to dis-
criminate all the possible multiple faults. This result can
also be obtained by applying Criterion 3 to these two
signature components: this criterion permits to show

6



the equivalence between f1 = 0 (resp. f2 = 0) and
ASig1 = 0 (resp. ASig2 = 0).

Without considering constraints on parameters and
faults, the following table of signatures is obtained.

f ASig1(f) ASig2(f)
f{} 0 0
f{1} 0
f{2} 0 60
f{1,2} 60

This last table indicates that these constraints play an
important role for studying, a priori, the values of
ASig(f) in function of the multiple faults. More pre-
cisely, the semialgebraic set tools insure that, for some
particular values of the parameters, the fault f{1} can
not be detected. The same remark holds for the discrim-
ination of the multiple faults f{1} and f{1,2}.

Remark 2. Algebraic criterions, using Groebner ba-
sis computations, can also be developed to obtain infor-
mation about the possible values of ASig(fN ) when a
multiple fault fN occurs. For example,

1. if the Groebner basis of EN ∪ {ASigk(fN )} is
equal to {1} then the kth component of ASig(fN )
never vanishes.
Indeed, in this case, polynomials of EN ∪
{ASigk(fN )} has no common complex zeros
(See [26]) and, consequently, no real zeros.

2. by construction of IN , we can state that if
ASigi(fN ) belongs to IN then ASigi(fN ) = 0.

Even if constraints on parameters involving inequal-
ities can not be taken into account, these criterions can
be tested more rapidly in practice than Criterions 1 or 2.

4. Application

The construction of an algebraic signature and the
criterions of Section 3.3 had been implemented in the
computer algebra system Maple 18. The table giving
the expected values of the signature in function of
the possible multiple faults constitutes the input of a
Scilab program. The latter software is used to estimate
numerically the algebraic signature from the simulated
noisy output. The comparison between the numerical
values and the expected values of the signature permits
to discriminate multiple faults. In order to determine
thresholds for detecting and isolating multiple faults
from an algebraic signature, several methods can be
applied. For its simplicity, we have chosen to use
constant thresholds. Nevertheless, some other methods
can be applied to enhance the robustness of FDI in our

case (See [28]).

Our method is applied on a model of two coupled
water tanks (See [11, 29]) given by

ẋ1(t, p) = p1 u(t)− p2
√
x1(t, p), x1(0) = 0.3,

ẋ2(t, p) = p3
√
x1(t, p)− p4

√
x2(t, p), x2(0) = 0.6,

y(t, p) = p5
√
x1(t, p),

(9)
where p1, . . . , p5 are nonnegative model parameters,
x = (x1, x2)T represents the state vector and corre-
sponds to the level in each tank, and u is the input vector
assumed not identically equal to zero. The water level
in the tanks can vary between 0 and 10. Contrary to
[11, 29], we suppose that there is only one output, y, on
the first water-tank.

Let f1 denote an unknown additive fault on the actua-
tor signal, f2 an additive fault on the sensor at the output
of the first water tank, and f3 ∈ [0; 1] a clogging fault.
The fully clogged pipe situation corresponds to f3 = 1
and 0 < f3 < 1 represents a partial clogging. After-
wards, the clogged pipe situation is supposed partial.

In order to use the Rosenfled-Groebner algorithm, a
change of variables is necessary. By setting z1(t, p) =√
x1(t, p) and z2(t, p) =

√
x2(t, p), the model here-

after is obtained:

Γf


ẋ1 = p1(u+ f1)− p2(1− f3)z1,
ẋ2 = p3(1− f3)z1 − p4z2,
z21 = x1, z

2
2 = x2,

y = p5(1− f3)z1 + f2

(10)

The first step of our approach can then be applied to
obtained the following ARR:
2 y ẏ − p5 (f3 − 1)2 (p1 p5 f1 + p2 f2) − p1 p

2
5 (f3 −

1)2 u + p2 p5 (f3 − 1)2 y − 2 f2 ẏ = 0 and the corre-
sponding exhaustive summary:

φ(f1, f2, f3) = (−p5 (f3 − 1)2 (p1 p5 f1 + p2 f2),
− p1 p25 (f3 − 1)2, p2 p5 (f3 − 1)2, −2 f2) .

The second step of our method, which is the appli-
cation of the Algorithm Algebraic_signature,
provides the following signature:

ASig(f) = (φ1, φ4, p1 p
2
5 + φ2, −p2 p5 + φ3,

− φ3 φ4 + 2φ1, −p2 p5 φ4 + 2φ1).

The third step consists in computing the expected val-
ues of ASig(f). For this application, we start by defin-
ing the set of constraints:

Cp,f = {0 < p1, . . . , 0 < p5, 0 ≤ f3 < 1} .

7



which corresponds to the physical signification of the
model parameters and to the assumption of a non fully
clogging pipe. Next, Criterions 1 and 2 are used to
discriminate (multiple) faults. The expected values of
ASig(f) are summarized in Table 1.

A
S
ig
1
(f

)
A
S
ig
2
(f

)
A
S
ig
3
(f

)
A
S
ig
4
(f

)
A
S
ig
5
(f

)
A
S
ig
6
(f

)

f{} 0 0 0 0 0 0
f{1} 60 0 0 0 60 60
f{2} 60 60 0 0 0 0
f{3} 0 0 60 60 0 0
f{1,2} 60 0 0 60 60
f{1,3} 60 0 60 60 60 60
f{2,3} 60 60 60 60 0 60
f{1,2,3} 60 60 60 60

Table 1: Numerical Expected Values of the Algebraic Signatures

Table 1 shows that the components ASig2(f),
ASig4(f) and ASig5(f) permit the discrimination
of all the multiple faults for any input u. Indeed,
ASig2(f), ASig4(f) and ASig5(f) do not depend on
the component φ2 which is the coefficient of the only
term depending on u in the ARR. Consequently, the
model is input-strongly algebraically diagnosable.

Remark 3. 1. This result holds even if the values of
p1, p3 and p4 are not known. In other terms, the
knowledge of the values of all the internal parame-
ters is not needed for detecting and discriminating
the possible multiple faults.

2. The fact that the model is input-strongly alge-
braically diagnosable can be obtained by ap-
plying Criterion 3 to ASig2(f), ASig4(f) and
ASig5(f).

In the simulations, a simple controller is used to con-
trol the water level in the upper tank to follow a square
reference signal. The parameters of the model are equal
to p1 = p2 = p3 = p4 = 0.3, p5 = 1. The simulated
output is disturbed by a truncated Gaussian noise η such
that η(t) ∈ [−0.01; 0.01]. Thus, y(t) = ȳ(t) + η(t)
where ȳ is the exact output corresponding to the exact
value of parameters. The observations are supposed to
be done at the discrete time (ti)i=1,...,M on the interval
[0, 50] with a sampling period equal to 0.5. In the faulty
scenarios, we assume that the faults are introduced at
time t = 22s. Figures 1 and 2 represent different cases
of simple and multiple faults respectively acting on the
system.

Figure 1: Water level in the upper tank, y, during fault-free simulation
and during simple fault simulations introduced at time t = 22s.

Figure 2: Water level in the upper tank, y, during fault-free simulation
and during simple multiple fault simulations introduced at time t =
22s.
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The derivatives are estimated in using a method based
on the B-splines [30]. In order to estimate φ, the method
developped in [18] is taken again. Rewriting the ARR
at each discrete time ti, M linear relations with respect
to the components of φ are obtained leading to a linear
system. If we denote yp(ti) the estimate of ẏ(ti), the
system has the following form:

• in the faulty situation,

AfXf = b (11)

with

Xf = (−p5 (f3 − 1)2 (p1 p5 f1 + p2 f2),
− p1 p25 (f3 − 1)2, p2 p5 (f3 − 1)2, −2 f2),

Af
i = (1, u(ti), y(ti), yp(ti)) and

bi = −2 y(ti) yp(ti),
Note that φ(f) = (Xf (1), Xf (2), Xf (3), Xf (4)).

• in the fault-free situation,

AX0 = b (12)

with X0 = (p1 p
2
5 ; p2 p5), Ai = (u(ti), y(ti)) and

bi = −2 y(ti) yp(ti).

These systems are solved with the QR factorization
which does not require any initial guess.
System (12) is used to detect the time point td at which
the multiple fault acts. From the 10 first time points,
matrix A and vector b are constructed. Then, at each
iteration, they are completed in considering one more
time and system (12) is solved with this new matrix A
and this new vector b. The estimate of X0 is compared
to the nominal value obtained with the real parameter
values. If their difference in norm 2 is upper than ε =
10−3, we consider that a multiple fault acts; in other
terms, the fault is algebraically detectable.

Once the fault detected, System (11) serves to dis-
criminate the (multiple) fault. At least four time points
after the detecting time point td are needed since Xf

is of dimension 4. Remark that the multiple faults can
be detected and discriminated only every 0.5 second
corresponding to output measurements. ASig is then
estimated and Table 1 is used to discriminate the mul-
tiple fault acting. The results are summarized in Table 2.

Even if we have chosen the simplest way to define the
threshold ε, that is a constant parameter, all the multiple
faults have been detected and discriminated. The results
of Table 2 could be improved in using another method
for designing thresholds permitting to better consider
noise during FDI.

(Multi-)faults f Detection Discrimina-
times (s) tion times (s)

f{1} = ( 0.5 , 0 , 0 ) 0 3
f{2} = ( 0 , 0.5 , 0 ) 0.5 1.5
f{3} = ( 0 , 0 , 0.5 ) 0.5 2

f{1,3} = ( 0.5 , 0 , 0.1 ) 0 1.5
f{1,3} = ( 0.5 , 0 , 0.7 ) 0.5 11∗

f{1,2} = ( 0.5 , 0.5 , 0 ) 0 1.5
f{2,3} = ( 0 , 0.5 , 0.1 ) 0 1.5
f{2,3} = ( 0 , 0.5 , 0.7 ) 0 1.5

Table 2: Detection and discrimination times.

∗ f3 6= 0 is first detected at t = 22.5s and the multiple
fault f{1,3} is discriminated at t = 33s.

5. Conclusion

In this paper, an algebraic method based on ARRs
for assessing (multiple) faults diagnosability and de-
tectability of non linear parametrized dynamical models
is proposed. This method combines computer algebra
tools leading to efficient discriminatory relations for all
the possible multiple faults. At our knowledge, it is the
first time that the ARRs are used in this way and permit,
from the processing of the ARRs coefficients through
our procedure, to discriminate multiple faults of a sys-
tem. The application on the coupled water-tanks exam-
ple highlights the potential of the proposed method even
if some limitations need to be considered.
Our approach requires a model which can be written on
the form of a rational system composed of polynomials.
The precomputed part of our method depends directly
on the performance of the needed algebraic tools which
are used to compute the algebraic signatures and its ex-
pected values. A better consideration of the noise in the
numerical part could be the goal of a future work. For
the last point, we propose to extend our numerical work
to set-membership models permitting to consider faults
whose values are unknown but bounded.

References

[1] J. Gertler, Analytical redundancy methods in fault detection and
isolation, in: Proceedings IFAC Symp. Fault Detection, Su-
pervision and Safety for Technical Processes, SAFEPROCESS,
Vol. 1, Baden-Baden, Germany, 1991, pp. 9–22.

[2] R. Seliger, P. Frank, Fault diagnosis by disturbance decoupled
non-linear obervers, in: Proceedings of the 30th IEEE confer-
ence on decision and control CDC’91, Brighton, UK, 1991, pp.
2248–2253.

[3] J. Armengol, A. Bregón, T. Escobet, E. Gelso, M. Krysander,
M. Nyberg, X. Olive, B. Pulido, L. Travé-Massuyès, Minimal

9



structurally overdetermined sets for residual generation: A com-
parison of alternative approaches, Vol. 42, Elsevier, 2009, pp.
1480–1485.

[4] E. R. Gelso, S. M. Castillo, J. Armengol, An Algorithm Based
on Structural Analysis for Model-based Fault Diagnosis, in:
Proceedings of the 2008 Conference on Artificial Intelligence
Research and Development: Proceedings of the 11th Interna-
tional Conference of the Catalan Association for Artificial Intel-
ligence, IOS Press, Amsterdam, The Netherlands, The Nether-
lands, 2008, pp. 138–147.

[5] M. Krysander, J. Aslund, M. Nyberg, An Efficient Algorithm for
Finding Minimal Overconstrained Subsystems for Model-Based
Diagnosis, IEEE Trans. Systems, Man, and Cybernetics. Part A
38 (1) (2008) 197–206.

[6] B. Pulido, C. Alonso-Gonzáles, Possible Conflicts: a compila-
tion tecnhnique for consistency-based diagnosis, IEEE Trans.
Systems, Man, and Cybernetics Part B, Cybernetics, 34 (5)
(2004) 2192–2206.

[7] L. Travé Massuyès, T. Escobet, X. Olive, Diagnosability anal-
ysis based on component-supported analytical redundancy rela-
tions, IEEE Trans. Systems, Man, and Cybernetics, Part A 36 (6)
(2006) 1146–1160.

[8] J. C. Cruz-Victoria, R. Martinez-Guerra, J. J. Rincon-Pasaye,
On linear systems diagnosis using differential and algebraic
methods, Journal of the Franklin Institute 345 (2008) 102–118.

[9] M. Daigle, A. Bregon, G. Biswas, X. Koutsoukos, B. Pulido, Im-
proving Multiple Fault Diagnosability using Possible Conflicts,
IFAC Proceedings 45 (20) (2012) 144–149.

[10] M. Staroswiecki, G. Comtet-Varga, Analytical redundancy rela-
tions for fault detection and isolation in algebraic dynamic sys-
tems, Automatica 37 (2001) 687–699.

[11] N. Verdière, C. Jauberthie, L. Travé-Massuyés, Functional diag-
nosability and detectability of nonlinear models based on analyt-
ical redundancy relations, Journal of Process Control 35 (2015)
1–10.

[12] Q. Zhang, M. Basseville, A. Benveniste, Fault detection and iso-
lation in nonlinear dynamic systems: a combined input-output
and local approach, Automatica 34(11) (1998) 1359–1373.

[13] M. Cordier, P. Dague, F. Levy, J. Montmain, M. Staroswiecki,
L. Travé Massuyès, Conflicts versus analytical redundancy re-
lations. A comparative analysis of the model based diagnosis
approach from the artificial intelligence and automatic control
perspectives, IEEE Trans. Systems, Man, and Cybernetics Part
B, 34 (5) (2004) 2163–2177.

[14] J. De Kleer, B. Williams, Diagnosing multiple faults, Artificial
intelligence 32(1) (1987) 97–130.

[15] M. Krysander, J. Aslung, E. Frisk, A Structural Algorithm
for Finding Testable Sub-models and Multiple Fault Isolabil-
ity Analysis, in: 21st International Workshop on Principles of
Diagnosis (DX-10), Portland, Oregon, USA, 2010.

[16] F. Boulier, D. Lazard, F. Ollivier, M. Petitot, Computing rep-
resentation for radicals of finitely generated differential ideals,
Tech. rep., Université Lille I, LIFL, 59655, Villeneuve d’Ascq
(1997).

[17] L. Denis-Vidal, G. Joly-Blanchard, C. Noiret, Some effective
approaches to check identifiability of uncontrolled nonlinear
systems, Mathematics and Computers in Simulation 57 (2001)
35–44.

[18] N. Verdière, L. Denis-Vidal, G. Joly-Blanchard, D. Domurado,
Identifiability and estimation of pharmacokinetic parameters of
ligands of macrophage mannose receptor, Int. J. Appl. Math.
Comput. Sci 15 (4) (2005) 101–110.

[19] C. Jauberthie, N. Verdière, L. Travé-Massuyès, Fault detection
and identification relying on set-membership identifiability, An-
nual Reviews in Control 37 (2013) 129–136.

[20] S. Audoly, G. Bellu, L. D’Angio, M. P. Saccomani, C. Cobelli,
Global identifiability of nonlinear models of biological systems,
IEEE Trans. Biomed. Eng. 48 (2001) 55–65.

[21] C. W. Brown, QEPCAD B: A program for computing with semi-
algebraic sets using CADs, SIGSAM BULLETIN 37 (2003) 97–
108.

[22] M. El Din, RAGLib: A library for real solving polynomial sys-
tems of equations and inequalities, 2007.
URL http://www-salsa.lip6.fr/ safey/RAGLib

[23] B. Xia, DISCOVERER: A Tool for Solving Semi-algebraic
Systems, ACM Commun. Comput. Algebra 41 (3) (2007)
102–103. doi:10.1145/1358190.1358197.
URL http://doi.acm.org/10.1145/1358190.1358197

[24] S. Basu, R. Pollack, M.-F. Roy, Algorithms in Real Alge-
braic Geometry (Algorithms and Computation in Mathematics),
Springer-Verlag New York, Inc., Secaucus, NJ, USA, 2006.

[25] L. Denis-Vidal, G. Joly-Blanchard, C. Noiret, M. Petitot, An
algorithm to test identifiability of non-linear systems, in: Pro-
ceedings of 5th IFAC NOLCOS, St Petersburg, Russia, Vol. 7,
2001, pp. 174–178.

[26] D. Cox, J. Little, D. O’Shea, Ideals, Varieties and Algorithms.
An Introduction to Computational Algebraic Geometry and
Commutative Algebra, Springer Verlag, 1996.

[27] J. Faugère, A new efficient algorithm for computing Gröbner
bases without reduction to zero, in: International Symposium
on Symbolic and Algebraic Computation Symposium - ISSAC
2002, Villeneuve d’Ascq, France, 2002.

[28] I. Hwang, S. Kim, Y. Kim, C. E. Seah, A Survey of Fault De-
tection, Isolation, and Reconfiguration Methods., IEEE Trans.
Contr. Sys. Techn. 18 (3) (2010) 636–653.

[29] R. Seydou, T. Raissi, A. Zolghadri, D. Efimov, Actuator fault di-
agnosis for flat systems: A constraint satisfaction approach, In-
ternational Journal of Applied Mathematics and Computer Sci-
ence 23(1) (2013) 171–181.

[30] S. Ibrir, S. Diop, A numerical procedure for filtering and effi-
cient high-order signal differentiation, Int. J. Appl. Math. Com-
put. Sci. 14 (2) (2004) 201–208.

10


