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Abstract

The term “digital humanities” may be understood in three different ways: as “digi-
tized humanities”, by dealing essentially with the constitution, management and pro-
cessing of digitized archives; as “numerical humanities”, by putting the emphasis on
mathematical abstraction and the development of numerical and formal models; and
as “humanities of the digital”, by focusing on the study of computer-mediated inter-
actions and online communities. Discussing their methods and actors, we show how
these three potential acceptations cover markedly distinct epistemological endeavors
and, eventually, non-overlapping scientific communities.

7671 words

Introduction

The “digital humanities” label may appear as an ideal keyword to scholars who empir-
ically study online social systems using methods borrowing to both social and computa-
tional sciences. Their work is indeed connected with three potential acceptations of the
term: they do digital research on digital worlds using digital datasets. Put differently, they
may construe their activity as “digitized humanities” (relying on digitized data), “numerical
humanities” (using numerical and, more broadly, formal models) and “humanities of the
digital” (studying computer-mediated interactions).

' This ambiguity may be even stronger in the French-speaking realm where “digital humanities” are gener-
ally translated as “humanités numériques”: “numériques” means both “digital” and “numeric” — besides, the
translation of “digitized” is “numérisé”, which is not far from “numeric” either, even though no numbers are

usually involved.
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In general, however, academics who identify themselves as “digital humanists” may be
more or less sensitive to this polysemy, as it often covers distinct epistemological endeav-
ors. The purpose of this contribution is to shed some light on this trichotomy and to make
some remarks on the corresponding scientific differentiation. We also aim at discussing the
conditions of a better articulation between these streams.

1 An overarching dichotomy

We first focus on the two most obvious acceptations of “digital humanities” which, as
we shall later show, correspond to what appears to be in practice an overarching dichotomy
between digitized and numerical humanities.

1.1 Digitized humanities

The perhaps most widespread acceptation of “digital humanities” relates to the creation,
curation and use of digitized datasets in human sciences and, to a lesser extent, social sci-
ences.” In broad terms, these approaches include the development and application of com-
puter tools to, inter alia, digitize, store, process, gather, connect, manage, make available,
mine and visualize text collections and corpuses, image banks or multimedia documents of
various origins.

In practice, these tasks raise a series of fundamental infrastructure-related issues, in
terms of dataset construction (involving the design of appropriate ontologies), storage (fea-
turing questions such as long-term availability) and access (requiring ergonomic and re-
motely accessible interfaces). Yet, they also prompt the integration of diverse methods stem-
ming from more formal disciplines, most importantly artificial intelligence (AI). This ranges
from established and rather low-level tools such as optical character recognition (OCR) to
higher-level data processing techniques, which are connected to open research questions
in their origin fields such as named entity detection and classification [Nadeau and Sekine,
2007], optimal graph visualization [Tamassia, 2013] or the more recent techniques of crowd-
sourced archive curation [Carletti et al., 2013]. We discuss below the links between these Al
techniques and the older field formerly denoted as “humanities computing”.

This integration leads, in turn, to epistemological advances in the humanities by en-
abling novel questions, thanks to productivity gains as well as genuinely new ways of look-
ing at traditional data. Examples abund in linguistics, as shown by the development of
“corpus linguistics” [see e.g., Kennedy, 1998], Moretti [2000]’s notion of “distant reading”
and further illustrated by the long dominant position of literature and linguistics in digi-
tal humanities journals [Huggett, 2012]. This prominence of linguistics should not come
as a surprise. The field that became called as “humanities computing” has emerged long
before the term of “digital humanities” has been coined. Humanities computing started in
the late 1940s on the premises and promises of applying quantitative approaches on text
corpuses [Hockey, 2004]. For instance, statistical methods have been developed in order to
automatically analyze stylistic features, under a field denoted as “stylometry”, using lexical,

2In all generality, we employ the term “dataset” without assuming any level of post-processing: data may
consist of raw digitized corpora or measurements which may be completed or documented with comprehen-
sive metadata. The term “archive” is in this respect less generic, as it often relates to digital material which is
based on a unique source and where the conservation of the original material particularly matters.



syntactic, semantic markers and thus making it possible to provide, for instance, stastisti-
cal confidence in author attribution [Stamatatos, 2009] or in the chronological ordering of
the works of some author [Holmes, 1998]. The field became further institutionalized from
the late 60s to the mid-80s through the creation of various associations, such as the Asso-
ciation for Literary and Linguistic Computing (ALLC) or the Association for Computers and
the Humanities (ACH), publication venues, such as “Computers and the Humanities” (1966)
and “Literary and Linguistic Computing” (LLC, 1986; which recently took a broader name as
“Digital Scholarship in the Humanities”, DSH), or normalization efforts, such as the Text
Encoding Initiative, towards the end of the 1980s.

Nonetheless, many other disciplines beyond humanities also have an established record
of contributions which fit into this “digitized humanities” acceptation, by relying on archives
which are not, at least primarily, in a purely textual format. Several social sciences have pi-
oneered the use and computer-assisted exploration of digital archives, including first and
foremost archaeology and its old interest in “digital archeology”, or geography and its long-
standing development of geographical information systems (GIS) — the intersection of these
two digital humanities subfields, GIS & archeology, is already a vast domain in itself. The
comprehensive textbook of Conolly and Lake [2006], for one, reviews many of the appli-
cation domains of these endeavors, ranging from data acquisition, the computer-assisted
analysis of regions of interest or various types of routes, to data management, for instance
through elevation models. Political sciences have relied on the mining of public discourses
in a variety of manners, including the study of nationalist reference frames in digitized news-
paper corpuses [van den Bos and Giffard, 2016], a material that communication research
increasingly exploited in a digital humanities perspective [Nicholson, 2013], while applica-
tions at the interface of history and sociology also emerged, such as the reconstruction of
historical social networks by extracting names and inferring relations from the Oxford Dic-
tionary of National Biography [Warren et al., 2016]. (I will come back to the specific expecta-
tions of social sciences with respect to archives and, more broadly, datasets, in Section 2.1.)

1.2 Numerical humanities

Another perspective on “digital humanities” puts the emphasis on mathematical abstraction
and modeling. Undoubtedly, digitized corpuses are already, to some extent, abstractions of
the original empirical material. In what I shall denote in the remainder of this chapter by the
term “numerical humanities”, however, researchers primarily appear to develop mathemat-
ical frameworks and computer science methods with the specific goal of formalizing and
stylizing some systematic social processes. In other words, the objective is to capture the
possibly general mechanisms at the root of the observed data. In this sense, this acceptation
does not relate to the computer-assisted realization of tasks which are difficult or impossible
to do by hand — as achieved by OCR, or the application of GIS tools, clustering or statistical
methods on large datasets, for example. Rather, it aims at developing numerical models of
human or social behavior per se. In this respect, in practice, it generally builds more often
on social science research issues than humanities.

In part, this type of approach relies again strongly on artificial intelligence — for instance
when pattern detection methods are used to confirm or refute the existence of some regu-
larity in a given dataset, such as using cell phone call records to exhibit some mobility trends
or showing the presence of a specific type of interaction preferences [Sobolevsky et al., 2013,



Miritello et al., 2013].

Yet, the distinctive element here is that a given digital dataset merely constitutes one
among many possible empirical realizations. In other words, what matters is the theorizing
of an underlying process which may account for some sort of empirical measurements on a
whole class of comparable datasets. In this case, scholars usually aim at designing math-
emetical frameworks where theory-based hypotheses and their empirical manifestations
can be formalized. They then develop numerical or algebraic models aimed at reconstruct-
ing some key characteristics of the studied systems. These key features are often construed
as universal classes of empirical configurations, independently of a specific archive. They
include systematic spatial and/or temporal correlations between some types of variables,
typical over- or under-representations and, more broadly, distributions of values rather than
specific values. For instance, one may look for the systematic emergence of configurations
where “few have much, many have little” (e.g., so-called Pareto laws, Zipf laws, power laws)
predicted by some theory and generic process (e.g., so-called Matthew effect, or “rich-get-
richer” reinforcement). By contrast, knowing who precisely is “rich” and possesses a lot in a
given case study is of lesser importance.

Sometimes, the abstraction goes as far as modeling entire artificial societies and describ-
ing a typology of stylized facts emerging from their very simulation — an approach epito-
mized by the eponymous field of “social simulation” [Epstein and Axtell, 1996, Gilbert and
Troitzsch, 1999], where models include a thorough description of social or behavioral pro-
cesses (they are usually “agent-based” models [Bonabeau, 2002, Helbing and Balietti, 2012])
while the computer provides its own experimental data. More often, real-world empirical
observations are used, yet again to validate an abstract class of processes that the chosen
digital dataset is supposed to document. The data helps confirming an a priori model, or ap-
praising the divergence between the model and reality. For instance, the above-mentioned
mobility trends and interaction preferences are actually being described in regard to models
which play the role of laws — that is, the description of these patterns makes sense within
a certain modeling and theoretical framework. These laws are either (i) unknown and have
to be determined from the data, or (ii) they are hypothesized and thereby provide a baseline
or a benchmark from which the data may diverge (for instance, expected mobility based on
a gravity model [Sobolevsky et al., 2013], expected interaction patterns influenced by a de-
mographic bias [Miritello et al., 2013]). In both cases, case studies play no further role than
helping to validate (or parameterize) a target (and rather generic) model.

The epistemological setting is thus slightly different, for datasets are not anymore ex-
ploited as singular recordings corresponding to given empirical case studies, but simply as
exemplar instances of a much wider and, more importantly, interchangeable phenomenon.
This approach is not dissimilar from the one usually ascribed to natural sciences, in that they
seek nomothetic rather than idiographic regularities®, i.e. general laws rather than local pat-
terns. In this context, datasets are considered as equivalent, possibly reproducible empirical
instances of an “identical” underlying process. One implicitly assumes that there exists an
isomorphism between various data stemming from distinct yet similar empirical situations
— for instance, any dataset based on cell phone records should, in principle, confirm the

3This argument builds upon the classical dichotomy proposed by Windelband and Rickert to distinguish
nomothetic and idiographic descriptions. While the latter is usually associated to natural sciences and the
former to human and social sciences, both natural and social sciences alternatively tend to look for both types
of descriptions (see also Bouvier [2010]).



existence of similar phenomena.

This second perspective on digital humanities corresponds to an epistemological break-
through illustrated by the recent surge of interest in so-called “computational social sci-
ences” (CSS) [Lazer et al., 2009, Conte et al., 2012], building upon the older fields of mathe-
matical sociology (mainly animated by social scientists) and social complex system model-
ing (leaning more towards applied mathematics, computer science and statistical physics).
Over the last decade, numerous conferences, journals and even departments devoted to
these approaches have emerged. Many have been initially connected to quantitative so-
cial science research programs, especially in mathematical sociology (featuring the Jour-
nal of Mathematical Sociology since 1971) and the Social Network Analysis (SNA) commu-
nity (around an international association founded in the late 70s [INSNA, Intl. Network for
SNA] and yearly international conferences since the early 80s). The field of “Social Simu-
lation” [Gilbert and Troitzsch, 1999] has been relatively institutionalized since around the
1990s, with international conferences currently drawing hundreds of attendants, supported
by core journals such as JASSS (Journal of Artificial Societies and Social Simulation) and sev-
eral international associations, the oldest being ESSA (European Social Simulation Associa-
tion). Complexity sciences have also a clear connection with numerical humanities, through
the study of social complex systems, which most complex system journals and conferences
devote a significant attention to, and which spreads to neighboring disciplines as well (for
example, the German Physics Society [DPG — Deutsche Physikalische Gesellschaft] has a
special chapter on Socio-Economic Systems which is very much aligned with this program).

Venues explicitly referring to CSS have emerged in the last few years, both at the national
level (in Germany, let us mention the series of GESIS symposia on CSS since 2015 which at-
tract an international crowd) and international level (including SocialCom and SocInfo, both
since 2009, and since 2016 the freshly launched ICCSS, all international conferences respec-
tively on “Social Computing”, “Social Informatics” and CSS). Their success owes to the joint
and commonplace development of unprecedented computational resources and, most im-
portantly, large-scale databases — either digitized datasets stemming from archives (rather
related to human sciences) or natively digital datasets, produced through the recording of
human behavior by digital devices (not least from the internet, as will be evident in the latter
sections of the present chapter), in the wake of the currently fashionable and prevailing “big
data” movement.

2 Anoverlapping dichotomy

2.1 Digital divides and overlaps

While digitized and numerical humanities have been defined as distinct perspectives, they
may well coexist within the same scientific community, for numerical approaches may in-
form digitized humanities, and digitized datasets may feed numerical humanists. In this
light, what might nevertheless remain unexpected is the relative lack of explicit connections
between the communities who respectively identify themselves as digital humanists or com-
putational social scientists. For instance, explicit references to “digital humanities” within
computational social science communities remain relatively rare; and vice versa. By con-
trast, it is not rare to meet social scientists who identify better the signification of keywords
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such as “mathematical sociology”, “social computing” and “computational social sciences”
than “digital humanities”.

General epistemological causes can and will be invoked, here, to explain this peculiar
and perhaps temporary situation. Social sciences and humanities certainly had markedly
distinct development paths with respect to digital and numerical methods, as regards both
data collection and processing, and epistemological attitudes.

Experimental and nomological social sciences

On the one hand, the empirical material of social sciences is often made of either (i) textual
records (essentially based on interviews or ethnographic observations) or (ii) tabulated data
(be it, for instance, demographic, query-based, relational or geographical databases).

Each kind of data corresponds, in turn, to noticeably distinct approaches.

0

(i)

The analysis of the former, typical of the ethnographic approach and particularly preva-
lent in sociology and anthropology, generally relies on human interpretation and man-
ual induction of typologies of discourses or behaviors from a collection of interview
transcripts. There is nonetheless a small yet long tradition of quantitative text analy-
sis [Popping, 2000, especially in chapter 8] related, in part, to the so-called “grounded
theory” which notably advocates an inductive approach from (field) data [Glaser and
Strauss, 1967] to discover social categories. While this branch concurrently led to sig-
nificant software development [Klein, 2001], it remains infrequently applied in the field,
and manual text processing is still widespread.

Regardless, there is nowadays a widespread culture of digitization, as many researchers
arrange their ethnographical records into computer files. Yet, there are few efforts aim-
ing at normalizing the format of archives, securing their conservation or publicizing
them, essentially for privacy reasons — transcripts are certainly not made available to
a wider audience, outside of the small circle of scholars who primarily designed and
carried out the empirical protocol.

As a result, even though they do share a common epistemological and technological
background in terms of discourse and narrative analysis with digital humanists work-
ing on text corpuses, such social scientists appear to be rarely concerned by the issues
commonly addressed in the “digitized humanities”, especially its subfields related to
text processing.

The latter type of data admittedly lends itself readily to numerical analysis. But it also
resonates with a long-standing stream of research devoted to formalization rather than
digitization. While tabulated and structured databases indeed enable social scientists
to apply systematic procedures to detect or assert the existence of relevant patterns
and phenomena — an objective which is aligned with the epistemological promises
ascribed in the previous section to digitized humanities — they have also played a key
role, from early on, in fostering the development of a nomological stance. Durkheim,
for one, in his study of pan-European suicide at the end of the 19th century, sought the
statistical signature of anomie as a general social process, rather than discussing the
specific national or seasonal figures per se.



In this nomological context, empirical data has an instrumental and even, one may say;,
almost accessory status. It is not uncommon to witness the predominance of a norma-
tive attitude over a descriptive attitude: some approaches even assume the existence or
relevance of some abstract structures or formal designs before observing them in real
datasets (let alone archives). In concrete terms, for instance, the quantitative study of
sociological communities relied first on conceptual constructs such as cliques [Luce
and Perry, 1949] or structurally equivalent sets [Lorrain and White, 1971]. Many of
the seminal works in this area dealt with a variety of issues without resorting to empiri-
cal data, spanning otherwise concrete topics such as information propagation in social
systems [Rapoport, 1953], social field configurations [Cartwright and Harary, 1956], ur-
ban segregation dynamics [Schelling, 1971], conditions of the emergence of riots [Gra-
novetter, 1978], cultural epidemiology in cognitive anthropology [Claidiere and Sper-
ber, 2007], or even a significant portion of economic theory [Samuelson, 1947]. Studies
diversely affiliated with the paradigms of agent-based and multi-agent modeling [Ax-
elrod, 1997], artificial societies and social simulation [Gilbert and Troitzsch, 1999] and
social self-organization [Helbing, 2012], are practically dataset-free or primarily rely on
artificial datasets, what is admittedly diametrically opposed to digitized humanities.
Here, real-world datasets are admittedly useful to empirically validate the prediction
of the existence of some stylized or so-called “emergent” phenomena (i.e. macro-scale
phenomena which are not obvious from micro-level behavior and seem to be only de-
scribable through a macro-level observation framework) — but they are far from being
arequisite.

The long-lasting presence of this approach in many social sciences [in sociology, see
Edling, 2002] plausibly facilitated its affiliation to modern-day computational social
science (CSS). It is also no wonder that CSS gathers fields traditionally associated with
natural sciences, such as statistics (for obvious reasons), discrete mathematics (includ-
ing classification, graph, game theory), system science (to configure social processes
as dynamic iterative systems), and statistical physics (to study large interactional sys-
tems). By contrast, this stance appears to have much less appeal in fields traditionally
associated with human sciences.

Archive-based humanities

On the other hand, humanities plausibly pay a marked attention to the specificities of singu-
lar datasets e.g., by focusing on a given author or a given historical case study, where social
sciences tend to assume, as said before, the interchangeability of datasets within a similar
empirical context. This may explain why textual and even visual archives are more ubiqui-
tous in human science and, as a result, why “digitized humanities” have a stronger urgency
than in fields more related to social science: sophisticated archiving issues regarding, for
instance, indexation, data processing and availability. On the contrary, social scientists may
feel less concerned with the preservation of specific datasets since (i) their increased fo-
cus on reproducible and/or interchangeable observations of a social system makes them
less dependent on unique archives, and (ii) they often have the option of being in control
of the empirical protocol and, thereby, of the conditions of data construction. Their inter-
est in archives is further complicated when datasets cannot be released because of privacy
concerns (typically, small-scale field research such as interviews) or commercial interests



(typically, when a dataset provided by a private company remains a current business asset).

This relative lack of enthusiasm (and, perhaps, of good practices) regarding archives, on
the part of social science, is further reinforced by a certain preference for the present. Social
science studies appear to focus more often on contemporary issues” or, at least to some ex-
tent, atemporal research questions (as regards the most nomological and naturalized part,
such as the above-mentioned works on cultural transmission, kinship structure, or urban
segregation). This warrants the collection of recent and even new data to fulfill the needs
of a research study: in practice, empirical validation consists in proposing a protocol and
then creating the conditions to build a(ny) new dataset, or hunt for an(y) existing database
fulfilling some criteria essential to the protocol, without necessarily being peculiar to a spe-
cific spatio-temporal empirical situation. In other words, studying the current sociological
impact of the introduction of IT in German, French, European or worldwide university de-
partments is certainly less idiographic and dependent on a unique set of observations than
writing the history of the development of digital humanities specifically in Germany, and
articulating its key actors, dates and institutions.

Furthermore, the fact that numerical humanists often rely on a genuinely experimental
approach (i.e. doing experiments) is not to be underestimated in their relative disaffection
with archives. In effect, the assessment of the future value and relevance of a raw dataset
collected for a given case study is intrinsically linked to the question of the experimental
protocol, on at least two levels:

* The first one relates to the collection protocol. A given database may indeed become
more or less obsolete for further research: either because it has revealed most of its
mysteries at a certain level of granularity (resolution limit), or because new questions
require a richer data collection protocol (ontology limit). For example, in order to
advance the above-mentioned works of Miritello et al. [2013] and Sobolevsky et al.
[2013], one can expect that more detailed datasets would be needed, and therefore
built.

* The second one touches the complexity of the pre-processing protocol. Oftentimes,
very big datasets need to be pre-processed before being manageable — think, here,
of the readily-available digital dumps of the complete history of the Wikipedia, docu-
menting all revision and interaction histories. Most scholars would only be interested
in a subset of the data: interaction networks between pages [Zlatic et al., 2006] or con-
tributors [Capocci et al., 2006], dynamics of reference lists on pages [Chen and Roth,
2012], edition diversity of contributors [Adamic et al., 2010], votes for administrators
[Leskovec et al., 2010], to cite a few.

For both these reasons, there will most likely be eventually as many archives and associated
tools as there are classes of research questions, complicating further a convergence of inter-
ests around a given huge original database, as could be the case for digitized humanities.

2.2 Two epistemic communities?

To summarize, we first observe a disjunction between a contemporary (or non-historical)
focus, encouraging the creation of relevant data from scratch, and a historical focus, impos-

4Clearly, few sociologists would be interested in decade-old interviews, except for historical comparative
purposes (thereby leaning again towards humanities).



ing a heavy dependence on archives. Second, we may differentiate a nomological stance
(and a relative interchangeability of datasets) from a more idiographic stance (and relative
singularity of datasets). We contend that this double dichotomy creates a combination of
factors which partially help explain the relative disconnection between the two scientific
communities dealing respectively with digitized and numerical humanities.

Despite this, it is important to recognize the shared interests of these overlapping epis-
temic communities, at least from an instrumental viewpoint. The two perspectives are in-
deed intertwined. Numerical models of humanities data require digitally-available corpuses
in the first place, while the evaluation and detection of specific patterns from such datasets
fuels the design of hypotheses which, in turn, are used as the basis for the modeling of arti-
ficial societies and eventually the confrontation of simulations to empirical data.

Some interdisciplinary wide-ranging endeavors have already successfully pursued this
kind of bicephalous research under a single umbrella — the most prominent and perhaps
oldest such research program being the field of “bio-informatics”, which features a virtuous
mix of data visualization, pattern analysis, and modeling of artificial evolutionary processes.
Why the junction between computational social sciences and digital humanities has not yet
fully occurred, in terms of scientific communities, remains to be discussed. While there is
no obvious de jure epistemic dichotomy between fields rather associated with human sci-
ences which would be dedicated to “digitized humanities”, and fields leaning towards social
sciences and more dedicated to “numerical humanities”, my experience seems to indicate
that there is a de facto social split. Empirical evidence will support this intuition in section 4.

An obvious remedy would consist in encouraging the development of areas at the inter-
face between the two stances. The recent agenda of several humanities scholars definitely
reflects the preoccupation of appraising existing corpuses with a fundamentally nomologi-
cal angle. In linguistics, we may evoke the work of Ghanbarnejad et al. [2014] which aims at
discovering language evolution laws based on the adoption of spelling innovations, includ-
ing orthographic variations, at the scale of an entire population, by relying on an extremely
large corpus covering millions of digitized books from the two last centuries [described by
Michel et al., 2011]. Focusing on so-called adoption “s-curves”, they distinguish innova-
tions related to exogenous causes (e.g., imposed reforms) from those due to endogenous
causes (e.g., progressive regularization of verbs, or spelling simplifications) by positing the
existence of distinct dynamical processes, evidenced in turn by different categories of time
series. In an archeological context, Knappett et al. [2008] focus on maritime interactions in
the Aegean sea during the Bronze Age. They assume a process of cost minimization em-
pirically based on geographical distances between known settlement sites. Their model,
which owes very much to Hamiltonian mechanics, enables them to propose a probable in-
teraction network whose shape fruitfully questions existing field knowledge [as presented,
in particular, by Broodbank, 2000]. In anthropology, Roth et al. [2013] assess the contribu-
tion of chance to the morphological properties of kinship and marriage alliance networks.
They hypothesize and analytically study a random baseline of alliance formation to empir-
ically scrutinize the matrimonial role of social groups as asserted by native or ethnological
theory. To this end, they use around 20 digital corpuses of genealogical networks from var-
ied temporal and spatial origins [most of them available on kinsources.net, see Bringé et al.,
2014] and represent them in the uniform framework of weighted networks. Using historical
archives, Boulet et al. [2008] discuss the relevance of a variety of significantly formal notions



on graph structure for the purpose of defining communities in interaction graphs stemming
from agrar contracts made during the 14th century in a French seigniory. Even though they
eventually illustrate their discussion using a specific digital dataset in a specific region at a
specific time, it clearly appears that not only any similar database would have been a valid
candidate as well, but they also seem to suggest that the conclusions drawn from this very
case study are in essence extendable to any other similar dataset — a stance which is typi-
cal for the normal science of social network analysis [Hummon and Carley, 1993]. Similarly,
White et al. [2007] statistically study a large historical database describing city sizes over the
period of a thousand years [Chandler, 1987]. They aim at validating a diverse set of assump-
tions coupling demographic and socio-political dynamics. Here again, the observed stylized
features are discussed in terms of universal, almost natural phenomena.

This very partial selection of examples showcases instances of strong interlock between
digitized and numerical humanities, as we presented them so far. They highlight the large-
scale, cross-temporal empirical validation made possible by numerical digitized humani-
ties. They also illustrate how often digital archives may be considered as an interchangeable
instrument — the idea of preparing archives for a third-party use is indeed not so frequent
among numerical humanists. As said before, beyond privacy and commercial concerns, a
certain appetence for renewed experiments might help explain why numerical humanists
rarely devote additional time to systematic and concerted efforts to define common for-
mats, ensure long-term data availability and convene on normalized analysis procedures
and tools (possibly based on such common formats and meta-databases). In this respect,
the objectives of, say, national libraries archiving web content on a massive basis (and pos-
sibly with an undocumented selection bias) might not be entirely aligned with those of nu-
merical humanists inclined to use this kind of data, especially for nomological purposes.

This last example brings us to another area of fertile interface between digitized and nu-
merical humanities. It relates to the study of the online world, a third and entirely distinct
perspective on “digital humanities”, perhaps even orthogonal to our dichotomy so far. This
domain, where digital archives are native, attracted many scholars both from digital human-
ities and computational social science; it will be the focus of the next section.

3 Anoverlapping trichotomy

3.1 Humanities of the digital

A third understanding of “digital humanities” pertains to what may be called the humani-
ties of the digital. This acceptation focuses on computer-mediated interactions and soci-
eties, such as the Internet and other online communities. It principally gathers sociologists,
ethnologists and, to a lesser extent, linguists, political scientists and geographers, among
others.

There has been a slow yet steady recognition of online communities as a legitimate in-
vestigation field per se — “a sense of the Internet as simply another context where social life
is lived, where research methods are applied, and where contemporary social issues are ad-
dressed”, as Hine [2004] nicely puts it. This may be originally attributed to two non-exclusive
movements. First, the progressive use of electronic devices to “digitize” the classical toolbox
of conventional field research. Murthy [2008] explains how scholars started using digital
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cameras, web-based questionnaires, emails and, more recently, social networking sites, to
carry out interviews or make surveys. He further underscores the role of online platforms
and communities as a means of recruiting and observing participants (especially, in the
earlier times, to help connect with normally hard-to-reach populations and underground
groups). Second, the construal of computer networks as something essentially social. Flichy
[2000] recounts how networked technologies were historically meant to foster the emer-
gence of social interactions. Inter-networks were originally developed as a social tool (and
even a socio-cognitive tool) rather than a technical tool, following the vision of Licklider and
Taylor [1968] where computers should, more than anything else, be human communication
devices facilitating distributed cognition within groups of common interest.

Scholars have essentially looked at the integration of online communication in everyday
life, and at the everyday life in online communities. Regarding the former, sociologists in
particular have been questioning the nature of electronic interactions and their intertwine-
ment with offline communication channels, studying for instance the socio-demographics
of the Internet and its usage (in terms of civic engagement [Norris, 2001] or access to in-
formation [Kayahara and Wellman, 2007]), or the share of computer networks in overall
communication [Wellman, 2001], emphasizing the increased social reality of these virtual
interactions — “the more virtual the more real” [Woolgar, 2002]. With respect to the latter,
Rheingold [1993]’s essay on “The Well”, a San Francisco-based virtual community founded
by two former hippies, contributed greatly to the acknowledgment of the existence of self-
organized online societies of a novel nature, originally related to a certain digital utopia
[Turner, 2006]. This opened the way to a surge in ethnographic research on online com-
munities [Wilson and Peterson, 2002]. Hine [2000] describes the specificity of this research,
where digital devices constrain the ethnographer’s behavior in a manner not experienced
before in the offline world, especially with respect to tracking conversations flowing in a
very different manner than a face-to-face encounter) — as well as its commonality, in the
sense that ethnographers must, as usual, adapt themselves to the culture they wish to study;,
understand their codes and their rules.

More broadly, each online community configures a potentially unique socio-technical
system, in that each specific socio-technical setting can define a distinct society, with its
own artificial rules. Consider again Wikipedia: its success made it a lively and hierarchized
community of thousands of regular contributors evolving within an environment subject
to its own (self-appointed) rules, enforced by a technical interface whose functioning is de-
cided by the community itself. As a result and as said before, the collaborative encyclopedia
has been the focus of many studies at the interface of various disciplines: sometimes leaning
more towards natural sciences, by considering Wikipedia’s website(s) as an almost physical
system [Zlatic et al., 2006, Capocci et al., 2006], sometimes leaning more towards sociologi-
cal issues, by exploring Wikipedia as a radically new community where the interface plays a
strong role in disciplining both socialization and content creation (for instance by empha-
sizing the existence of either entirely novel interaction rules [Adamic et al., 2010, Chen and
Roth, 2012] or rather traditional social processes, such as apprenticeship [Bryant et al., 2005]
and internal democracy [Leskovec et al., 2010]). Blogs define a different ecosystem [Karpf,
2008], being both a public space [Etling et al., 2009] and a conversation arena [Herring et al.,
2005] animated by peculiar temporal patterns [Goetz et al., 2009]; micro-blogs (such as twit-
ter) borrow partly to the blogsphere but define yet again a distinct socio-cognitive environ-
ment [Kwak et al., 2010], with its own information diffusion processes [Weng et al., 2012]
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and reputation dynamics [Marwick and d. boyd, 2011]. It is far beyond the scope of this pa-
per —let alone this section- to provide a comprehensive overview on the wealth of themes
currently structuring the humanities of the digital, even in a very succinct manner. Let us
nonetheless close this partial enumeration with the evocation of gaming, whose practice
also belongs in full to the scope of this stream [Mdyrd, 2008], for it offers a perhaps extreme
illustration of the particularity of online socio-technical systems where entire universes, of-
ten driven by unrealistic rules are being populated by agents who spontaneously dialogue,
form groups (guilds), solve problems (quests) together [Williams et al., 2011].

3.2 Abridge to digitized and numerical humanities

On the whole, this perspective on digital humanities seems to be apparently orthogonal to
the two previous ones: although interdisciplinary, this study field has a very specific and
bounded object focusing on human-computer and computer-mediated interactions. Yet, it
actually touches to the respective cores of digitized and numerical humanities:

1. First, because internet corpuses, i.e. corpuses produced by the web itself, are read-
ily available and, almost by design, already digitized: virtually all online actions and
interactions are recordable in a native format, theoretically at any level of granularity.

The impact of online data is for instance significantly visible in linguistics, as empha-
sized by Kilgarriff and Grefenstette [2003] in their introduction to the special issue of
Computational Linguistics dedicated to the web as a corpus (for an overview, see also
Hund et al. [2007]). It is also an established means, as Rogers [2011] expresses it, to
“study culture and society with the Internet”. Ruppert et al. [2013] give a comprehen-
sive account of its contribution to the evolution of social science methods as a whole,
including the possibility of observing actions and transactions (instead of document-
ing and interpreting stories), on well-delimited populations (featuring easier uniform
recruitment procedures), with possibly as many timepoints as needed.

In practice, online communities also appear to constitute the bulk of the data ex-
ploited by numerical humanities [Lazer et al., 2009, Lazer and Radford, 2017]. Here,
however, just as for the other types of datasets that they are using, computational so-
cial scientists are again rarely aware of the good practices developed in digitized hu-
manities regarding the questions of archive formatting or long-term availability. This
data is not less interchangeable, it is a priori reproducible, but, what is more, it can
often be easily re-collected or re-exported from a given platform or set of websites as
long as they still exist — the web sometimes appears, rather illusorily, to archive itself
automatically: why would one worry about securing a specific dataset?

2. Second, because the understanding of computer-mediated interactions is profitable
for both stances. As regards digitized humanities, it sheds light on the prospects and
limitations of the usuability and viability of interfaces and online research commu-
nities in dealing with digitized archives. Of prime interest, here, are the social and
technical aspects of virtual collaboration groups dedicated to the collaborative con-
stitution or curation of archives. It is indeed key to have a good knowledge of the
sociological phenomena occuring in communities driven by voluntary participation
[Mockus et al., 2002, Marlow et al., 2006, Gallant et al., 2007], as well as being aware of
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the advances in human computing and “games with a purpose” [Ahn, 2006] and par-
ticipative archives [Huvila, 2008] or crowdsourced curation [Oomen and Aroyo, 2011].
As more and more digital humanists consider that it is also essential to be a connected
scientist e.g., by managing a research blog or Twitter account, the relevance of studies
on information dynamics and social hierarchization in blogspace also increases.

With respect to numerical humanities, the analysis of the dynamics of online com-
munities is often considered as a proxy for the in vivo observation of societies on an
unprecedented scale. It enables, in principle, the formulation of testable and some-
times replicable hypotheses on social processes and human behavior at large. Many
of the above-studies on Wikipedia, blogs, Twitter or gaming platforms belong indeed
to a computational social science endeavor: looking at the evolution of the structure
of a self-organized system (of Wikipedia webpages), the behavioral regularity of infor-
mation producers (in the case of bloggers), content epidemiology across a network (of
Twitter users), and typical interaction graph topology (of online gamers).

While online life offers a fertile research playground to both of the above-described per-
spectives, one may thus wonder which place occupies this strand in venues commonly affil-
iated with either “digital humanities” or “computational social science”. Let us now examine
this situation in concrete terms and, more precisely, the respective share of each stance in
the various venues.

4 Digital overlaps in practice

DH and the digital, digitized, and numerical

Admittedly, the three above-described understandings induce distinct epistemological un-
derpinnings and, possibly, distinct scientific objectives and audiences. I would like to briefly
sketch their concrete presence within fields which are explicitly related to the DH label. To
this end, I shall first look at two distinct types of venues for “digital humanities”. The choice
of the empirical material could be debated, as it relies on relatively arbitrary decisions. Even
if I intend to make no claim of strong statistical representativity (to be fair, it should be the
aim of a rigorous scientometrics paper devoted to this issue), I contend that the following
rough assessment already provides a convincing glimpse on the coexistence of the three ac-
ceptations of DH, and their instantiation in different scientific communities.

To start with, I chose the journal “Digital Humanities Quarterly” (DHQ) which has one of
the oldest history in the field as a review specifically referring to the DH label. As mentioned
in the introduction, “Digital Scholarship in the Humanities” (DSH) also has a long history, it
operated however under the name “Literary and Linguistic Computing” (LLC) until the end
of 2013. I also harvested recent data for this journal. It is published by the Association for
Computers and the Humanities (ACH), which organizes the yearly international DH confer-
ence. For this reason, my third venue is the 2015 edition of this conference, held in Sydney,
Australia, later denoted by DH2015.

I then examined the representativity of the three stances by carrying out a manual cat-
egorization of papers published in recent issues over five years in DHQ and DSH/LLC (cov-
ering both 2012-16), to the exclusion of editorial / introductory papers. I also considered
abstracts of talks presented at DH2015.
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1. For DHQ, I specifically considered seventeen issues 6.2 to 10.4, i.e. from the second
issue 0of 2012 up to the last issue (included) of 2016. This makes a total of 113 articles, of
which 16 were providing reflexive viewpoints on the history, epistemology or carreers
of DH as a field; they were thus excluded from the categorization.

The final selection of 97 articles consists of:

* 84 articles (86.6%) attributed to “digitized humanities”, with topics such as: archive
curation, management, access, formatting, status of digital artifacts, digital art;
sixteen of them also deal with the application of existing Al techniques on archives
for the purpose of a specific case study (PCA, OCR, SNA, and lexicometry);

* 4 articles (4.1%) attributed to “numerical humanities”: here, namely, one paper
focused on agent-based modeling, one on information contagion models, two
on the possibility of a statistical characterization of style or automatic assign-
ment of gender;

e and 9 articles (9.3%) for the “humanities of the digital”, featuring three discus-
sions on the Web 2.0, one on game studies, two on coding practices, one on the
use of hashtags in Twitter, one on using mobile apps in research, and one paper
on online reading groups.

2. For DSH/LLC, I considered the first issues of each volume published between 2012
and 2016, i.e. a total of five issues. DSH/LLC issues contain more articles than DHQ,
so this made a total of 47 articles, or 46 after excluding one paper discussing the history
of DH.

e 34 articles (73.9%) to “digitized humanities”. A large proportion of them deals
however with the development of maps or linguistic classifiers (e.g., detection of
verbs or some morphemes) often through the application of existing clustering
or statistical methods on digitized corpora. Although relying more on numerical
methods than in the case of DHQ, the main focus still lies on a specific corpus or
collection of corpuses, rather than the abstraction of new models or the devel-
opment of new quantitative methods per se. In contrast to DHQ, only few in this
category focus principally on a specific archive, dataset, or visualization software
or approach.

* 10 articles (21.7%) to “numerical humanities”. This category principally contains
papers which introduce a stylometric model, rather than just applying it — of-
ten by proposing a model of language generation, hence involving a behavioral
mechanism. Only one paper focuses on the modeling of cycles in a given society,
while two papers discuss laws behind shot length in films.

e and 2 articles (4.3%) to the “humanities of the digital”. One addresses the use of
mobile apps to do language research, the other proposes a case study on the use
of a text mining software.

3. For DH2015, I subsequently considered 48 (long) abstracts, randomly chosen within
the list of talks found in the conference program. I then attributed:

* 39 articles (81.2%) to “digitized humanities”, including 10, this time, featuring the
use of quantitative or Al tools;
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e 7 papers (14.6%) to “numerical humanities”, which were almost systematically
involving narrative models: even though they often deal with classification tasks
(e.g. authorship attribution), these papers make the assumption that text pro-
duction may be described with the help of generic models);

e and 2 papers (4.2%) to the “humanities of the digital”: while one paper deals
with Twitter, the other one analyzes crowdsourcing communities for a task of
database curation.

To summarize, an overwhelming majority of papers had to deal with the “digitized” un-
derstanding of DH. Very few papers dealt with internet life and corpuses, and not many
more had to do with the “numerical” stance — when they did, they essentially had to do
with stylometry (8 out of 14). In this respect, if DSH/LLC and, to a lesser extent, DH2015
featured more numerical humanities than DHQ, the corresponding papers were almost all
framed within a literary research endeavor. This seems to support further the notion that, in
spite of occasional epistemological similarities, there are two distinct communities of prac-
tice (humanists and social scientists).

Computational social science and DH

By comparison, I also looked at a large and plausibly representative computational social
science venue. To this end, I considered the most recent international conference explicitly
referring to this subject: the International Conference on CSS, which a bit more than 400
participants attended in Helsinki during the summer of 2015. I focused on talk titles in the
conference program for which the corresponding papers (i.e. with an identical title) were
readily available as an open-access article: in order to eventually categorize 48 talks, I had
to randomly pick 62 talks (i.e. more than three quarters of the original random selection of
titles had been self-archived prior to the conference).

The empirical results yield the contours of a CSS landscape which stands in stark con-
trast with that of DH. A majority of the presentations (29, i.e. 60.4%) had to do with the
“humanities of the digital”, including 24 talks (exactly half of the whole sample) which fea-
tured a markedly numerical approach, from multi-agent models to behavioral modeling,
through the development of original and flexible machine learning models. Of the remain-
ing 19 papers not related to online communities, 17 (35.4%) could be ascribed to “numerical
humanities” proper. While no talk focused on archiving issues per se, two consisted in ap-
plying existing quantitative tools on archives — digitized humanities thus accounted for a
small share of 4.2% of all talks.

On the whole, a total of 5 + 2 talks did not qualify as a truly numerical approach (as de-
fined earlier). They had nonetheless a distinguishable numerical flavor, by contrast with
the similarly-categorized DHQ-DSH/LLC-DH2015 papers. Here, these seven papers often
consisted in applying a series of existing pattern recognition, regression or classification
tools (especially when internet data was involved). The used toolbox was virtually always
discussed, i.e. a significant part of the paper was devoted to presenting and adapting the
quantitative method to the case study (e.g. working on a binary classification algorithm and
discussing its performance in machine learning terms), while many coauthors had a pri-
mary background in computer science or statistical physics.
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Figure 1: Intersection diagram representing the share of papers dealing with humanities of
the digital and relying on an approach typical of either digitized or numerical humanities,
for each of the three considered venues referring respectively to the label “digital humani-
ties” (DHQ and DSH/LLC over 2012-16, and DH 2015 in Sydney) or “computational social
science” (ICCSS 2015 in Helsinki).

This exploration of recent research self-labeled as CSS clearly shows that the humanities
of the digital have become, in this field, a somewhat essential category, in contrast to the
situation observed in DH-labeled venues. This is all the more visible by drawing Venn dia-
grams depicting the intersections of papers relying on internet corpuses and borrowing to
either digitized or numerical humanities approaches — see Fig. 1.

Concluding remarks

This last empirical examination of a bit more than 250 research studies diversely affili-
ated to DH or CSS confirms the existence of two non-overlapping epistemic communities
with respect to digital methods. In basic terms, this partition may be characterized by a dou-
ble dichotomy based, on the side of objects, on the attention given to the humanities of the
digital and, on the side of methods, on the status both of models and of archives.

It is admittedly a conceivable situation. The existence of two distinct epistemological
settings and objectives may indeed suffice to explain the de facto historical development of
two disconnected streams, sometimes reinforced by a de jure delimitation between two un-
derstandings where either qualitative or quantitative approaches are put forward [Porsdam,
2013]. Yet, it is also a non-desirable situation. CSS could certainly improve their curiosity
for the variety of objects addressed by digital humanists (about 15% of the ICCSS’15 com-
munications were singularly focused on Twitter) as well as profit from their field expertise
and, perhaps, finer knowledge of the conditions of construction of the datasets. DH would
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not be last to benefit from the nomological attitude of computational social scientists and
their flexible modeling skills. In this regard, DH might also be currently at the periphery of
a revolution which is related in a nomological way to big data (especially big internet data)
and which enjoys a notable momentum in social sciences. It is also one of the teachings of
the share of the “humanities of the digital” in CSS topics.

By making this state of affairs visible, this contribution hopes to give some hints about
the causes of this relative yet definitely perceivable divide, by articulating the connections
between the various understandings. Beyond the rather natural idea of encouraging the
emergence of more joint venues and networks appealing to both scientific communities,
this chapter finally intends to insist on the possible broker role of the scholarship on online
communities — that is, humanities of the digital bridging the gap between digital humani-
ties and numerical humanities.
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