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Abstract

Purpose. Using artificial intelligence techniques, we compute optimal person-
alized protocols for temozolomide administration in a population of patients with
variability.

Methods. Our optimizations are based on a Pharmacokinetics / Pharmacody-
namics (PK/PD) model with population variability for temozolomide, inspired by
Faivre et al. [10] and Panetta et al. [25, 26]. The patient pharmacokinetic param-
eters can only be partially observed at admission and are progressively learned by
Bayesian inference during treatment. For every patient, we seek to minimize tumor
size while avoiding severe toxicity, i.e. maintaining an acceptable toxicity level. The
optimization algorithm we rely on borrows from the field of artificial intelligence.

Results. Optimal personalized protocols (OPP) achieve a sizable decrease in
tumor size at the population level but also patient-wise. The tumor size is on average
67.2 grams lighter than with the standard maximum-tolerated dose protocol (MTD)
after 336 days (12 MTD cycles). The corresponding 90% confidence interval for
average tumor size reduction amounts to [58.6 — 82.7] (grams). When treated with
OPP, less patients experience severe toxicity in comparison to MTD.

Major findings. We quantify in-silico the benefits offered by personalized on-
cology in the case of temozolomide administration. To do so, we compute optimal
personalized protocols for a population of heterogeneous patients using artificial in-
telligence techniques. At each treatment day, the protocol is updated by taking into
account the feedback obtained from patient’s reaction to the drug administration.
Personalized protocols greatly differ from each other, and from the standard MTD
protocol. Benefits of personalization are very sizable: tumor sizes are much smaller
on average and also patient-wise, while severe toxicity is made less frequent.
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Quick guide to equations and assumptions

We consider a PK/PD model built on Faivre et al. [10] and Panetta et al. |25, 26].

We assume that patients are endowed with heterogeneous pharmacokinetic (PK) pa-
rameters. More precisely, since the PK part of the model is driven by a one-compartment
model, values for the volume of distribution V', the constant of absorption k, and the
constant of elimination k. are different from one patient to another. In addition, these
values cannot be perfectly observed and therefore cannot directly be used in the process
of determining optimal personalized protocols.

For each patient, we conduct a personalized optimization to determine the protocol
maximizing the efficacy —i.e., yielding the smallest tumor size after 336 days (12 MTD
cycle length)— while maintaining an acceptable toxicity level. We proceed as follows.

e To handle the dimensionality of individual optimization problems, we use an algo-
rithm borrowing from the class of Monte-Carlo tree search in artificial intelligence.
See [15] for an application to the determination of optimal protocol for a population
of heterogeneous patients (same protocol for all).

e PK parameters are observed with noise. The algorithm can only rely on beliefs
over PK parameter values. Formally, these beliefs are probability distributions over
possible values.

e At the beginning of the protocol, the algorithm relies on initial beliefs, that only
depend on the patient’s body surface area (BSA) and are therefore not highly per-
sonalized.

e At each treatment day, new PK information is available, that is used to update beliefs
about patient’s PK parameters by Bayesian inference.

e Because initial beliefs only depend on BSA, protocol personalization is not very
pronounced in the first days. However, due the successive Bayesian updates, hetero-
geneity among protocols rises with time and eventually becomes sizable.



1 Introduction

The term “personalized medicine” has been coined to describe the set of techniques en-
abling to administer the right drug to the right disease and the right patient. In oncology,
this expression covers a wide range of fields and methods promising to tailor the treat-
ment to the patient and her tumor [4]. Pharmacogenetics and pharmacokinetics are two
promising fields for personalized oncology [6]. Pharmacogenetics involves genetic profiling
both at the patient and at the tumor levels. At the patient level, pharmacogenomic pre-
dictors have been developed for selecting drugs before administration [21]. For instance, a
polymorphism affecting gene UGT1A1 has been proved to drive the toxicity of irinotecan,
which is a common drug for colorectal cancer [16]. US FDA recommends to test for the
presence of the incriminated allele before irinotecan administration. However, properly
assessing the role of a genetic biomarker is a difficult task and does not always offer a
clear-cut result. While polymorphisms of the cytochrome CYP2D6 have been thought, for
approximately 10 years, to affect the efficacy of tamoxifen —used in the treatment of breast
cancers—, this relationship is now much less consensual [17]. For this reason, the most
promising route for pharmacogenetics appears to be the genetic profiling of cancer tumors
[13]. For instance, the treatment of non-small-cell lung cancers has been shown to benefit
from the administration of first-line tyrosine kinase inhibitors provided that tumors exhibit
particular mutations on the EGFR or ALK genes [22]. Consequently, the FDA has now
added recommendations for a genetic testing in a number of package inserts of anticancer
drugs. Though highly promising, genetic tumor testing raises a number of issues. In par-
ticular, this is an invasive technique requiring costly and complex methods. Furthermore,
the very unstable nature of the tumor and of its genetic profile means that the conclusions
drawn at a given point in time may not hold later on.

Besides pharmacogenetics, recent progress has also been accomplished in pharmacoki-
netics and pharmacodynamics, notably supported by mathematical and computational
tools. Indeed, a number of methods have been used to personalize cancer protocols and
thereby aim at a better efficacy-toxicity trade-off [1]. First, regression techniques have been
developed in population pharmacokinetics to determine how patient characteristics affect
the relationship between drug doses on the one side and efficacy and toxicity on the other
side (see [28] for a review). This approach has enabled to identify patient covariates, such
as for instance body surface area (BSA, henceforth), weight, sex or age, that are useful tools
for oncologists to personalize protocols in everyday practice. Second, probabilistic models
of toxicity have been used to guide drug dosing [7|. Third, optimizations of PK/PD models
have also helped determine —mostly in in-silico trials— both the optimal dosing and the
optimal schedule. This is for instance the case of vinorelbine. While the standard metro-
nomic protocol [8] relies on the administration of 50 mg on days 1, 3, and 5, Barbolosi and
colleagues [5] show that administering 60 mg, 30 mg and 60 mg on days 1, 2, and 4 yields
a smaller tumor mass, without aggravating toxicity. Such PK/PD optimizations have also



been used to guide the determination of protocols in phase I/II clinical trials. MODEL1
study [14, 23] is a pioneering example of such trials. Relatedly, in-silico trials relying on
mathematical models and computational simulations have also been used for personaliz-
ing cancer immunotherapy (see [18| for a seminal reference on mathematical modelling
in immunotherapy). Indeed, in spite of a number of successes, immunotherapy outcomes
significantly vary from one patient to another. Properly calibrated mathematical models
can prove to be helpful for personalizing therapy and improving its results (see [2] for a
review and [19, 20| for the application of mathematical models to guide immunotherapy
personalization). Interestingly, despite involving different therapies, mathematical models
for chemotherapy and immunotherapy share a number of common characteristics (potential
benefits of in-silico trials, the aim of treatment personalization for instance) and, relatedly,
similar difficulties, such as those related to personalized clinical trials (see [3] in the context
of immunotherapy).

This paper aims at quantifying in-silico the benefits of optimal personalized protocols
in the case of temozolomide. Temozolomide is prescribed in the treatment of some brain
cancers, notably for children. The main difference with previous works is that we determine
the best individual protocol for each patient. Our model assumes patient heterogeneity
in the population, and that patient characteristics cannot be perfectly observed. In con-
sequence, for each patient, the optimization relies on beliefs about patient characteristics
that are revised by Bayesian update at every information arrival. At each date, we de-
termine for each patient the best possible treatment decision — including no treatment —
given the knowledge about the patient characteristics at that date. Our optimization ob-
jective consists in maximizing efficacy, while maintaining an acceptable toxicity level. Our
measure for efficacy is the tumor size at the end of our 336-day protocol period and we
consider toxicity as acceptable, when the minimal normalized absolute neutrophil count
(ANC nadir, henceforth) over the protocol period never goes below a given severe toxicity
threshold.

The main lesson from the optimal personalized protocols (OPP, henceforth) we compute
is that they offer very sizable gains in terms of efficacy with less frequent severe toxicity.
Our benchmark protocol is the standard Maximum Tolerated Dose (MTD) protocol, which
consists in a 28-day cycle with the administration of 200 mg/m? from day 1 to day 5.
In-silico experiments enable us to administer two different protocols to two populations
having the exact same characteristics. Control and treatment groups are perfectly identical
and outcome differences purely reflect differences in protocol effects and not differences in
population characteristics. Our experiment concerns two strictly identical populations of
192 heterogeneous patients to which we administer either MTD or OPP. In terms of efficacy,
the tumor size is on average 67.2 grams lighter with OPP than with MTD and the 90%
confidence interval for average tumor size reduction is [58.6 — 82.7] (grams). Tumor size
gains are not homogeneous among the patient population and mostly stem from patients



with a very high tumor mass when MTD is administered. Consequently, tumor mass
distribution is much less dispersed with OPP than with MTD. In our population, MTD
leads to a 90%-confidence interval of [0.001 —292.9] (grams) for tumor mass, while the same
interval reduces to [107° — 61.5] with OPP. This strong reduction in tumor masses is not
accompanied by more severe toxicity. Indeed, only 3 patients in the population experience
an ANC nadir below the acceptable threshold with OPP, while this number amounts to
10 with MTD.

We do not impose any cycle constraint on personalized protocols, assuming that drug
administration can occur at any day of the week, week-end or day-off included. We believe
that imposing such cycle constraints would not have been consistent with a full-fledged
protocol personalization, that should offer the highest possible flexibility for maximizing
patient benefits. A consequence of this absence of cycle constraint is that personalization
generates very heterogeneous protocols that greatly differ from one patient to another.
More precisely, most protocols share a common treatment pattern for the first few days,
which are used to learn about patient reaction to drug and about patient characteristics.
After these first few days, the heterogeneity among protocols starts to grow and becomes
increasingly large with time. At one side of the distribution, some patients only receive a
couple of doses after the initial treatment period. On the other side, other patients face a
very intense administration schedule, which involves a number of doses much higher than
MTD.

Finally, our work also offers a methodological innovation since we rely on artificial intel-
ligence algorithms to solve the optimization problems. We already used a similar technique
to compute the optimal protocol — without personalization or noise on the observation of
patient characteristics — for a population of patients [15]. Here, we extend the optimization
algorithms to the determination of personalized protocol for patients whose characteris-
tics are imperfectly observed and progressively learned by Bayesian inference. Our results
show that the combination of PK/PD models with artificial intelligence techniques offers
promising perspectives for the development of optimal personalized protocols in oncology.

2 Materials and methods

2.1 PK/PD model

We use a PK/PD model for temozolomide that consists of three parts. The first two
parts dealing with pharmacokinetics and pharmacodynamics for efficacy rely on Faivre et
al. [10]. The third part about pharmacodynamics for toxicity borrows from Panetta and
coworkers [26].!

Let us briefly describe the three blocks of the model. First, a standard one-compartment

LA detailed presentation of the model we use can be found in Section 1 of the supplemental material.



model, initially proposed by Panetta et al. [25], drives the pharmacokinetics. This model
features population variability in pharmacokinetic parameters, which are therefore patient-
dependent. We also assume that these pharmacokinetic parameters can only be imperfectly
observed. Second, we use the model of [10] — which is itself based on the interface model of
Meille et al. [24] — for pharmacodynamics of efficacy. Temozolomide is assumed to affect
in a different way cancer cells and endothelial ones. The latter are supposed to be less
sensitive than the former to the drug, but they do not feature drug resistance over time.
This model simultaneously captures standard cytotoxic effects featuring drug resistance
and anti-angiogenic effects. Finally, we follow Panetta and coworkers [26] for modelling
pharmacodynamics of toxicity using a physiological model of hematopoiesis. The model
mimics the different development stages of proliferating cells in the bone marrow, from
pluripotential stem cells to differentiated blood cells. Temozolomide affects toxicity through
a very direct channel, as temozolomide simply shuts down the growth of proliferating cells
in the bone marrow, which eventually hurts neutrophil counts.

2.2 Simulations

Our simulation period covers a time length of 336 days, which corresponds to 12 full
cycles of 28 days for the standard MTD protocol. All computations are implemented in
CH+.

We consider a population of 192 heterogeneous patients, who differ in their pharma-
cokinetic parameters —that cannot be directly observed by the practitioner. At day 0, all
patients display a 30 grams tumor. We administer different protocols to populations with
the exact same characteristics, such that differences in outcomes are only due to differ-
ences in protocols but not to differences in populations. One of the advantages of in-silico
experiments is to allow for exactly identical control and treatment groups, which enables
us to perfectly isolate the protocol effect. Of note, the population size is sufficiently large
to generate statistically significant differences among the protocols we consider.

For each protocol under consideration and each patient in the population, we assess
the efficacy and toxicity as follows. We measure efficacy by the tumor size (in grams)
at the final day of the 336-day period. We measure toxicity by the minimal normalized
ANC (in %) —or normalized ANC nadir— obtained over the simulation period of 336 days.
Toxicity will be considered to be acceptable when the ANC nadir does not cross a given
threshold. We will define this threshold as the ANC nadir reached by the 5™ percentile of
toxicity in a population treated with MTD: 2.59%. We have made the choice to measure
toxicity by the ANC nadir only, since it is an unambiguous measure of toxicity and for
instance appears in prescribing information [11]. However, this choice does not result from
a limitation of the algorithm, which could handle other measures of toxicity just as well
(as in [14, 23|). It is noteworthy that our choice of the toxicity level of 2.59% is arbitrary,
but is not key to explain our results. Indeed, this value — that corresponds by definition to



the 5 percentile of toxicity level in a population treated with MTD — is used as an input
of the toxicity constraint in OPP. If we had chosen another value for the limit threshold
of severe toxicity, then the results of OPP would have been modified accordingly and the
magnitude of the advantage of OPP over MTD would have remained of similar magnitude.
The same conclusion would have held if we had used a different severe toxicity threshold
definition. Such an alternative definitive could for instance account for MTD treatment
halt because of low tolerance to the treatment by some individuals, [12].

2.3 Optimization and personalization

We conduct personalized protocol optimization in two steps. First, before the beginning
of the treatment, we adapt the doses to the BSA of the patient. We follow Panetta and
coauthors 25|, who show that BSA is the only major covariate affecting the absorption of
temozolomide in infants and children with primary central nervous system tumors. This
is the first personalization step, to which we will refer as static since it is never updated
during the protocol period, no matter the patient’s reaction to the treatment.

The second step is the dynamic personalized optimization.? For each patient, we seek
to determine the protocol which maximizes the efficacy, while maintaining an acceptable
toxicity level. At each day of our protocol duration of 336 days, we determine which
dose is optimal, given the current patient state and the information available at that day.
The PK/PD model for temozolomide enables us to simplify the dosing possibilities and
to restrict our attention to a choice between the maximum tolerated dose of 200 mg/m?
and no dose. Indeed, temozolomide doses lower than 200 mg/m? imply a similar toxicity
level but a lower efficacy. This stems from three features of the temozolomide PK/PD
model: (i) the growth shut-down for proliferating cells appears for relatively low plasmatic
concentrations, and (ii) the plasmatic clearing of temozolomide is quite fast, while (iii)
temozolomide becomes really effective only at large concentrations.

The dynamic optimization we conduct is complex for two main reasons. First, the size
of the problem implies that it cannot be handled with standard optimization techniques,
such as dynamic programming. Indeed, there are more than 10'° (a googol!) possible
treatments to be tested for each patient of the population. Even in-silico experiments are
physically unable to investigate such a tremendous number of possibilities. To circumvent
this difficulty, we use an algorithm belonging to the class of Monte-Carlo tree search in
artificial intelligence and for instance used in the famous Go program AlphaGo [9, 27].
We have already applied a similar algorithm to determine the optimal protocol (without
personalization) for a population with patient variability in [15].

The second difficulty in our optimization is the imperfect observation of patient phar-
macokinetic parameters. For each patient, the algorithm can only rely on beliefs about

2We present in detail the algorithm determining optimal personalized protocols in Section 2 of the
supplemental material.



patient pharmacokinetics, and not on actual values. Formally, these beliefs are probability
distributions over patient pharmacokinetics. At the beginning of the protocol, there is no
specific information about the patient, except her BSA. In consequence, the protocol is
not highly personalized in the first days of the protocol. In addition to the observation of
the BSA, a second source of information is progressively made available for each patient:
the way she reacts to the treatment. Hence, after a few days of treatment, as new infor-
mation about the patient has arrived, beliefs about patient pharmacokinetics are updated
by Bayesian inference and taken into account in the optimization. In consequence, proto-
cols become increasingly personalized over time. Because of these regular updates in the
protocol optimization, we will refer to it as dynamic personalization.

Note that we suppose that new information about patients’ characteristics comes at
every treatment day. Indeed, this information acquisition is not very invasive and can be
inferred from blood samples with the patient already in the hospital facility.

3 Results

We compare our optimal personalized protocols (OPP) to the standard MTD. Of note,
MTD embeds neither optimization, nor personalization (be it static or dynamic).

I T I I T
0 50 100 150 200 250 300 0 50 100 150 200 250 300

Time (d) Time (d)

(a) OPP (b) MTD

Figure 1: Time evolution of protocols for the population. Every row represents a patient
and every column a day. A black square is a treatment day and a white one a rest day.

We start with illustrating the protocol schedules for the two populations to which either
MTD or OPP has been administered. In Figure 1, we plot treatment and rest days for
MTD and OPP. On each panel, every row corresponds to a different patient and every
column to a day of the protocol period. A black square represents a treatment day and a
white one a rest day. Unsurprisingly, panel 1b for MTD displays regularly spaced vertical
lines. This is the graphical illustration that (i) the same protocol is administered to all



patients and that (ii) the protocol features a fixed 28-day cycle. Panel la confirms that
OPP become increasingly personalized with time and that the overall heterogeneity among
protocols is very sizable. Some protocols only include a handful of treatment days, while
others feature a number of treatment days higher than MTD.

We now turn to the outcomes of the protocols in terms of efficacy and toxicity. Population-
wide results are reported in Table 1.

Protocol  Tumor mass (g) Number of patients with Norm. ANC
& severe toxicity nadir (%)
79.86 10 6.62
MTD 0.001—292.9] [3.14%—8.52%) [2.59—10.76]
12.68 3 2.97
OPP [0.00001—61.46] [0.63%—3.84%) [2.65—3.66]

Table 1: MTD and OPP protocols comparison. 192 patients.
Tumor mass and normalized ANC nadir: Median values and in square brackets, the 5
and 95" percentiles.
Number of patients with severe toxicity: observation and in square brackets, 90%
confidence interval computed as Wilson score interval.

We observe that OPP enable to significantly reduce tumor sizes with an improvement
for toxicity. Tumor mass diminishes by 67.2 grams on average when switching from MTD
to OPP. Tumor mass of the 95" percentile decreases by more than 230 grams. OPP offer
sizable efficacy gains on average, and these gains are especially large for patients for whom
MTD has a poor efficacy and yields a high tumor mass. Furthermore, the better efficacy is
not accompanied by an aggravation of toxicity, since a fewer number of patients experience
severe toxicity when OPP is administered as compared to MTD. This number amounts
to 3 patients with OPP and 10 patients with MTD, while both population sizes amount
to 192. Similarly, the 5" percentile of ANC nadir implied by OPP is 2.65%, which is
an improvement over the 2.59% implied by MTD. Of note, the normalized ANC nadir
with OPP is less dispersed than with MTD. With OPP, the 95" percentile for ANC nadir
amounts to 3.66% while it is 10.76% with MTD. The better efficacy of OPP as compared
to MTD can partly be explained by a better management of toxicity at the patient level.
Indeed, OPP manages to keep the tumor size low by decreasing the normalized ANC
nadir for most individuals, yet keeping it in the toxicity range allowed by the imposed
constraint and at no cost given the objective. We recall that the the objective of OPP is to
minimize the tumor size, subject to a unique constraint, which is to avoid crossing the 2.59%
normalized ANC threshold. Of note, we could include a number of other constraints, and
consider other optimization objectives. One of the main strength of the OPP algorithm we
use — and that is based on Monte Carlo tree search algorithms — is its versatility. Accounting
for supplementary constraints or different objectives would therefore be painless. We leave
the investigation of these alternative constraints and objectives for further research.
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Figure 2: Patient-wise comparison of protocols. Each vertical line displays the tumor
size for two patients with identical characteristics, who are administered either MTD
(red cross) or OPP (green circle).

Figure 2 plots tumor sizes at the patient level for both MTD and OPP. Each vertical
line represents patients with the exact same characteristics to whom either MTD or OPP
has been administered. The graph shows that gains are especially large when tumor mass
remains large with MTD administration. In fact, even though results are not very visible
for low tumor sizes, most patients experience a lower tumor mass with OPP than with
MTD. This aspect is more clearly illustrated by Table 2.

Proportions of Average tumor size

patients (%) difference (grams)
OPP better than MTD 92.18 76.64
MTD better than OPP 7.82 0.09

Table 2: MTD and OPP protocols comparison conditionnally on best protocol.

OPP has a better efficacy than MTD for 92.18% of patients in the population and the
tumor size is then on average 76.64 grams lighter with OPP than M'TD. For the remaining
7.82% of patients, MTD has a better efficacy than OPP, but the tumor size improvement
in those cases is very low and amounts to 0.09 gram only. In conclusion, there are very few
patients for which MTD does better than OPP, and when it does, the tumor size difference
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is very low. Similarly, we report in Table 3 the descriptive statistics of the difference in
tumor sizes (in grams) for the 192 individuals treated with MTD and OPP (the difference
is OPP minus MTD).

Tumor size difference

Individual OPP—MTD (grams)
5th percentile —0.15
25th percentile 0.03
Median 29.92
75th percentile 118.68
95th percentile 225.39
Average 67.24

Table 3: Descriptive statistics for the difference in tumor sizes (OPP minus MTD, in
grams) for the 192 individuals treated with MTD and OPP.

Finally, Figure 3 gathers the plots of the distribution of temporal evolution for tumor
sizes with MTD and OPP (panels 3a and 3b) and for normalized ANC with MTD and
OPP (panels 3¢ and 3d). For each graph, each shade corresponds to a different interval of
the distribution. The darkest shade includes the median.® The comparison of panels 3a
and 3b confirms than OPP significantly reduce tumor sizes on average and also strongly
reduce the dispersion of after-treatment tumor sizes. On panel 3c, we observe that the
distribution of ANC is highly concentrated at the beginning of the treatment with OPP,
but much less afterwards. The higher dispersion with time of ANC in OPP reflects the
personalization of protocols and the heterogeneity in treatment doses and schedules.

4 Discussion

Our results show that optimal personalized protocols achieve a remarkable efficacy
compared to MTD, as well as an improvement for toxicity. Of note, MTD and OPP are very
different protocols: MTD is a non-optimal one-size-fits-all protocol, while OPP correspond
to optimal patient-specific protocols. Their different outcomes may therefore reflect several
possible factors: (i) the population-wide optimization (with no personalization), (ii) the
static personalization by BSA and (iii) the dynamic personalization by Bayesian update
of patient characteristics. To isolate the contributions of these three different factors, we
compute the outcomes for two other protocols: (i) a population-wide optimal protocol with
no personalization, and (ii) optimal individual protocols with BSA personalization (but no
dynamic optimization). Results are reported in Table 4 (values for MTD and OPP are
repeated).

3Formally, each shade accounts for 1/17 ~ 5.88% of the total distribution and the central shade to the
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Figure 3: Distribution of the time evolution for tumor sizes (top) and normalized ANC
(bottom) for MTD and OPP protocols. Each shade represents a different interval of the
distribution.

Table 4 shows that the two most important steps for efficacy improvement over MTD
are optimization and dynamic personalization. Compared to these, BSA-personalization
has a relatively minor effect. It is interesting to contrast the relative merits of optimization
and dynamic personalization. Optimization reduces the tumor mass rather uniformly in
the population, as shown by the sharp decline, compared to MTD, in the median tumor
mass and the 95" percentile. Dynamic personalization has a more selective impact. On the
one hand, OPP has a strong impact on average, that comes from the tumor mass reduction
for patients who still had a high tumor mass when the optimal protocol was administered.
This is illustrated by the pronounced decline in the 95™ percentile of tumor mass. On
the other hand, for other patients (loosely speaking, the bottom 50% of the tumor size
distribution), one-size-fits-all optimal protocols already offer a high efficacy and yield low
tumor masses that are difficult to further reduce. This is reflected in the median tumor

interval [47.06% — 52.94%)], which includes the median.
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Number of

Protocol AVi;Zii t(u;nor Meiljsns t(ux)nor patients with
& & severe toxicity
31.51 10
MTD 79.86 [0.001-292.9] [3.14%—8.52%)
Populatlhon—vmde 35 53 1.87
optim. [0.001-166.12] [0.63%—3.84%)
BSA—pers.onahzed 39,35 1.84
optim. [0.0001—155.7] [1.62%—5.93%]
1.74
OPP 12.64 [0.00001—61.46] [0.63%—3.84%)

Table 4: Protocols comparison. 192 patients.
Median tumor mass, in square brackets, the 5" and 95" percentiles.
Number of patients with severe toxicity: observation and in square brackets, 90%
confidence interval computed as Wilson score interval.

size that barely diminishes with OPP compared to non-personalized optimization.

Our paper proposes a first in-silico quantification of protocol personalization in the
context of temozolomide. Our conclusions are unequivocal: personalization matters and
brings significant gains on top of population-wide optimization, especially for patients for
whom the one-size-fits-all protocol is not very effective. Obviously, in the current article,
many assumptions we made could be discussed with strong arguments. Even though an
extensive robustness check is beyond the scope of the present study, we will briefly discuss
two aspects. First, our optimization exercise involves a comprehensive exploration of the
PK/PD model, while the model has only been calibrated “locally” using a handful of clinical
trials that in general only involve a small number of doses and of schedules. Any real-life
application would therefore require further tests to check the validity of the model. Of
note, this limit is not specific to our paper, and is valid for any optimization. Second,
we make a normality assumption on the distribution of patients’ PK parameters. This
assumption slightly simplifies the learning process and lightens the computational burden.
However, for real-life applications, it would be needed either to relax this assumption or
at least to check its implications on optimal protocols.

In this article, we worked with an algorithm adapted from the Monte Carlo tree search
family and comprehensively described in [15]. We are not claiming that this algorithm
is the only one we could implement or even that it is the most efficient if compared to
all other known heuristics. We chose to use such an algorithm for the following reasons.
First, it takes advantage of the sequential and finite time features of the problem we are
facing. Second, it does not require an evaluation function that would be tricky to design in
the present framework with high option values of treatment doses. Finally, our algorithm
offers a very high degree of flexibility. This feature is particularly interesting for future

13



implementation in an applied context. A first illustration could consist in integrating
decisions regarding complementary exams that are invasive but informative — for instance,
if or when a biopsy should be performed depending on the expected informational benefits.
A second illustration is related to clinical feasibility. Several elements are indeed likely to
affect protocol administration and could be integrated in our optimization algorithm. We
can for instance mention deterministic constraints (hospital facilities closed during week-
ends or some days-off), or stochastic ones (possible absence of patients on a treatment
day). We have chosen not to integrate such constraints in our study, but doing so is rather
straightforward. This will obviously lead to slightly less efficient protocols. The magnitude
of the loss remains to be quantified.

As a conclusion, we can mention that personalized protocols, as we propose here, are
likely to raise a number of practical issues — which are not specific to our method and are
common to any personalization device. First, hospital facilities will need to manage a high
number of aperiodic patients’ schedules, which makes resource allocations (in particular
medical and paramedical staff) more difficult and could possibly create shortages if a large
number patients happen to need administration on the same day. Second, patients may
have a hard time understanding the justifications for their protocol, for instance when
talking to other patients, who have the same disease but a very different protocol. This
could matter for patients’ adherence to protocol administration.
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