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ABSTRACT

A deep convolutional neural network was trained to
classify 45 speakers based on spectrograms of their
productions of the French vowel /Ã/. Although the
model achieved fairly high accuracy – over 85 % –
our primary focus here was phonetic interpretability
rather than sheer performance. In order to better un-
derstand what kind of representations were learned
by the model, i) several versions of the model were
trained and tested with low-pass filtered spectro-
grams with a varying cut-off frequency and ii) classi-
fication was also performed with masked frequency
bands. The resulting decline in accuracy was uti-
lized to spot relevant frequencies for speaker classi-
fication and voice comparison, and to produce pho-
netically interpretable visualizations.

Keywords: voice comparison, deep learning, foren-
sic phonetics, vowels.

1. INTRODUCTION

Ever since the sound spectrograph was invented in
the 1940s [9], phoneticians have mostly relied on vi-
sualizations to identify the relevant parameters (for-
mants, VOT, etc.) to describe phonetic entities (vow-
els, voicing, etc.). The advent of deep learning
around 2010 has led to a situation where very power-
ful tools are now available to carry out this task auto-
matically. A well-known advantage of deep neural
networks (DNN) over more conventional machine
learning algorithms is that they can extract features
from the raw data without the need for a human
expert to explicitly provide them to the model [5].
In other words, after 70 years or so of visual iden-
tification of acoustic cues to account for phonetic
phenomena, DNNs could now potentially take over
from human experts. On the downside, DNNs have
earned a bad reputation because of their lack of
transparency. We would like to show one way to
overcome this difficulty with preliminary results we
obtained in the field of forensic voice comparison.

In speech processing, DNNs have been success-
fully applied to acoustic modelling at phone level
for speech recognition [7] and language identifi-
cation [10], for instance. In speaker recognition,
DNNs were efficient in an indirect manner: instead
of being used as classifiers, they were used as feature
extractors, with so-called bottleneck features [11]
and embeddings [19]. In the current work, we
performed speaker identification on a small speech
dataset comprised of occurrences of one vowel.
Thus, our work is closer to voice comparison rather
than speaker identification, which would involve
thousands of speakers and longer speech excerpts.
DNNs, namely multi-layer perceptrons [13] and
convolutional neural networks (CNNs) [16], have
been shown to capture high-level phonetic proper-
ties when trained as phoneme recognizers. These
studies highlighted that neuron units and convolu-
tion filters become selective to phonetic features
such as manner and place of articulation.

We ran three experiments with a deep CNN and
interpreted the output of our models in terms fre-
quency bands located in the broadband spectrogram
that phoneticians are most familiar with. In the first
experiment the model classified 45 speakers based
on their production of the French vowel /Ã/. In
the second experiment the same model was retrained
and tested with low-pass filtered tokens with various
cutoff frequencies. In the third experiment, occlu-
sion sensitivity was performed: we observed how
the masking of certain frequency bands affected the
model’s performance. The vowel /Ã/ was used be-
cause preliminary trials with other vowels from the
same corpus showed that /Ã/ yielded the highest
speaker classification rates, which agrees well with
the consistent finding in the literature that nasals,
and especially nasal vowels [1], tend to contain more
speaker-specific information than other segments.
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2. SPEECH MATERIAL

The vowels used for classification were extracted
from the ESTER Corpus [3], which is a collection of
recorded journalistic radio broadcast generally con-
sidered as prepared rather than read or spontaneous
speech [4]. France Inter, France Info and Radio

France International constitute the three sources
for our extractions. We used the phonetic alignment
provided with the corpus by the IRISA (Institut de

Recherche en Informatique et Systèmes Aléatoires)
through the AFCP (Association Francophone de la

Communication Parlée) website (http://www.afcp-
parole.org/camp_eval_systemes_transcription/).
Automatic alignment was used to extract vowels
with a rectangular window shape and without their
phonetic context, the latter being neither controlled
nor provided to the network for the discrimination.

3. SPECTROGRAMS

Phoneticians are used to reading broadband spectro-
grams. In the Praat program [2], default settings are
5-ms analysis frames and 2-ms hop size. Based on
these values, we chose to use 5.0625 ms frames and
0.5 ms hop size to get a 90 % overlap between neigh-
boring frames. With a 16 kHz sampling rate, these
corresponded to frames of 81 samples. An odd num-
ber of samples allows to perform zero-phase win-
dowing, which guarantees that the signal portions
used to compute the Fast Fourier Transform (FFT)
are as symmetric as possible in order to get pure
real-valued spectra [18]. The speech segments were
element-wise multiplied by a Hamming window and
padded to obtain 512-sample segments on which
FFT was computed. No pre-emphasis was applied
since it increases the amplitude of high frequencies
and decreases the amplitude of lower bands and,
thus, changes the auditory perception when resyn-
thesizing back to time domain. We avoided this
artifact because we are planning perceptual exper-
iments in the project. Finally, the dynamic range
was set to 70 dB to prevent the CNN from identi-
fying speakers based on dynamic instead of spec-
tral cues. Other values were tested by resynthesizing
several signals, and the 70 dB value was the one that
least impacted the auditory perception of the speak-
ers. Vowels whose duration was greater than 250 ms
were left out; the shortest vowels were 30 ms long.
Spectrograms of vowels shorter than 250 ms were
padded with zeros in order for all spectrograms to
have equal width. They were then converted to 8-
bit grayscale images and resized to 224× 224 pix-
els, where a pixel was equal to 1.15 ms in the time
dimension and 35.71 Hz in terms of frequency. Con-

version to 8 bits was performed so that GPU mem-
ory would handle mini-batches of sufficient size for
learning to take place.

4. MODEL

We used VGG16 [17], a well-known deep convolu-
tional neural network that has become a reference
in image recognition. VGG16 and variants called
"VGGish" models [6] have been widely used in
audio-related tasks for their simplicity and good per-
formance, as in [14] for large-scale speaker identifi-
cation. In our experiments, the model was re-trained
from scratch with randomly initialized weights. All
models were trained using an NVIDIA GTX 1080
GPU with the Adam optimizer [8], with a gradient
decay factor of 0.900, and a squared gradient decay
factor of 0.999. The initial learn rate was 0.0001 and
the mini-batches contained 56 spectrograms.

5. EXPERIMENTS

The smallest number of /Ã/ tokens produced by one
speaker was 334; so 334 occurrences were randomly
picked from the remaining 44 speakers, yielding a
final dataset of 15,030 spectrograms. It was ran-
domly split into a training, a validation, and a test set
containing 10,530 (70 %), 1,485 (10 %), and 3,015
(20 %) tokens, respectively.

5.1. Speaker classification

In this first experiment, speaker classification was
carried out. The stopping criterion was reached af-
ter 8 epochs. The average accuracy of the model on
the test set reached 85.37 % with individual scores
ranging from 59.70 to 98.51 %. The mean score was
83.88 % for the 10 women and 85.80 % for the 35
men; the difference between men and women failed
to reach statistical significance according to a Mann-
Whitney U test (p = 0.32). While such a high clas-
sification rate constitutes an interesting finding in it-
self, it is quite frustrating for phoneticians because at
this stage we have no means of knowing what repre-
sentations the model has learned, and the small num-
ber of misclassified items does not quite lend itself
to fruitful phonetic interpretation. To illustrate this
point, among the 990 possible pairwise confusions,
235 contain non zero values; and among them, 194
are constituted of one or two misclassified tokens.

5.2. Low-pass filtered speech

The spectrograms used in Section 5.1 were cropped
to obtain seven different versions of the original
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dataset with maximal frequencies ranging from 250
to 6,000 Hz. The impact of cutoff frequency on
model accuracy is shown in Fig. 1 (the results for
the unaltered spectrograms were added for the sake
of completeness). Fig. 1 shows a steep increase in
accuracy between 250 and 1,000 Hz; then scores rise
much more slowly from 1,000 Hz upwards.

Figure 1: CNN accuracy depending on low-pass
cutoff frequency (mean and standard deviation).

The lowest accuracy score, 50.85 % obtained with
a cut-off frequency of 250 Hz, was significantly
above chance (χ2

= 38479 p < 0.001). Mid-p-
value McNemar tests were conducted to check if im-
provements in accuracy from one model to the next
were statistically significant. Each of the models
with cut-off frequencies from 500 to 1,000 Hz shows
a highly significant improvement over the model
with the next lower cut-off frequency. The model
with a cut-off at 2,000 Hz shows no significant im-
provement compared to the model with a cut-off at
1,000 Hz (p = 0.580). The 3,000 Hz model did not
perform better than the 2,000 Hz (p = 0.151) or the
1,000 Hz model (p = 0.074). Then all remaining
models improved on the preceding one, although the
increased accuracy from 4,000 to 6,000 Hz was only
marginally significant (p = 0.012).

A legitimate question here is whether speakers
get consistent relative accuracy scores across all cut-
off frequencies. In order to test this possibility,
for each frequency, speakers were ranked accord-
ing to their score and Kendall’s concordance coef-
ficient was computed. The outcome was not sta-
tistically significant (W = 0.11 χ

2
= 43.39 d f =

44 p = 0.50), which supports the view that rela-
tive accuracy scores among speakers are inconsis-
tent from one frequency step to the next.

5.3. Occlusion sensitivity

The model trained in Section 5.1 was used here. The
test phase was different however: test spectrograms
were modified by means of a mask (an array of ze-
ros) occluding 15 contiguous pixels (≈ 536 Hz) in

the frequency dimension over the whole duration of
the vowel. For each vowel, the position of the mask
was moved iteratively by one pixel along the verti-
cal axis, each time generating a new test image. The
initial position of the mask only occluded the lowest
pixel row of the spectrogram, and the final position
was reached when only the topmost pixel row in the
spectrogram was affected. The process yielded 252
new spectrograms for each of the 3,015 (67 test vow-
els × 45 speakers) that were classified by the model.

At the end of the experiment, the 67 individual
test spectrograms were converted to heatmaps where
the color of a frequency band reflected the probabil-
ity that the vowel belonged to its true speaker class
when this frequency band had been occluded. In or-
der to determine which frequency bands were typ-
ical of a given speaker, the mean and standard de-
viation of each speaker’s 67 heatmaps were com-
puted, and a signal to noise ratio (SNR) was ob-
tained by computing the pixel-wise ratio of the mean
heatmap to the standard deviation heatmap for each
speaker. The intensity values of the SNR heatmaps
were rescaled to the interval ranging from the small-
est to the highest value found in the whole dataset.

Fig. 2 shows two SNR heatmaps. The heatmap
in the left panel, showing the output of the occlu-
sion technique with the test vowels of Speaker 35,
happens to contain the lowest SNR value in our data
and therefore exemplifies the darkest shade of blue
(slightly above 5 kHz). The picture to the right
of Fig. 2 illustrates the highest SNR value (around
1 kHz) in our dataset, which is represented by the
darkest type of red in our colormap.

Figure 2: Two SNR heatmaps (kHz).

The salient red stripe shows that when this re-
gion in Speaker 45’s spectrograms is hidden from
the model, the probability that Speaker 45 is cor-
rectly classified drops abruptly and the resulting per-
formance deterioration is very consistent across all
67 test spectrograms for this speaker. In contrast,
in the left panel of Fig. 2, though critical regions
emerged for Speaker 35 (slightly above 1 kHz and
between 2 and 3 kHz), they are not as strong as what
was found for Speaker 45, hence their green to yel-
low color.
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5.4. Linking classification, filtering and occlusion

While Speakers 35 and 45 have remarkable SNR
heatmaps, containing either the minimal or maxi-
mal value computed over all speakers, their results
in Section 5.1 and Section 5.2 are not markedly dis-
tinct. In the 1st experiment their accuracy scores
lie between the 1st and 3rd quartile. Their accu-
racy curves in the 2nd experiment exhibit some dif-
ferences: Speaker 35 displays a steep accuracy in-
crease from 41.79 % (250 Hz) to 94.03 % (3,000 Hz)
while Speaker 45’s curve rises more slowly from
64.18 % to 88.06 % over the same frequency inter-
val. The link between classification accuracy and
what SNR heatmaps show is not straightforward.
After computing distances between heatmaps and
converting the confusion matrix from experiment 1
to distances, the correlation between the two matri-
ces was rather weak: r = 0.187 (though highly sig-
nificant: p < 0.001 according to a Mantel test with
100,000 permutations). To what extent the visual
similarity between two heatmaps reflects confusabil-
ity between two speakers is further exemplified by
Fig. 3: the heatmaps look similar and the speakers
show confusions in all the models. However, this
pair is not the one that exhibits the highest confusion
rates; a visual analysis of the two SNR heatmaps is
therefore not good indicator of confusability.

Figure 3: Two similar SNR heatmaps (kHz).

A careful visual inspection of all SNR heatmaps
suggests that at least 35 of the 45 heatmaps display a
relatively strong frequency band around 1 kHz, like
both heatmaps in Fig. 2, which points to the impor-
tance of this region to characterize a speaker’s voice.

6. DISCUSSION AND CONCLUSION

DNNs have often been regarded as blackboxes be-
cause of the opaqueness of their inner mechanisms,
but efforts have been made in recent years to provide
experts in different fields with easily interpretable
visualizations of what DNNs learn. Most of these
techniques were invented in the context of image
recognition and computer vision, and we tried to
adapt one of them to spectrograms. As far as we can

tell, the method we used here, inspired by [21], as
well as the localization of discriminative regions in
[22] or saliency maps in [15] (the latter in the field
of audio signal processing) can all be successfully
transferred to the study of phonetics.

Our heatmaps constitute data-driven representa-
tions of potentially critical spectral regions that are
typical of a given speaker’s voice. We devised a
method that combines information about how crit-
ical a spectral region is and how consistent this re-
gion is across several spectrograms of a speaker. A
thorough visual analysis of the SNR heatmaps re-
veals two important features: first, not all speakers
display such critical and reliable frequency bands to
the same extent, and second, whenever critical bands
are present, they can be found in different regions
from one speaker to the next although the 1 kHz re-
gion is quite consistently present for most speakers.
More research is needed to explore the full poten-
tial of our SNR heatmaps especially because, as we
have shown, two very similar images do not nec-
essarily correlate with high reciprocal confusability.
Intuitively, an interesting connection may exist be-
tween a heatmap and the concept of distinctiveness
in perceptual voice recognition [20], if we go so far
as to equate high spectral saliency and low within
speaker-variation to distinctiveness.

Spectrograms of the French vowel /Ã/ were fed
to a CNN to perform speaker classification based on
a corpus of 45 speakers. While accuracy rates were
satisfactory, low-pass filtering with varying cut-off
frequencies and occlusion sensitivity were used to
discover what features the model had learned. A
notable finding was that even when the model had
very little information (spectral content only up to
250 Hz) it performed well above chance. An-
other key finding made possible by our new SNR
heatmaps is that many speakers displayed a criti-
cal region – a frequency band that, when occluded,
led the speaker to be misclassified – around 1 kHz.
While SNR heatmaps constitute a promising ap-
proach to understanding what DNNs learn, they
have yet to be validated with perceptual experi-
ments, which is our next logical step in the project.
On the epistemological level, we hope that this study
exemplifies how the (statistical) acoustic-phonetic
and the automatic approaches to forensic voice com-
parison [12] can potentially reinforce each other.
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