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Abstract: The Great Recession and the subsequent period of subdued GDP growth in
most advanced economies have highlighted the need for macroeconomic forecasters to
account for sudden and deep recessions, periods of higher macroeconomic volatility, and
fluctuations in trend GDP growth. In this paper, we put forward an extension of the
standard Markov-Switching Dynamic Factor Model (MS-DFM) by incorporating two
new features: switches in volatility and time-variation in trend GDP growth. First, we
show that volatility switches largely improve the detection of business cycle turning
points in the low-volatility environment prevailing since the mid-1980s. It is an important
result for the detection of future recessions since, according to our model, the US
economy is now back to a low-volatility environment after an interruption during the
Great Recession. Second, our model also captures a continuous decline in the US trend
GDP growth that started a few years before the Great Recession and continued
thereafter. These two extensions of the standard MS-DFM framework are supported by
information criteria, marginal likelihood comparisons and improved real-time GDP
forecasting performance.

Keywords: Markov-Switching Dynamic Factor Model (MS-DFM), Great Moderation,
Great Recession, Turning-Point Detection, Macroeconomic Forecasting
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1. Introduction

Even though GDP is now widely recognised as an insufficient indicator to fully assess the
health of an economy and how people are benefitting from economic growth (Stiglitz et
al. 2018), it is also clear that recessions measured by GDP and other traditional
macroeconomic indicators can have deep and long-lasting effects on people’s (economic)
well-being. For example, it is only at the end of 2017, nearly 10 years after the Great
Recession of 2008-09, that the average unemployment rate in OECD countries fell back
to its pre-crisis level. Moreover, the decline in subjective well-being has been especially
visible in OECD countries most affected by the crisis (OECD 2013). Therefore, being
able to detect recessions using the macroeconomic information that is available in real
time, thus allowing to take adequate policy measures, is of key interest to policy makers.

The Great Recession, as well as the years following it, have been difficult times for
macroeconomic forecasters. After making large forecast errors at the time of the Great
Recession (Lewis and Pain 2015, An et al. 2018), the vast majority of macroeconomic
forecasters have tended to systematically over-estimate GDP growth from 2011 to 2017,
mainly by assuming long-term mean reversion in their forecasts, i.e. that economic
growth would rapidly revert back to its long-term average (see Ferrara and Marsilli 2017
for an assessment of IMF forecasts). In addition, changes in macroeconomic volatility
over the last decade further complicated the task of forecasters: after two decades of
dampened macroeconomic fluctuations, referred to as the “Great Moderation” period
(McConnell and Perez-Quiros, 2000), macroeconomic volatility increased during the
Great Recession and apparently subsequently went down (Charles et al. 2018, Gadea-
Rivas et al., 2018).

In this paper, we consider small-scale Markov-Switching Dynamic Factor Models (MS-
DFMs) as our starting point. These models, whose dynamics depends on whether the
economy is in expansion or recession, are increasingly used for short-term forecasting
and turning point detection (Chauvet and Potter 2013, Camacho et al. 2014, 2018). They
have been introduced by Diebold and Rudebusch (1996) to simultaneously account for
co-movement in macroeconomic time series and different dynamics during expansion and
recession phases, two business cycle facts that were originally identified by Burns and
Mitchell (1946). Chauvet and Piger (2008) and Hamilton (2011) later confirmed the very
good empirical performance of small-scale MS-DFMs to track US recessions. They
showed that MS-DFMs using the four monthly series advocated by the NBER Business
Cycle Dating Committee (industrial production, real manufacturing trade and sales, real
personal income excluding transfer payments and non-farm payroll employment) as
observable variables are able to accurately replicate the NBER dating of US recessions in
a fully transparent way. In addition, they showed that such models are able to identify
business cycle phases faster than the NBER, especially around troughs. According to
them, those small-scale MS-DFMs also compare favourably to the univariate Markov-
Switching model of Hamilton (1989), which only extracts information from the US
quarterly GDP series, and to the non-parametric multivariate algorithm of Harding and
Pagan (2006), when it is used to extract information from the four monthly series
advocated by the NBER for the dating of business cycles.

Against this background, our contribution to the literature is to put forward an Extended
MS-DFM which is able to replicate the two recent empirical stylised facts observed since
the Great Recession. The first one is the period of subdued GDP growth observed in most
advanced economies since the Great Recession, or even slightly before. Deciding whether
advanced economies have entered a period of secular stagnation and identifying causes
for this stagnation is naturally of key interest for long-term forecasters and policy makers.
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Nevertheless, Antolin-Diaz et al. (2017) also argue that, given the fact that standard DFM
forecasts revert very quickly to the unconditional mean of GDP, accounting for a possible
decline in long-term GDP growth may improve GDP forecasts even at very short
horizons. Thus, we propose to integrate a time-varying GDP trend into a small-scale MS-
DFM. As shown by Antolin-Diaz et al. (2017), the explicit modelling of time variation in
long-run GDP growth is likely to deliver substantial gains in out-of-sample forecasting
performance for the US after the Great Recession. To account for the second stylized fact
(i.e. changing macroeconomic volatility), we allow for switches in volatility in the state
equation of the model, according to a Markov chain that differs from the one we use for
the conditional mean. Our approach can be linked to that of Chauvet and Su (2014) who
put forward a univariate model with changes in mean and volatility governed by Markov-
Switching processes, as well as structural breaks.

Based on US data, we show that the introduction of Markov-Switching volatility in the
standard MS-DFM framework is supported by statistical criteria (DICs and marginal
likelihoods) and improves the detection of turning points after the mid-1980s. The
Extended MS-DFM also accurately detects the Great Recession in advance to NBER
announcements. The timely detection that the economy has switched to a recession
regime allows an improvement of real-time GDP forecasts during the Great Recession as
compared to those stemming from a linear DFM incorporating the same amount of
information. The introduction of a time-varying long-term GDP growth rate is most
helpful to improve real-time GDP forecasts after the Great Recession.

As a by-product of the estimation of our Extended MS-DFM on US data, we also get two
interesting results. First, we note a decline in the US long-run GDP growth rate of about
one p.p. per year as compared to the early 2000s, half of it occurring before the Great
Recession. Such decline in long-run US GDP growth has been empirically documented
by Antolin-Diaz et al. (2017) and rationalised by Fernald et al. (2017) who highlight the
role of total factor productivity and labour force participation. Second, we conclude that
the Great Recession did not put an end to the Great Moderation. According to our model,
the Great Recession, beyond its effect on GDP growth, was characterised by a temporary
increase in macroeconomic volatility in 2008-09, but we observe a return to a low-
volatility environment from 2010 onwards. This result is important for the calibration of
macroeconomic models and for the forecasting of future US recessions. It is also in line
with recent economic research (Charles et al., 2018, Gadea-Rivas et al., 2018).

The present paper is organised as follows. In Section 2, we review the related literature.
In Section 3, we extend the standard MS-DFM framework to account for both switches in
macroeconomic volatility and time variation in long-term GDP growth. In Section 4, we
describe a Bayesian (Gibbs-sampling) methodology to estimate this model. In Section 5,
we provide in-sample estimation results based on US data from 1970 to 2017. In Section
6, we evaluate the real-time out-of-sample properties of our model.
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2. Related literature

Initially introduced in the literature by Diebold and Rudebusch (1996), Markov-
Switching Dynamic Factor Models (MS-DFMs) have two attractive features: they allow
to simultaneously account for co-movement in macroeconomic time series, and for
different dynamics during expansion and recession phases. Chauvet (1998) and Kim and
Nelson (1998) later proposed maximum likelihood and Bayesian estimation strategies for
these models.

In this paper, we put forward an Extended MS-DFM that also incorporates a time-varying
long-run GDP growth and Markov-Switching volatility. Our model can be seen as a non-
linear extension of the model proposed by Antolin-Diaz et al. (2017), who include a time-
varying long-run GDP growth rate in an otherwise linear DFM model. Our main
difference with them is the inclusion of Markov-Switching features in the state equation
of our model to disentangle expansion from recession phases, as well as high-volatility
from low-volatility regimes.

Like Antolin-Diaz et al. (2017) and Marcellino et al. (2016), we account for time-
variation in macroeconomic volatility, but whereas they rely on a stochastic volatility
specification, we rely on a Markov-Switching volatility specification. The evidence
provided by Sensier and van Dijk (2004) supports this specification. Indeed, they
document that the vast majority (80%) of US macroeconomic variables experienced a
reduction in (conditional) volatility after 1980 and that these volatility changes are better
characterised by instantaneous breaks than by gradual changes. Stock and Watson (2002)
also conclude that the Great Moderation episode is better accounted for by a sharp break
in volatility rather than a gradual decline, thus reflecting a reduction in the size of shocks
hitting the economy more than a change in the propagation mechanism of these shocks.

Our model is closely connected to the one proposed by Eo and Kim (2016) who relax the
assumption that all recessions and expansions are alike in a univariate Markov-Switching
model of the business cycle. But whereas Eo and Kim (2016) allow for a fully flexible
evolution of the regime-specific mean growth rates over time, with random walks on the
long-run GDP growth rate and the regime-specific mean growth rates, we relate
evolutions in regime-specific mean growth rates to evolutions in macroeconomic
volatility, as proposed by McConnell and Perez-Quiros (2000), Giordani et al. (2007) and
Bai and Wang (2011). It is also connected to the model proposed by Chauvet and Su
(2014), who include independent Markov-Switching processes for the mean and the
variance of GDP growth, and add a structural break in GDP growth, whereas we put
forward a time-varying long-run GDP growth rate.

In this paper, we consider a larger information set than Eo and Kim (2016) or Chauvet
and Su (2014), and include the four monthly variables advocated by the NBER in
addition to quarterly GDP, the only variable that they consider. The fact that we consider
a multivariate framework also distinguishes the present model from the univariate models
of McConnell and Perez-Quiros (2000), Giordani et al. (2007) and Bai and Wang (2011).
In addition, extracting a common factor from multiple series also makes it less important
to explicitly account for outliers in individual observed series, as advocated by Giordani
et al. (2007). Note that our information set could easily be expanded to include additional
monthly or quarterly indicators, which makes our model suitable for nowcasting GDP
growth.

Similarly to us, Eo and Morley (2017) also consider two types of recessions and allow for
a break in trend GDP growth in 2006Q1. Nevertheless, they do not relate the two
recession types to macroeconomic volatility but distinguish L-shaped recessions, with a
permanent effect on the level of GDP, and U-shaped recessions, with only a transitory
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effect on the level of GDP. Like Eo and Kim (2016), their information set only includes
US quarterly GDP. Based on this specification, they conclude that the Great Recession
was U-shaped and that the US economy fully recovered from it in 2014.

Antolin-Diaz et al. (2017), Eo and Kim (2016) and Eo and Morley (2017) identify a
decrease in US trend GDP growth which started before the Great Recession, but its
precise timing and magnitude differ. Antolin-Diaz et al. (2017) conclude that the US
long-run GDP growth has declined from a peak of 3.5% per year around 2000 to about
2.0% per year in 2015. Eo and Kim (2016) identify a continuous decrease in US trend
GDP growth from 3.6% per year in the 1950s to 2.0% per year around 2010, with no
noticeable peak around 2000. ? Finally, Eo and Morley (2017) report a break of -0.52%
per quarter (or - 2.06% per year) in US trend GDP growth in 2006Q1. The differences
between these three estimates may be related to differences in information sets (16
monthly and quarterly series for Antolin-Diaz et al. (2017), US quarterly GDP growth for
both Eo and Kim (2016) and Eo and Morley (2017)), differences in the modelling of
trend GDP growth (continuous variation for both Antolin-Diaz et al. (2016) and Eo and
Kim (2016), discrete break for Eo and Morley (2017)), and differences in the modelling
of cyclical fluctuations.

Table 1 summarises how the present paper relates to the existing literature.

Table 1. Comparison with the existing literature

Markov-

Multivariate Markov- bt . Time-varying
e Switching Stochastic
framework (factor Switching o - long-term GDP
model) Intercept voslztglétlzsof volatility growth rate
Antolin-Diaz et
al. (2017) X X X
Bai and Wang
(2011) X X
Chauvet and Su
(2014) X X
Diebold and
Rudebusch X X
(1996)
Eo and Kim
(2016) X X X
Giordani et al.
(2007) X X X
Kim and Nelson
(1998) X X
Marcellino et al.
(2016) X X
McConnell and
Perez-Quiros X X
(2000)
This paper X X X X

2 Eo and Kim (2016) actually report quarterly figures.

® Giordani et al. (2007) actually consider the dynamics of industrial production (IP) in G7 countries. Thus, they introduce time
variation in the long-term growth rate of IP, not GDP, but do it in a very similar way as in the present paper and Antolin-Diaz et
al. (2017).
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3. Specification of the Extended MS-DFM

The factor model with Markov-Switching mean was introduced by Diebold and
Rudebusch (1996) and estimated in a Bayesian way (Gibbs Sampling) by Kim and
Nelson (1998). In the model we put forward in this paper, it is assumed that both the
intercept and the volatility of shocks in the state equation (factor dynamics) are governed
by two independent Markov-Switching processes. This specification can be thought as a
generalisation of McConnell and Perez-Quiros (2000) to a multivariate framework.
Indeed, McConnell and Perez-Quiros (2000) only considered US quarterly GDP as
observable variable, whereas we consider the four monthly series explicitely mentioned
by the business cycle Dating Committee of the NBER, in addition to quarterly GDP.

Let us first consider a general state-space model where, for the time being, all the n
observable variables y;; are available at monthly frequency. This model is given by the
two following equations:

Measurement equations (for i = 1,...,n): Ay = a;¢ + v;(L)Acy +uy,
Qe = Aoy + g ngt 5 1E ~IID N(0,1)
d(L)Ace = ug, v, + J1+h-Vi-o.nf ; nE~IID N(0,1)

Variance = ¢? in the low—volatility regime,
I and (1+h)- 62 in the high—volatility regime

\ (L = 0y & 5 &e~IID N(0,1)

State equations:

In the measurement equations, the Ac, component captures common fluctuations across
observable variables and the a; , variables capture potential low-frequency variations in
mean growth rates, such as the slow decline in the GDP growth rate, as in Giordani et al.
(2007) and Antolin-Diaz et al. (2017). This random walk that we introduce in the data
generating process of the GDP growth rate should only be considered as a convenient
modelling simplification. It allows to capture the low-frequency component of the time
series and remains innocuous over a limited period of time. Our approach can also be
related to the one of Stock and Watson (2012) who subtract a local mean to the US GDP
growth rate before including it in their model. In our case, this adjustment is made within
the model.

In the state equations, the a; , variables are modelled as independent random walks, the
common component Ac, follows an autoregressive process with Markov-Switching
intercept and Markov-Switching variance, and the error terms wu;, are modelled as
independent autoregressive processes. Thus, we allow the error terms of the measurement
equations to be autocorrelated, but not cross-correlated. The fact that the business cycle,
proxied by the common factor, directly depends on the volatility is based on the literature
pointing out that second moments are useful to predict macroeconomic fluctuations (see
McConnell and Perez-Quiros 2000, Bai and Wang 2011, and Chauvet et al. 2015).

In addition, S; and V; are two independent first-order Markov-Switching processes, each
with only two possible states (0 and 1). Transition probabilities are given by:

p(st = Olst—l = 0) = PTSOO B p(st = 1|St—1 = 1) = PT511
p(Vt = O|VL'—1 = O) = PTVOO ; p(Vt = 1|Vt—1 = 1) = Perl
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And the intercept of the state equation is such that:

Us, v, = Moo + Mot " Ve + Mg St + 111" Se* Ve
N N N
<0 >0 >0

where
Uoo: Intercept in the low-volatility recession regime

Uoo + Uo1: Intercept in the high-volatility recession regime
—
<0

Hoo + Uio: Intercept in the low-volatility expansion regime
o
Hoo + Uo1 + U0 + Uq1: Intercept in the high-volatility expansion regime
<0 >0 >0

In the empirical part of this paper, we will use a mix of quarterly and monthly data in the
information set: the quarterly GDP growth rate and monthly growth rates of industrial
production, real manufacturing trade and sales, real personal income excluding transfer
payments, and non-agricultural civilian employment. Let us first clarify how the model
can accommodate this mix of monthly and quarterly observable variables. Quarterly GDP
Ay}, is observed once every three months whereas monthly variables Ay]} are observed
every month. This is something that the Kalman filter can easily accommodate. The key
to relate quarterly GDP to the underlying monthly state variables is to approximate the
quarterly GDP growth rate as a weighted average of current and past monthly GDP
growth rates, a solution that has been popularised by Mariano and Murasawa (2003).

The five measurement equations can thus be rewritten as follows:

q 1 q 2 q q 2 q 1 q q 1 2 2 1
Ayl = (— Ay +5a, g +ae 50y, 3+ _al,t—4) + v, (L) (§ Acy + §Act_1 + Aci_, + §Act_3 + —Act_4)

3 3 3 3 3
1 2 2 1
+ (§ ulll,t + §u‘11,t—1 + uf,t—z + §uf,t—3 + §uf,t—4)
k Ayjt = at + v (L)Ace + uy

Then, we assume that quarterly GDP and the first three monthly variables (industrial
production, real manufacturing trade and sales, and real personal income excluding
transfer payments) are only linked contemporaneously to the business cycle (i.e. to the
underlying factor). In other words, we assume that:

yf(L)::y&
y].m(L) = y]Tg forj=1..3

Besides, as in any factor model, we have to impose an identifying restriction (otherwise,
the factor would be defined up to a multiplicative constant). Here, we impose the
following restriction:

Vo =1



For the fourth monthly variable (non-agricultural civilian employment), we include a
richer lag structure in order to take into account that employment may be lagging, as in
Stock and Watson (1989):

vt (L) = vio + vail + vasl? + yisL?

Next, we follow Chauvet and Hamilton (2005) in specifying an AR(1) dynamics for the
idiosyncratic shocks and the underlying factor, that is:

wf(L) =1- ¢f1L

Yr(L) =1—-yiL forj=1..4

$(L) =1— ;L

Lastly, we assume that, in our information set, only GDP growth exhibits low-frequency
fluctuations, captured by a{ ,, which is modelled as a random walk without drift. Since all
observable variables are demeaned prior to model estimation, there is no need to add
constant terms in the measurement equations. All monthly variables, expressed as
monthly growth rates, are assumed to be driven by cyclical fluctuations captured by the

underlying factor Ac, and the idiosyncratic shocks u[;. This implies aft = 0 forj =

1...4. We thus limit the parameterisation of our model and only explicitly account for
low-frequency fluctuations of our main variable of interest, which is GDP growth.
Antolin-Diaz et al. (2017) follow a similar modelling strategy and run simulation
experiments showing that not including a time-varying trend for the other variables is
innocuous for the estimation of the GDP trend as long as persistence is allowed for in the
idiosyncratic components of all variables. This is precisely the role of the ¥}"(L)
polynomials in our model, for which we do not rule out the possibility of having unit
roots.

Additional details on the state-space representation of the model are available in Annex
E.
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4. Data and estimation strategy
4.1. Data sources

As previously mentioned, our information set contains five variables: quarterly real GDP
and four monthly variables (industrial production, real manufacturing trade and sales, real
personal income excluding transfer payments and non-agricultural civilian employment).
These are the variables advocated by the NBER Business Cycle Dating Committee
(BCDC). Note that following Chauvet and Hamilton (2005), we rely on civilian
employment rather than payroll employment* and show the advantage of doing so in
Annex B. The US quarterly, real and seasonally adjusted GDP is extracted from the
ALFRED database maintained by the Federal Reserve Bank of St Louis. The
corresponding quarterly vintages are available from December 1991 onwards. The four
monthly series in the information set are extracted from the FRED-MD database
maintained by the Federal Reserve Bank of St Louis (McCracken and Ng 2016).> These
monthly series are all seasonally adjusted. The corresponding monthly vintages are
available from August 1999 onwards. In the FRED-MD database available for month M,
industrial production and non-agricultural civilian employment are typically available up
until month (M-1), real personal income excluding transfer payments up until month (M-
1) or (M-2), and real manufacturing trade and sales up until month (M-2) or (M-3).° In
the following, only real-time samples, corresponding to monthly releases of the FRED-
MD database, are used.

4.2. Estimation strategy

We estimate the model in a Bayesian way and rely on Gibbs Sampling. We see two main
advantages of the Bayesian estimation strategy. First, it is a modular estimation
technique, allowing to add or remove building blocks in the model and compare model
specifications with each other. Second, it simplifies the inference on the Markov-
Switching variables S; and V, because it allows conditioning on the underlying factor and
treat it as if it was an observed monthly variable. As a consequence, the inclusion of both
guarterly and monthly variables in the information set does not complicate the inference
on S;and V.. This is a key advantage as compared to the strategy put forward by Camacho
et al. (2018) who directly rely on the variables in the information set to estimate the
underlying Markov-Switching variables. When the variables in the information set have
different frequencies, their distribution potentially depends on many lags of the Markov-
Switching variables, which generates a curse of dimensionality problem which Camacho
et al. (2018) solve at the price of approximations. None of these approximations are
needed with our Bayesian estimation strategy.

4 Payroll employment is based on a survey of business establishments whereas civilian employment is based on a household
survey. As noted by Chauvet and Hamilton (2005), payroll employment only includes job creation and destruction with a lag
and does not include self-employment or off-the-book employment, which can delay the detection of a recovery. Moreover, it
double counts jobs if a person changes job within a payroll survey reference period, which can overestimate employment around
peaks. Lastly, payroll employment undergoes substantial revisions over time whereas civilian employment does not get revised.

> GDP, industrial production, trade and sales, personal income and employment are respectively available using the following
codes: GDPC1, INDPRO, CMRMTSPLX, W875RX1, CE160V.

® Real personal income excluding transfer payments and real manufacturing trade and sales are not available with a fixed lag in
the FRED-MD database. The corresponding lags depend on the year and the month which are considered.


https://alfred.stlouisfed.org/
https://research.stlouisfed.org/econ/mccracken/fred-databases/
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Our Gibbs Sampling algorithm includes the following four main blocks, which are
sequentially iterated until convergence. Subsequently, we use the following notation for
all time series: @y 7 = {a, ..., ar}.

1. Draw the state vector a;; conditional on Ay r, S;r, Vi and the model
parameters, based on the sequential Kalman filter with diffuse initialisation of
Koopman and Durbin (2000, 2003) and the simulation smoother of Durbin and
Koopman (2002). The sequential Kalman filter considers the series in the
information set one by one when updating estimates of the state vector. Beyond
allowing some savings in computing time, it also simplifies diffuse initialisation
as compared to the multivariate Kalman filter. Moreover, both the Kalman filter
and the simulation smoother efficiently deal with missing observations, which is
crucial in the present context where the variables in the information set are
released at different dates (ragged-edge sample) and have different frequencies.

2. Draw S; 7 conditional on @7 7, V; + and model parameters, based on Hamilton’s
(1989) filter.

3. Draw V; ; conditional on @3 7, S; + and model parameters, based on Hamilton’s
(1989) filter.

4. Sequentially draw the different model parameters, based on Ay; ., @77, Sir»
V,_r and the other model parameters.

Additional details on the estimation strategy are available in Annexes C and D.



5. In-s

5.1. Di

ample results from the Extended MS-DFM specification

In this section, we present in-sample results estimated by using data from January 1970 to
December 2017.

fferent macroeconomic volatility regimes since 1970

The inclusion of switches in volatility in the state equation of the model enables to
distinguish four periods in the sample, as shown in Figure 1. a period of high
macroeconomic volatility from 1970 to 1984, a period of low volatility from 1984 to
2007 corresponding to the Great Moderation, a second period of high macroeconomic
volatility corresponding to the Great Recession (2007-2009), and a period of low
volatility from the end of the Great Recession to the end of the sample (2009-2017).
Looking at probabilities of being in a high-volatility regime (Figure 1), the transitions
between the four periods are quite sharp. From Figure 1, we also conclude that the
increase in volatility at the time of the Great Recession was only temporary and did not
put an end to the Great Moderation, which is in line with Gadea-Rivas et al. (2018) and
Charles et al. (2018). We also identify more minor fluctuations of the probability of being
in a high-volatility state during the first period (1970-1984), something which is also
noticed by Antolin-Diaz et al. (2017) who rely on a stochastic volatility specification.
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Figure 1. Extended MS-DFM: Smoothed probability of being in a high-volatility
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Estimation sample: 1970M01-2017M12. Data vintage: 2017M12. Estimation based on 1 5000 draws of the
Gibbs Sampler (the first 5 000 are discarded).

5.2. Improved detection of recessions when allowing for different characteristics of
expansions and recessions between volatility regimes

As shown in Figure 2, allowing for switches in volatility in the state equation and for
different expansion and recession characteristics across volatility regimes also helps to
better capture the two recessions that occurred during the Great Moderation period. This
finding is in line with McConnell and Perez-Quiros (2000) who showed using a
univariate MS-model that these two modelling features improved the detection of turning



Table

Figure 2. Influence of switching volatility on smoothed recession probabilities

1.00

points after the mid-1980s. We extend their findings to a multivariate context and a more
recent sample.

Estimation results are presented in Table 2. Looking at the intercept of the state equation,
we notice that the discrepancy between high- and low-volatility recessions is twice bigger
than between high-and low-volatility expansions. This asymmetry in the estimated impact
of volatility on economic growth is consistent with the vulnerable growth dynamics
recently put forward by Adrian et al. (2019). These authors show that deteriorating
financial conditions, as measured by the National Financial Conditions Index (NFCI), are
associated with both an increase in the conditional volatility and a decrease in the
conditional mean of quarterly GDP growth in the US. They also show that this effect is
asymmetric: the lower quantiles of the distribution of future GDP growth are strongly
dependent on the tightness of financial conditions, whereas upper quantiles are stable
over time. Looking at historical time series, it appears that financial conditions are
precisely tighter than average before the Great Moderation and during the Great
Recession (see Figure 2 in Adrian et al., 2019), i.e. when our model identifies a high-
volatility regime.

2. Intercept of the state equation, depending on the underlying regime

Intercept and 95% probability interval Implied expectation, given 77
High-volatility recession -0.78 [-1.08; - 0.45] -0.81
Low-volatility recession -0.25 [-0.38;-0.07] -0.26
Low-volatility expansion 0.03 [0.00; 0.06] 0.03
High-volatility expansion 0.23 [0.07; 0.38] 0.23

Note: Estimation sample: 1970M01-2017M12. Data vintage: 2017M12.
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Estimation sample: 1970M01-2017M12. Data vintage: 2017M12. Estimation based on 15 000 draws of the
Gibbs Sampler (the first 5 000 are discarded).

MS-DFM Intercept refers to a model where volatility is not allowed to switch. Otherwise, this model has the
same characteristics as the Extended MS-DFM.
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5.3. Declining long-term GDP growth in the US since the turn of the century

Similarly to Antolin-Diaz et al. (2017), we identify a decrease in the US long-term GDP
growth which started in the early 2000s, i.e. before the Great Recession, and continued
thereafter (see Figure 3). This result is compatible with the view that the Great Recession
may have negatively affected the US trend growth rate and reinforced pre-existing
factors. As compared to 2000, the estimated US long-term GDP growth is lower by
around one percentage point per year in 2010 and seems to have stabilised since then.
This slowdown in US long-term GDP growth follows an increase in the second half of the
1990s, which corresponds to a period of increase in US productivity growth (Jorgenson et
al. 2008).

Figure 3. Extended MS-DFM: Smoothed estimate of the US annual long-run GDP
growth rate
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Estimation sample: 1970M01-2017M12. Data vintage: 2017M12. Estimation based on 15 000 draws of the
Gibbs Sampler (the first 5 000 are discarded).
Dashed lines delineate the 68% credibility interval.

5.4. Comparison of different model specifications based on DICs and marginal
likelihoods

The two refinements to the standard MS-DFM framework that we put forward in this
paper are not only supported by the fact that they allow to capture changes in long-term
GDP growth and to improve turning point detection. They are also supported by
statistical criteria.

We first rely on the Deviance Information Criterion (DIC) to compare model
specifications. This criterion has been specifically designed to compare complex
hierarchical models like the one in this paper (Spiegelhalter et al., 2002). It is also used
by Eo and Kim (2016). Like other information criteria, the DIC includes two terms, one
capturing model fit and the other penalising for model complexity:
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DIC -
= E§,§,V|Y[_2 ’ logf(AY1..T|9; Si.m Vl..T)]

Decreases when
model fit improves

+ E§,§,17|y[_2 ’ logf(AETTIé. S:T' V:T)] + 210gf(mlé*,SIT*,VZT*)

Penalty for model complexity

In the above formula, 8 corresponds to the vector of constant model parameters (e.g.
autoregressive parameters), 8* to their posterior mean, and f(4y;1|8,S. s, Vi.r) to the
model conditional likelihood. Model selection is based on the minimisation of the DIC.
This information criterion is relatively easy to compute when model estimation is based
on Bayesian Markov Chain Monte Carlo (MCMC) techniques, like Gibbs Sampling.
Nevertheless, the literature shows that DIC estimation is all the more accurate that the
number of parameters in the conditioning set of the log-likelihood is limited (Chan and
Grant 2016). Here, we compute the conditional log-likelihood from the Kalman filter step
of the Gibbs Sampler. In a nutshell, the Kalman filter estimates the expectation and
variance of the model’s state vector, conditional on past observations and other model
variables and parameters, which then allows to estimate log f(Ay, |4y, ,1,0,S.1.Vi.r)
for each date t. ” In this case, the conditioning set includes the two Markov variables S,
and V,_ and all constant model parameters, but not the large state vector @7 7. Summing
these log-predictive likelihoods over time and averaging over posterior draws of the
Gibbs Sampler finally gives an estimate of Eggpy[—2-logf(4y: 716,51, Vyir)]-
Alternatively, first averaging over posterior draws of the Gibbs Sampler, and then
computing the predictive log-likelihoods with the Kalman filter allows to estimate

1ng(jyliT|§*'STT*' V-IVT*)

As an alternative to DICs which might be sensitive to the fact that the high-dimensional
Markov variables are included in the conditioning set, we also compute marginal log-
likelihoods for different model specifications. In this case, the preferred specification is
the one with the highest marginal log-likelihood. As we did for DIC computations, we
take advantage of the fact that, conditional on the two Markov variables, the MS-DFM is
a linear Gaussian state-space model. Therefore, we can use the Kalman filter to compute
f(Ay¢|4dy, . 4,67, S, V.,) for each date. The most difficult and time-consuming part of
the marginal log-likelihood computation for this class of models is to numerically
integrate out Si, and Vi, from f(Ay.|4y,.1,0% 5., Vi) To do so, we rely on a

particle filter which provides us with a sample of N independent particles S:Tn and V';Tn

(n=1..N). The underlying idea of the particle filter is to draw §:tn and VZtn,
conditional on Ay,, , and 6* using an importance sampling distribution which

approximates the true but unknown distribution of these variables. An important aspect of
the particle filter is that it draws S, tn and V}}n recursively, based on Sl__t_ln and Vl__t_ln.

This allows key computing efficiency gains. The general functioning of the particle filter
and key issues such as the choice of the importance sampling distribution and the
weighting of the particles are explained in detail in Annex G.

! Note that given the structure of the model, the following equality applies

f(AytlAJ’rt—l! g! S:T! VTT) = f(AytlA}’ll‘;l! é! S’Zt! Valvt)
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This previous step gives us f(Ay,|Ay; .—,,0) for each date, from which we can
compute log f (Ayl__T|§*). We finally rely on Chib’s (1995) formula to estimate the
marginal log-likelihood log f(4y,. 1) of each specification, as follows:

log f(dy,.r) = log f(Ay:.716") +logp(8") —log ¢ (6"|4y1.7)

As above, 8* corresponds to the vector of constant model parameters evaluated at their
posterior mean. log ¢(8*) and log ¢(6*|4y,.;) are the log-prior and posterior densities
of these parameters, respectively. Note that the use of a particle filter to reduce the
dimension of the conditioning set prior to the use of Chib’s (1995) formula is key to
ensure accurate results, as shown by Frilhwirth-Schnatter and Wagner (2008).°

To the best of our knowledge, Kaufmann (2000) is the only other paper in the literature
computing the marginal likelihood of MS-DFMs. However our framework is more
complex than the framework of Kaufmann (2000) since we have included Markov-
Switching volatility and time-varying growth rates. In this respect, the following results
and the marginal likelihood computation method described in Annex G can be considered
as additional contributions of the present paper.

8 An alternative to the use of the particle filter would be to apply Chib’s (1995) formula on logf(A?;TW*,S:T*,V:T*)
directly. This would result in a ‘complete-data’ marginal likelihood estimator, which would be easier to compute than our
proposed estimator. Nevertheless, Friihwirth-Schnatter and Wagner (2008) show that the complete-data marginal likelihood
estimator can be extremely inaccurate and recommend not to use it.



Table 3 compares the DICs and marginal log-likelihoods of four model specifications: a
linear DFM, a MS-DFM with Markov-Switching in the intercept of the state equation
governing factor dynamics, a MS-DFM with Markov-Switching on the intercept and the
volatility of shocks of this state equation, and the Extended MS-DFM with the two
Markov-Switching features and a time-varying long-term GDP growth rate. All models
have the same five observable variables as inputs (see Section 4). This Table shows that
both Markov-Switching features reduce the DIC as compared to a linear DFM. This is
especially true for the Markov-Switching volatility of shocks. However, allowing for
time-variation in the long-term GDP growth rate does not further reduce the DIC. When it
comes to the marginal log-likelihood, both Markov-Switching features also improve (i.e.
increase) it and we note a further marginal improvement related to the inclusion of the
time-varying long-term GDP growth rate into the model. Given the closeness of the DICs
and marginal log-likelihoods for the last two models, it seems wise to consider that they
cannot be distinguished with these statistical criteria.

Given that GDP is only one out of five observed variables, and that it is only observed
once every three months, this could explain why the inclusion of a time-varying trend in
the corresponding measurement equation is only marginally supported by the marginal
log-likelihood. Focusing on the forecasting performance of GDP after the Great
Recession will add further support to this feature (see Section 6).
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Table 3. Comparison of model specifications based on DICs and marginal log-
likelihoods

Model specification DIC Marginal log-
likelihood

Linear DFM 37845 -1929.4

MS-DFM with MS on intercept only 37252 -1910.8

MS-DFM with MS on intercept and volatility 3612.2 -18954

MS-DFM with MS on intercept and volatility, and time-varying long-term GDP growth 36317

rate (i.e. extended MS-DFM) -1892.5

Note: In all cases, the posterior mean of model parameters is estimated based on 15 000 draws of the Gibbs
Sampler, from which the first 5 000 are discarded. In addition, 500 particles are used for marginal log-
likelihood computations (see Annex G for details). Sample: 1970M01-2017M12. Data vintage: 2017M12.
The preferred specification is the one minimising the DIC and maximising the marginal log-likelihood. In
each case, this specification is indicated in bold.

6. Real-time performance of the Extended MS-DFM specification over the last decade
(2007-2017)

In this section, we carry out a real-time assessment of our Extended MS-DFM using
vintages of data available from January 2007 to January 2017. In this real-time analysis,
we start the estimation by considering as a first sample January 1970 - December 20086,
then we recursively add new data and re-estimate the model. However, the specification
of the model remains unchanged.

6.1. Real-time estimation of the US long-term GDP growth rate

As already pointed out in the previous section, the decrease in the US long-term GDP
growth rate that we estimate with our Extended model is about one percentage point per
year compared to the early 2000s (see red curve in Figure 4, corresponding to the
2017M01 data vintage). It is interesting to notice that, over the same period, the
professional forecasters surveyed by the Federal Reserve Bank of Philadelphia have
revised their expectations of average GDP growth over the next 10 years by a similar
amount, and that both estimates converge at the end of the sample.®

Figure 4 shows that the model needs some time to identify the drop in long-run GDP
growth. Indeed, until 2010, the estimated long-run GDP growth is above 3% but
progressively decreases from 2011 onwards (dashed curves in Figure 4). However, when
compared with estimates provided by professional forecasters, it appears that the model-
based real-time estimates converge more rapidly to the final estimate (red curve) than the
SPF real-time estimates since 2011, which seem to be affected by some rigidities.

% \We use the variable RGDP10 in the Survey of Professional Forecasters (SPF). The corresponding question is asked only once
a year, in January. This is why we compare the SPF with our model-based assessment using January data vintages.
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Figure 4. Smoothed estimates of the US annual long-term GDP growth rate,
consecutive data vintages (2007M01 - 2017M01)
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6.2. Real-time detection of the Great Recession

Whereas we relied on the 2017M12 data vintage in order to estimate recession
probabilities in Section 5, we now rely on real-time data vintages in order to assess when
the model detects the start and the end of the Great Recession.

There is no perfect consensus in the literature on when to formally announce that a
recession has started or ended based on the recession probabilities estimated with
Markov-Switching models. In the present paper where we use a mix of quarterly and
monthly series, we rely on a decision rule which is very similar to the ones advocated by
Chauvet and Piger (2008) and Hamilton (2011).° We announce a recession when the
probability of recession moves from below to above 0.7 and stays above 0.7 for three
consecutive months, and we identify as the start of the recession the first month for which
the probability of recession exceeds 0.5. Conversely, we announce that a recession is over
when the probability of recession moves from above to below 0.3 and stays below 0.3 for

19 Hamilton (2011) suggests the following decision rule when relying on quarterly GDP data: “When the one-quarter smoothed
inference P(St|yt+1,yt,..,y1; 9”1) first exceeds 0.65, declare that a recession has started, and at that time assign a probable
starting point for the recession as the beginning of the most recent set of observations for which P(St_jlytﬂ,yt,..,yl; 9”1)
exceeds 0.5.” Using only the four NBER monthly series to infer recession probabilities, Chauvet and Piger (2008) require that
the probability of recession moves from below to above 0.8 and remains above 0.8 for three consecutive months before
announcing a recession. Similarly to Hamilton (2011), they then identify as the start of the recession the first month for which
the probability moves above 0.5.
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three consecutive months, and we identify as the end of the recession the last month for
which the probability is above 0.5.

Results are reported in Table 4. The start and end dates of the Great Recession identified
by the Extended MS-DFM are in close agreement with those published by the NBER
Business Cycle Dating Committee. Nevertheless, the model is able to announce the start
and the end of the recession 2 and 11 months earlier than the NBER, respectively, thus
allowing to integrate this information into GDP forecasts in a more timely way.

Table 4. Real-time dating of the Great Recession by the NBER and the Extended
MS-DFM

Peak date - Peak date Peak date announcement -
Peak date - NBER Extended MS-DFM | announcement - NBER Extended MS-DFM
2007 M12 (Stan.of the 2007 M11 2008 M12 2008 M10 (-2m)
Great Recession)
Trough date - Trough date Trough date announcement —
Trough date - NBER Extended MS-DFM | announcement - NBER Extended MS-DFM
2009 MO06 (End of the 2009 MO6 2010 M09 2009 M10 (-11m)

Great Recession)

6.3. Real-time forecasting performance of US quarterly GDP growth

We now focus on real-time GDP forecasting performance in order to highlight the
relevance of the Extended MS-DFM specification, with Markov-Switching on the
intercept and on the volatility of shocks in the equation governing factor dynamics, as
well as a time-varying long-term GDP growth rate. The real-time forecasting
performance of this specification is compared to the one of a fully linear DFM
specification. The set of observed variables is the same in both cases.

GDP forecasts for the current and the next quarters are produced at the end of each
month, from six months up to one month before the quarterly GDP release date by the
US Bureau of Economic Analysis (BEA). Given that quarterly GDP for quarter Q is
released at the end of the first month of quarter (Q+1), 6-month horizon forecasts are
produced at the end of the first month of quarter (Q-1), see Figure 5.

In practice, GDP forecasts are produced based on the first measurement equation of the
state-space model. Supplementing the information set with missing data points up to the
last month of the next quarter allows the simulation smoother to generate draws of the
state vector up to this point, which in turn are used to compute forecasts of quarterly GDP
growth. A sequence of forecasts is obtained for each iteration of the Gibbs sampler. These
sequences of forecasts are finally averaged across draws to produce the final result.

Figure 5. Calendar of the forecasting exercise

6-month horizon forecast of the quarterly First release of the quarterly GDP
GDP growth rate for quarter Q growth rate for quarter Q
m1 m2 m3 m1 m2 m3 m1 m2 m3

Q-1 Q Q+1
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Table 5 compares the real-time Root Mean Square Forecast Errors (RMSFES) of our
Extended MS-DFM and those stemming from a standard linear DFM using the same
information set. We present the ratios of RMSFEs: a value below one means that the
Extended MS-DFM outperforms the linear DFM. We focus on the Great Recession
(2007Q4-2009Q2) and its aftermath (2011Q1-2017Q4), namely the two periods for which
we expect regime switches and the time-varying long-term GDP growth rate to have the
largest impact on the forecasting performance of the Extended MS-DFM. Figure 6 and
Figure 7 compare the underlying point forecasts of the two models at 6-month and 1-
month horizons, respectively. These forecasts underlie the RMSFESs shown in Table 5. In
terms of RMSFEs, the Extended MS-DFM improves upon the linear DFM at horizons
(M-5) and (M-6) in both sub-periods. At shorter horizons, the Extended MS-DFM only
remains better than the linear DFM over 2011Q1-2017Q4, but not during the Great
Recession.

The better forecasting performance of the Extended MS-DFM as compared to the linear
DFM over 2011Q1-2017Q4 is related to the inclusion of the time-varying long-term GDP
growth rate into the model. The fact that this feature has such an influence on forecasting
performance suggests that the model tends to revert quite quickly to its unconditional
mean. As announced in Section 5, focusing on GDP forecasting demonstrates the
relevance of the time-varying long-term GDP growth rate even though the impact of this
feature is less visible in the DIC and the marginal log-likelihood of the model. We
explain this finding by the fact that this feature only plays a role for GDP in the model
specification, whereas the DIC and the marginal log-likelihood take into account how the
model fits the data for all five variables in the information set simultaneously.

This exercise also shows that the explicit identification of recession regimes helps to
improve GDP forecasts six months before the GDP release date. Figure 6 makes it clear
that this improvement could be even more substantial if the model were able to identify
the start and the end of the Great Recession at earlier dates in real time. Note that the
model information set only includes coincident and lagging variables at this stage
(Section 4). At least in principle, it should be possible to further improve the detection of
transitions between expansion and recession phases by adding leading variables in the
model information set. We leave this as an avenue for further research.

Table 5. Relative RMSFEs of the Extended MS-DFM and the linear DFM (forecasts based on real-
time data)

(M-1) M-2) M-3) (M) (M-5) (M-6)
2007Q4-200902 1.02 116 1.06 1.07 0.97 0.62

0.98 0.95* 0.85% 0.92 0.88" 0.90°
2011Q1-201704 (0.22) (0.07) (0.02) (0.11) (0.04) (0.06)

Note: For the comparison over 2011Q1-2017Q4, values in brackets indicate p-values that the RMSFEs of the
Extended MS-DFM and the linear DFM are drawn from the same data generating process (HO). Values below
0.1 indicate that HO can be rejected at the 10% confidence level. These p-values are computed using the
Harvey et al. (1997) small-sample correction of the Diebold and Mariano (1995) test statistic. As argued by
Antolin-Diaz et al. (2017) based on Monte Carlo results in Clark and McCracken (2013), this pragmatic
approach allows to reliably compare forecasts in cases where models are nested and forecasts are produced
using expanding windows. The Great Recession sample (2007Q4-2009Q2) is too short to assess whether
differences in forecasting performance between the two models are statistically significant or not.
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Figure 6. Comparison of real-time point forecasts at a 6-month horizon: Linear
DFM vs. Extended MS-DFM specification
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Figure 7. Comparison of real-time point forecasts at a 1-month horizon: linear
DFM vs. Extended MS-DFM specification
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Figure 8. Real-time density forecasts at a 6-month horizon: Extended MS-DFM
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Finally, Figure 8 and Figure 9 show density forecasts produced by both models at
horizons of 6 months. Note that the Bayesian estimation strategy adopted in this paper
allows to incorporate all sources of uncertainty in these density forecasts, those related to
the filtering of the underlying factor and of the business cycle and volatility states, as well
as parameter uncertainties. As opposed to the linear DFM, whose average forecast and
forecast uncertainty at a 6-month horizon remain roughly constant over time (Figure 9),
the Extended MS-DFM produces a lower average forecast with a larger forecast
uncertainty at the time of the Great Recession (Figure 8). It is mainly the left-hand side
of the forecast distribution that shifts downwards in this case: low-growth outcomes
become more likely when the model identifies a risk of recession, but the upper part of
the forecast density remains roughly unchanged. This is in agreement with the vulnerable
growth dynamics described by Adrian et al. (2019).
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Figure 9. Real-time density forecasts at a 6-month horizon: Linear DFM
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7. Conclusion

In this paper, we put forward an extension of the standard Markov-Switching Dynamic
Factor Model (MS-DFM) by accounting for two stylised facts of the US economy:
changing macroeconomic volatility and fluctuations in the long-run GDP growth rate.
This Extended MS-DFM comes as an innovation in the literature and could potentially be
used for other advanced economies showing similar patterns.

We first show that the introduction of Markov-Switching volatility in the standard MS-
DFM framework is supported by statistical criteria (DICs and marginal likelihoods), and
largely improves the detection of turning points in the US business cycle during the Great
Moderation. In addition, our Extended model shows evidence that the Great Moderation
that started in the mid-1980s is not over, and that the Great Recession, beyond its effect
on GDP growth, led to a temporary increase in macroeconomic volatility. The ability of
the model to detect recessions in both high- and low-volatility environments is thus very
relevant for the detection of future recessions.

As a second improvement to the standard MS-DFM framework, our model also
incorporates a time-varying long-term GDP growth rate. This feature enables to identify a
continuous decline in the US long-term GDP growth rate of around one percentage point
per year as compared to the early 2000s. This result is in line with the empirical literature
on the long-run decline in US potential growth. According to our model, about half of this
loss occurred before the Great Recession. Nevertheless, the Great Recession may also
have negatively affected the US trend growth rate and reinforced pre-existing factors.

Overall, our Extended MS-DFM demonstrates that allowing for both regime switches and
time-variation in long-term GDP growth is important to improve the accuracy of real-
time short-term GDP forecasts since 2007. The first feature helps to improve GDP
forecasts during the Great Recession while the second is most helpful in the aftermath of
this recession. Being able to identify the start and the end of the Great Recession even
earlier, e.g. through the use of leading variables, would allow to further improve the
forecasting performance of the model during this and other recessions. We leave this as
an avenue for further research.
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Annex A. Input data and underlying factor

In this Annex, we compare the smoothed factor with all input series in the information
set, with NBER recession dates and with the smoothed probability of being in a high-
volatility regime. All estimates are based on the full model with Markov-Switches in the
intercept and the volatility of the state equation (Extended MS-DFM). The estimation
sample is 1970M01-2017M12.
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Figure A.1l. Real GDP (demeaned, blue bars, Ihs) and smoothed factor (red, rhs)
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Figure A.2. Industrial production (blue, Ihs) and smoothed factor (red, rhs)
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Figure A.3. Real personal income excluding transfer payments (blue, |hs) and
smoothed factor (red, rhs)
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Figure A.4. Real manufacturing trade and sales (blue, Ihs) and smoothed factor
(red, rhs)
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Figure A.5. Non-agricultural civilian employment (blue, Ihs) and smoothed factor
(red, rhs)
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Figure A.6. Underlying factor (red, rhs) and smoothed probability of being in a
high-volatility regime (blue, Ihs)
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Annex B. Influence of the employment variable
in the information set

Following Chauvet and Hamilton (2005), we favour non-agricultural civilian employment
over non-farm payroll employment™ in the present paper (Section 4.1). The choice of the
employment variable in the information set mainly affects the detection of the 2001
recession and the estimation of the time-varying long-term GDP growth rate. Using non-
farm payroll employment significantly delays the dating of the end of the 2001 recession
in real time (Table B.1 and Table B.2), as already noted by Chauvet and Hamilton
(2005), and implies much larger revisions of the real-time estimates of long-term GDP
growth (Figure B.1 and Figure B.2). These two issues are related since failing to
identify the end of the 2001 recession forces the model to increase the estimate of long-
run GDP growth in order to account for observed GDP growth.

Table B.1l. Real-time dating of recessions using non-agricultural civilian
employment
Peak date - NBER Peak date - Peak date Peak date announcement -
Extended MS-DFM announcement - NBER Extended MS-DFM
2001 M03 2000 M11 2001 M11 2001 MO7 (-4m)
2007 M12 (Start of the
Great Recession) 2007 M11 2008 M12 2008 M10 (-2m)
. Trough date - Trough date Trough date announcement -
Trough date - NBER Extended MS-DFM announcement - NBER Extended MS-DFM
2001 M11 2001 M11 2003 Mo7 2002 M04 (-15m)
2009 MOG (End of the 2009 M6 2010 M09 2009 M10 (-11m)

Great Recession)

Table B.2. Real-time dating of recessions using non-farm payroll employment

Peak date - Peak date Peak date announcement —
Peak date - NBER Extended MS-DFM | announcement - NBER Extended MS-DFM
2001 M03 2000M10 2001 M11 2001 MO06 (-5m)
2007 M12 (Start of the
Great Recession) 2007 M09 2008 M12 2008 M05 (-7m)
Trough date - Trough date Trough date announcement —
Trough date - NBER Extended MS-DFM announcement - NBER Extended MS-DFM
2001 M11 2003 M07 2003 M07 2003 M12 (+5m)
2009 MOG (End of the 2009 M05 2010 M09 2010 M2 (-7m)

Great Recession)

1 |n the FRED-MD database, non-agricultural civilian employment and non-farm payroll employment have codes CE160V and

PAYEMS, respectively.
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Figure B.1. Smoothed estimates of the US annual long-term GDP growth rate
using non-agricultural civilian employment in the information set of the Extended
MS-DFM (consecutive data vintages: 2000M01 - 2017M01)
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Figure B.2. Smoothed estimates of the US annual long-term GDP growth rate
using non-farm payroll employment in the information set of the Extended MS-
DFM (consecutive data vintages: 2000M01 - 2017M01)
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Annex C. Identification of US business cycle turning points
Comparison with Chauvet and Piger (2008)

The comparison with Chauvet and Piger (2008) is based on the updated smoothed
recession probabilities that Jeremy Piger publishes every month on its website. ** We rely
on the vintage that he published in December 2017, which is also our last vintage of data.
Figure C.1 shows that the Extended MS-DFM specification brings an improvement to
the Chauvet-Piger (2008) specification for all recessions. Admittedly, we also get a false
but short-lived signal of recession in August 1983.

Figure C.1. Comparison of the smoothed recession probabilities from Chauvet
and Piger (2008), updated by J. Piger, and those obtained with the Extended MS-
DFM (Dec. 2017)
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12 See http://pages.uoregon.edu/jpiger/us_recession_probs.htm/history of real_time_recess.xIs.
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Annex D. Prior and posterior parameter distributions

Table D.1 gives the first two moments of the prior and posterior parameter distributions,
as well as the 95% confidence band of the posterior distributions of the Extended MS-
DFM parameters. Note that the prior distributions of all variance parameters are proper,
but only their expectations are defined because the first parameter of these inverse-
gamma distributions is set equal to two in order to limit the influence of the priors. See
Annex E for additional details on the calibration of the priors.

Table D.1. Prior and posterior parameter distributions of the Extended MS-DFM*

Prior Posterior
Distribution Mean Star_ld_ard Mean Star_1d_ard 95% bands
deviation deviation
yis N(0, 1) 0 1 2.07 0.14 1.82 2.37
i N(0, 1) 0 1 1.90 0.14 1.64 2.19
e N, 1) 0 1 077 0.10 0.59 0.96
yi N(0, 1) 0 1 0.28 0.05 0.18 0.38
ym N(0, 1) 0 1 0.09 0.06 -0.02 0.20
yin N(0, 1) 0 1 0.09 0.05 -0.01 0.20
yi N(0, 1) 0 1 0.14 0.05 0.05 0.24
GO <2, 3% : Var(Any) 0.15 - 0.24 0.03 0.18 0.31
(om)? 1G(2, Var(ay®)) 0.54 - 0.14 0.02 0.10 0.19
()2 1G(2, Var(ayR)) 0.93 - 0.50 0.04 0.43 0.58
(o™)? 1G(2, Var(ay®)) 0.38 - 0.32 0.02 0.28 0.36
(om)? 1G(2, Var(ayl)) 0.04 - 0.05 0.003 0.05 0.06
Wi N(0, 1) 0 1 0.75 0.11 -0.87 -0.45
Yy N(0, 1) 0 1 0.02 0.08 -0.14 0.18
YR N(, 1) 0 1 -0.37 0.04 -0.45 -0.29
(g N(0, 1) 0 1 0.15 0.04 -0.24 -0.07
Y N(0, 1) 0 1 -0.16 0.04 -0.25 -0.08
o N(O, 1) 0 1 0.04 0.12 -0.17 0.28
(0.)? 1G (2, 3% . Var(Ay‘ft)> 0.15 - 0.04 0.01 0.02 0.05
(au,l)‘ IG(2, 5e-3) 5.00e-3 - 9.24e-5 4.69-5 5.13e-5 1.30e-4
PrSpo Beta(90, 7) 0.93 2.61e-2 0.91 2.34e-2 0.86 0.95
PrSi4 Beta(470, 7) 0.99 5.50e-3 0.98 4.62¢-3 0.97 0.99
PrVy, Beta(285, 1) 0.99 2.58e-3 0.99 4.51e-3 0.98 1.00
PrVi, Beta(285, 1) 0.99 2.58e-3 0.98 8.34e-3 0.97 1.00
h IG(5, 10) 2.50 1.44 0.85 0.53 0.04 1.99
oo N(0, 1) 0 1 0.25 0.08 -0.38 -0.07
Uio N(0, 1) 0 1 0.28 0.08 0.10 0.42
Ho1 N(O, 1) 0 1 -0.54 0.14 -0.77 -0.25
U1 N(0, 1) 0 1 0.73 0.19 0.36 1.07

13 Estimation sample: 1970M01-2017M12. Data vintage: 2017M12. Remind that quo is set equal to 1 for identification purposes,
and not estimated (see Section 2 and Annex E).
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Annex E. State-space representation of the model and description
of the estimation methodology

State-space representation of the model

For estimation purposes, it is useful to consider two different state-space representations
of the MS-DFM with Markov-Switching volatility and time-variation in the long-term
GDP growth rate introduced in this paper. Notations are the same as in the main text.

Representation 1:
(

q 14 24 q 2 4 1, g (1 2 2 1
Ay = <§ a ¢+ 3 %61 ta;, ,+ 3M,t-3 + §a1,t_4> + Y10 (§ Acy + §Act_1 +Acy_o + §Act_3 + §Act—z

1 2 2 1
q q q q q
+ (§ Uy + §u1,t—1 Ut §u1,t—3 + §u1,t—4>
Ayi =y (L)Ace +ufy forj=1..4
) ag,t = atll,t—l +agn¢ 5 né~N(0,1)

d(L)Acy = ps,y, +y1+h-Vi-o.-nf 5 ni~N(0,1)

q a9 _ .4 9.4 _ 4..49 . .4
2% (L)ul,t =Up — YU g =07 " Eqp €,~N(0,1)

L YLt =l — Yl =07 g 5 g ~N(0,1) forj=1..4

Representation 2;

( q 1 q 2 q q 2 q 1 q q 1 2 2 1
Ay = (— o e P o P —aljt_4> + Yo (— Acy + =Aci_q + Acp_y +=Aci_3 + —Act_4>

3 3 3 3 3 3 3 3
1 2 2 1
+ (§ uil,t + §ui1,t—1 + u;l,t—z + §u;1,t—3 + §u;1,t—4»)

Y (LAY = Ay}?'* =y (Y] (L) Acy + 0™ - e =y (L)Y (L)Ace + 0™ - g 5 gf~N(0,1) forj=1..4
P

{ EV]m’* (L) =Acj,
a _ 4 + @ . a ~N(0 1)
At =1t 1 TO0a Nt 5 Nt )

d(L)Acy = ps,y, +J1+h-Vi-oc-ng 5 ni~N(0,1)

lpf(l')”;l,t = uil,t = 11uf,t—1 + qu ’ gft ; Sft"’N(O'l)



Using representation 2, the model can be cast in state-space from, as follows:

Measurement equation:

q a A
Ayie \_ (P Yiop P AC 0
mx* | — * t + Z m
Ay, O4s T 045 ya m €t

=Ay; =Z t

where:
Ay™ = Dy, . Ay ™)'

q _ (9 .4 q q q !
Ay = (al,t’ A1 A1e—2 A1 e-3) al,t—4)

AC; = (Acy, Acyq,Ac_3,Act_3,A¢y)

a_ (,49 ,4 q q q !
Ui = (ult'ul,t—l’ul,t—Z'ul,t—3'u1,t—4)
m __ m my/
et = (e, -, €41)

X, = diag(af™, ...,a7")

_ (1 2 1 2 1)
P=\33"3"3
y{g,* y{gl,*
oo | Y20l vt
m,* m,*

\V30 V31

o o o
SO © ©
o o o

m,* m,* m,* 7% mx
Yoo Yar Va2 Va3 Vas

Withy 1 =vj; =v3 = 0forj = 1..3, the following applies:

Yio =7Yjo
n1 = —vicvit
Vo1, = —V3o¥3i
< m):;rll'* = —y%l[)g}
V41' = —Vl'éll)ﬁ + Vlrll
Vaz© = —ViRYLL +vis
Vas = —VisWit + vis

S S A

36|



State equation:
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Al 054 J 0Os55 055 A?—1 Oa N¢
AC | =|Hsy, 0 |+ 055 @ Oss || ACe—y |+|V1+h - Vicoe ni |®6
Ul 09,1 Os5 Os5 W U, oy - ey
——
=a; =T =t
where:

Identification of the model

=1 0 0 0 0)

(1 01,4)
/= (14 041
$1 014

*=(1r o)
Iy 047

l_IJ — (lpfl 01,4)
14» 04,1

Kim and Nelson (1998) consider a model without volatility switches, nor low-frequency

fluctuations:

Ay = vi(L)Ace + uy

Yi(Luye = 0;- & ; €¢~1IDN(0,1)
dL)(Acy — ps,) = 0o *n° 5 ni~N(0,1)

For identification, they impose g, = 1. In our case, the volatility of shocks in the state
equation is left free to vary over time and we achieve identification by imposing y,;, = 1.
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Estimation methodology

The proposed estimation methodology relies on a Gibbs Sampling algorithm which aims at simulating
draws from p(a7r, Sir.Vir 7,9, 00,06™, ¢4, h, 0, 04, PrSog, PrSy1, PrVoe, PrVyy|Ay; 7). The
algorithm sequentially draws from the following conditional distributions:

P(‘ZTT |m: S:T; V:Tr 5)

p(718y1 7. @17, S Vir, ONF) = p(P|Ay1 7, dip P, 0™)
p(PlAy @i Sir Vin 0\P) = p(PlAy . a7, 0™, 0f)
p(of, 0™ Ayy 1, dir, S Vg, O0N\{of, 0™}) = p(oy, 0™ |4y, 1, a7, ¥, 3D)
p(b114y1 7, dir, S, Vi, O\b1) = p(ldir, S, Vi i by 0c)
(1Y 7, @17, Sy, Vi, ONI) = p(@ildir, S, Vi, b1, b, 0c)
p(1Ayy 7 @17, S, Vi, ONR) = p(Rldiy, Sip Vir 1.1, 0c)
p(0cldyy &7, S, Vir, ON0Z) = p(0cldry, Sip Vir, 1, 1)
p(0aldyrr, &y, S1p Viig, 6\0a) = p(0aldii)
P(Prsoo'PT511|m; arr STT' V-:T' é\{PrSOO'PTSM}) = P(PTSOO'PT511|S?T)
P(PTVOO' PTV11|A7T; arr STT' V-:T' é\{PTVOO:PTVn}) = P(PTVOO'PTV11|WT)

where the following notations are used:
Ay;r = (Byy, ., Ayr) s dig = (@, e, ) 5 S1p = (S, o, S7) 3 Var = (Vi o, Vi)
7 = (rio, ¥15 Y36, ¥56, Vs Vit vis, vi3)
b = (i i1 w3 I i)
o™ = (o, o', o, o)
£ = (oo Mot 10, P11)
()7, Y, alq, o™, ¢y, fi, h, 0,04, PrSog, PrSy1, PV, Perl)

™
M
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Step 1: Based on Representation 2, draw @y 7 conditional on Ay; .., S; 7, Vi r and model parameters,
based on the sequential Kalman filter with diffuse initialisation of Koopman and Durbin (2000, 2003)
and the simulation smoother of Durbin and Koopman (2002).

Step 2: Based on Representation 2, draw S 5 conditional on Ay; ., Acy 7, V1. and model parameters:*

T-1

P(SI..'TMYFE"' A—CT..T. V:T: é) = p(STlm; V:Tvé) . HP(5t|St+1:A—CT..t; V:T;é)
t=1

Step 2a: Run Hamilton’s (1989) filter to get p(ST|AcluT, Vit 5) and p(St|Aclnt, Vit 5) fort=
1.T-1

Step 2al: Initialise the filter with unconditional probabilities

P(So = leCO'V:T'é) =p(So =)
Step 2a2: from p(S,—; = j|Acy 41, V7, 8) to p(S; = k|Acy o1, V7, 6)

p(S. = kIAC 1, Vin8) = ) p(Se = ey = 10GT 1, Vi, 6)
J

= > (St = klSe-1 = j Aerem Vi) - p(Se-s = jIAC -1, Vi 7, )

J

Ste 2a3 fl’0m p(St = klAcl..t—lJ V:T, g) to p(St = klAcl..t' V:T' é)

f(ACt|St =k, ACFl:td—l'V:T' é) 'P(St = k|ACF1;:1:V:T:§)

S, = k|Acy ¢, Vip,0) = o Vir, 0
p( t | Cr.eo V1 ) f(ACtlAclut—livl..T'B)

£(8celacr 1, Vg 8) = ) f(BeclSe = k,AG 1,77, 8) -p(Se = KIAG ¢ 1,V 7,0)
k

Step 2a4. Store p(St = k|Acy +, Vi) 5) as an intermediate output of Hamilton’s filter.

Restart at Step 2a2 as longast < T — 1.

Y See proof in Annex F.
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Step 2b: from P(5t|AC1..t; Vir é) to p(5t|5t+1» Acy Vi, 9~)

P(5t+1 IS¢, A—CT..tr V:T’ 5) : P(St|Eru; V:T; é)

SelSe+1,8¢1 ¢, Vip,0) = A Vi, 0
p( t1Sesr, Acr e, Vir ) p(5t+1|AC1,,t;V1..T'9)

_ p(Se+11St) 'p(StlfﬁTt. VH, 5)
ij(st+1|5t = JTAGWV;ITé) 'P(St = jlAcye, Vit é)

p(St|Acl__t, Vit 5) is an intermediate output of Hamilton’s filter (Step 2a). A random number
drawn from a uniform distribution over [0,1] is used to generate S; based on the above formula.

Step 3: Based on Representation 2, draw V5 conditional on Ay; -, Ac; 7, S and model parameters:*

T-1

—_— —_— — —_— ~

Step 3a: Run Hamilton’s (1989) filter to get p(VT|AC1"T, Sir 5) and p(Vt|Acll_t, Sir 9~) fort=
1.T-1

Step 3al: Initialise the filter with unconditional probabilities

p(Vo = JjlAco, Sy, 0) = p(Vo = /)
Step 3a2: fl’0m p(Vt—l = lecl..t—l' SITT, é) to p(Vt = klACI..t—l!S:TI é)

p(Ve = kI 1, 577.8) = ) p(Ve =k Vers = 1061, S17,6)
J

= ZP(Vt = k|Vi_q =],—%,—é) 'P(Vt—1 =J'|ACF17:—1'5:T'§)

J

gy = £(8edlVe = A1, 511, 0) -p(Ve = MIAGy -1, Sir. )

V.=k r,5~ ) Ce . 0
p(Ve = klAcp, Sty f(AcelAcy ¢—1,S1.7,6)

f(8celacr e 1,577.8) = ) f(BcclVe = k,AG 1, S77,0) - p(Ve = KIAG (1, 577,0)
k

Step 3a4: Store p(Vt = k|Acy 1, S1 70 5) as an intermediate output of Hamilton’s filter.

> The proof is similar to the one given in Annex F.
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Restart at step 3a2 aslongast < T — 1.

Step 3b: from p(V;|Acyr, S1.1,0) t0 p(Ve Vi1, Acyr, S11, 6)

P(Vt+1 \Z A—CT..t; S:Tr 5) : P(Vt|m; S:T; é)
p(Vt+1|Et'9)

P(VelVes1,Ber e, S170) =

_ P(Ves1lVe) - p(VtIEEIt, SZT: a)
X p(Vt+1|Vt = ],—A&l—‘m?w,—é) 'P(Vt = f|AC1..t'51..T:9)

p(Vt|Acl__t, SiT 5) is an intermediate output of Hamilton’s filter (Step 3a). A random number
drawn from a uniform distribution over [0,1] is used to generate V; based on the above formula.

Step 4: For j=1..4, draw y}" conditional on Ay]"”l'fT, Ac;, ¢ and g™, based on representation 2 and the 4
following independent equations:

( A)ﬁntl'* = yiolAcis + 01" - &4
Ay, = y3eAcs + 03 ey
Aygtl'* = y3oAcs; + i - e3¢
kAthL'* = Ya0Acir + V41ACh 1 + VasAChi—p + Va3ACh 3 + 04" " €4t

Y40
Ya1
Yaz
Ya3

~N (v, A7)

Prior distributions: yjo~N (yjm, A]’”) forj=1.3andy;" =

Following Kim and Nelson (1998), we use y;" = 0 and Aj" = 1for j = 1..3, y4" = 04y, and

Notation: AC}'; 1 is the (TxN;) vector of right-hand-side variables in the above equations.

Posterior distributions:

-1 2 mF T A - -1 “2 S AR
N <[(ﬂ ) +(o/") "ACTy ACJTL-T] [(i ) "+ (o) "AC AYJ*.L.T] )

m) M2\ AT -
[(i) + (‘71' ) AC .1 AC],l..T]
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Step 5a: Draw 1{ conditional on u{ , ;. and o/, based on the following equation:

q q
U = 1rb11u1t 1+‘71 €1t

Prior_distribution: 1{ ~N (wf,Bf). Following Kim and Nelson (1998), we use ¥ =0 and
Bl =1 - B
1 - .

Notations: uf

Posterior distribution:

N([(B_lq) +("f) 11T1 11T 1] [Bq lp1+(af) u 1,% )

-1 g — . -1
q q q 1.d
[(B_l) +(07) “Wagos Wars ] >

Step 5b: For j =1...4, draw 1/1}" conditional on Ay} r, Ac; 7 and a;", based on representation 2 and the
4 following independent equations:

ijr’r% - y}”(L)Act = I/J;'rf(A}’},réq - ij(L)ACt—1) + Ujm " Ejt
=X7t =X[t_ Yy

Prior distributions: /" ~N (z/)m ) Following Kim and Nelson (1998), we use 1/)1 =0 and

J7
B" = 1.

Notations:'® X = AyT; —y/"(L)Ac, ; X7

ijr,ri - yjm (L)Acl

Ay]r,':lL" - YJm (L)ACT

Posterior distributions:

-1 _ - -1 -1 _ . .
N([(%) + (™) ZX],’{,,T_l’X],’{..T—l] [(i) ﬁ+(gjm) ZXJT,Y{..T—l X5l

-1 _ ~ _ -1
[(i) +(Ujm) ZXJT,’}..T—l 'X}ﬁ..r—1] )

1% Note that a3 drawn at Step 1 includes values for Acs, Ac,, Acy, andAc,, hence the possibility to compile /" (L)Ac; even for
j=4
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Step 6a: Draw ¢ conditional on u{ , ;. and v, based on the following equation:

uf' fuft 1+01 gft
Prior distribution: (a0)*~IG(vd, £9). For the shape parameter, we use v¥ = 2, the minimum
required for the prior to be proper and to have a well-defined expectation, but at the same time ensuring
that it remains uninformative. We choose the scale parameter flq so that the expected prior variance of
the idiosyncratic shock corresponds to half of the variance of GDP growth. Note that with vf = 2, this
prior has an expectation equal to flq.

Posterior distribution:

(o) NIG( f1 1(17” um—1 f) (uZVZT quT 1¢1)>

Step 6b: For j = 1...4, draw a}" conditional on Ay’ 7, Acy.r and ¥j", based on representation 2 the 4
following independent equations:

Ayt =y (L) Acy = YT (At — v (L)Ace—q) + o

m m. ..m
=Xjt =Xjt-1VPj

Prior _distributions: (ajm)2~IG (v/*,f{™). For the shape parameters, we use v]" =2, the
minimum required for the priors to be proper and to have a well-defined expectation, but at the same
time ensuring that they remains uninformative. We choose the scale parameters f;™ so that the expected
prior variance of the idiosyncratic shock corresponds to the variance of the corresponding observed

series. Note that with v/™ = 2, these priors have an expectation equal to f;™.

Posterior distributions:

T-1 1, p— — —
(o) ~16 (o + T 7+ 5 (O = X (6 — X))

Step 7: Draw ¢4 conditional on Acy 7, Sy 7, Vo r, and (us, v,, .., is,.v, ), based on the following (state)
equation:

Acy — Hs,vp ACt 1
ﬁl"‘h'Vf'O-C ﬂl+h Vt O-C
N——— e —

=7 —Zt 1

Prior distribution: ¢y ~N (ﬁg) Following Kim and Nelson (1998), we use ¢, = 0 and € = 1.
This prior allows for factor autocorrelation but remains diffuse given its large variance.
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Posterior distribution:

$118cr, Sr,pt0, i1 ~N (€ + Zo s Zige) | (€720 + Zarea Za ) (€ + Zigd Zira) )

Step 8: Draw pgg, Mo1, H1o and pqq conditional on Ac; 7, S;r, Vo7, ¢4, h and o2, based on the
following (state) equation:

Acy — ¢p1Act_q

—\[1+h'Vt'O-C
1 + Vt + St + St'Vt +
= oo —=—F o1 ——F o ——F 1 ——F V
W A+h Voo, CJ1+h Vo, O J1+h-Vico,  J1+h-Vi-o,

Hoo
_( 1 Vt St St'Vt ) Ho1
“\J1+hVeo, J1+hVeo, J1+hVeoe [1+hVeoc)\ Hio
H11

Hoo

Prior distribution: ji = Z;’; ~N(E,Q)-

Uit

Following Kim and Nelson (1998), we use i = 0,4, and D = Id,.

. Ac 1 Vi St StV
Notations: L, = ——— ; =
T tnves, | T \J1thVpeoe  J1thVpo, ([1+hVpo,  ([1+hVpo.

Posterior distribution:

ﬂ|m'S:T;m; ¢1,h, 0 ~
N((27*+RirRir) (D' +Ris'lir) (D7 +RirRo) )

1[p00<0,401<0,4411>0]

Step 9: Draw h conditional on Ac; 7, S 7, V1 7, ¢4, ji and o2, based on the following (state) equation:

Ac Acy_
_t=M5t'Vt+¢1 t1+ 1+h'Vt'Ut

Oc Oc Oc¢

Prior distribution: 1 + h 4+ h IG(vy, f,). For the shape parameter, we use v, = 5, thus ensuring
that the prior is proper and has a well-defined expectation but at the same time remains uninformative.
For the scale parameter, we use f;, = 10, thus implying a prior expectation of 2.5.
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Posterior distribution:

_— Yt Ly=13 \
—_— — —_— 2 1]
1+h|Acyr, S Vi 1,80, ~ IG | ) |
‘ \f + 2t lw=13- (Act — HUs,v, — ¢1ACt—1) /UCZ/
h
2 I[1+h=1]

Step 10: Draw a2 conditional on Ac; 7, S1 7, Vi, ¢4, fi and h, based on the following (state) equation:

Acy _ Us, v, & Acy—q
JithV, Ji+h-V, J1+hV,

Prior distribution: o2 ~ IG(v,,C,f,,C). For the shape parameter, we use v,_ = 2, the minimum
required for the prior to be proper and to have a well-defined expectation, but at the same time ensuring
that it remains uninformative. We choose the scale parameter f, so that the expected prior variance of
the shock to the common component corresponds to half of the variance of GDP growth (see Step 6a).

+ o, v,

Posterior distribution:

2
¥ (Act — HUs, v, — ¢1Act—1) \
t +\/ 1 + h * Vt

2

o T
of | Acy . S1p Vip b1, h ~ 1G | v, +§'fac +

Step 11: Draw ¢ conditional on a7 7 based on the following equation:

allz,t = allz,t—l +0q 1t

Prior distribution: o2 ~ IG(vaa,faa). For the shape parameter, we use v, = 2, the minimum
required for the prior to be proper and to have a well-defined expectation, but at the same time ensuring
that it remains uninformative. We choose a scale parameter £, equal to 0.0005 so that the uncertainty on
annual GDP growth after 10 years, as measured by its standard deviation, is roughly 2 percentage points,
which is in line with typical variations over 10 years of the US potential GDP growth rate released by the
Congressional Budget Office. '’ Note that the rationale is the same as in Antolin-Diaz et al. (2017), but
our scale parameter needs to be lower than theirs because they annualise quarterly GDP growth in their
information set, whereas we do not.

7 In the FRED economic database of the Federal Reserve of Saint Louis, the corresponding series has the code GDPPOT.
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Posterior distribution:

2
__ T Zt(ag,t ~ af,t—l)
0-3 | air ~ IG<V0'a+Evfaa+ 2

Step 12: Draw transition probabilities PrS,; and PrSg, conditional on S; 7

Prior _distributions: PrSy;~beta(uiy,ufy) ; PrSeo~beta(udy uy,). Following Kim and
Nelson (1998), we rely on informative priors reflecting the number and length of recessions over the
estimation sample: ug, = 90; u3, = uf, = 7; ug; = 470. The NBER estimates that the US economy
has known seven recession episodes between January 1970 and December 2017, covering 90 months in
total.

Likelihood function: L(PrSis, PrSee|Str) = PrSiy ™1 (1 — PrS;;)MoPrsy,™o (1 — Prsyq)nin
where nisj refer to transitions from state i to state j which can be counted based on S;.

Posterior distributions:

—~ s s .S sy . ~ s s .S s
PrSy|St.r~beta(us; + niy,uiy +niy) ; PrSeolSi.r~beta(ugy + ngo ugy + ngy)

Step 13: Draw transition probabilities PrV,, and PV, conditional on V;

Prior distributions: PrV;,~beta(u¥,,u¥y) ; PrVyo~beta(uly ul,). We rely on informative
priors to guide the identification of volatility states: u3, = 285; ugy, = uj, = 1; u3; = 285. These
priors correspond to a situation where the economy would spend roughly half of the time in a high-
volatility state and half of the time in a low-volatility state, with a limited number of transitions between
the two states.

Likelihood function: L(PrVys, Prigo|Vig) = Prvyy™1(1 — Priy;)™MoPriye™o (1 — Pri/g)mer
where n}’j refer to transitions from state i to state j which can be counted based on V7.

Posterior distributions:

PrVy, [Vyr~beta(uf; + nYy,ufy +n{y) 5 PrVoolVir~beta(ugy + ngo, upy +noy)
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Annex F. Smoothed inference on §; (business cycle state:
expansion or recession)

The state equation governing the dynamics of the underlying factor is given by:

¢(L)Acy = ps,y, +/1+h-Ve-oc-ng 5 ng~N(0,1)

Result 1: p(S1rlAyy 1. Aci.Vi1,0) = p(SirlAci 1, V1T, 0)
Proof: Once Ac, 7 is included in the information, Ay; . does not bring any additional information on

Sl..T'

p(St.r1Acy 7, Vyr,0) can then be rewritten as follows:

p(Srlber Vin8) - o
= P(5T|A01..T' Vit 9) 'P(ST—1|ST»A01..T' Vit 9) 'p(Sl..T—Zl'ST—lrSTr Acy.1,) V1..T:9)
Result 2: p(S7_1|St,Acy.1,V1.1.0) = (Sr-1|S7.A¢1.7-1, V1.7, 0)

Proof:
P(ST—l |S7, Acy 1, Va1, 9)

_ P(ACT|ST—1»ST» AC‘:T—L V:T» é) ) p(ST—l |S7, AC‘:T—L VITT' 9~)
p(ACTl'STJ ACTF—L V:T: 9)

= P(ST—1|5T' Acy g, V:T, é)
The last equality follows from the fact that Ac; does not depend on S,_;, hence:

P(ACT|ST—1»ST» AFCE‘» V:T» é) = p(ACTlsT' AFCT..T: V:T: é)

Result 3: p(S1.7—2|S7-1, 81, Ac1.1,.V1.1.0) = (S1.7-2|S7-1,S1.AC1 72, V1.1, 0)

Proof:
P(51..T—2 |S7-1,S7,Acy. 1 Va1, 5)

_ P(SL.T—Z. Acr_q,Acr|ST—1, ST, ACy 72, V:T: é)
P(ACT—L Acr|Sr—1,St)Acy 7-2, Vi 1) 9)

_ P(ACT—L Acr|Sy.7-2,S7-1,ST)ACt T2, V:T: é) : p(Sl..T—Z |St—1,S7,ACq 1-2, V:T' é)
p(ACT—llACTlsT—LST: Acy 72, V7, 9)

= p(S1.7-2IS7-1, 57, Acy 7-2, Vi1, 6)
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The last equality follows from the fact that Acr_; and Ac; do not depend on S; _,, hence:

P(ACT—1: Acr|S1.1-2,8S7-1,81,AC 12, V:T: é) = p(ACT—lr Acr|St—1,S7,A¢1.7-2, V:T; é)

Result 4: p(S1.7-21S7-1, 57, A¢1.7-2,V1.1,0) = P(S1.7-21S7-1,A¢1 7-2, V1.1, 0)

Proof:
P(S1..T—2 |S7-1,87,Ac1.7-2, V110 9)

_ p(ST|51..T—2'ST—1'A01..T—2' V:T' é) : p(Sl..T—Z |S7-1,AC1 72, V:T: 5)
P(ST |St—1,A¢1.7-2, V1.1, 9)

= p(Si.r—2ISr-1,8¢1.7-2, V1.1, 6)

The last equality follows from the fact that
p(STlsl..T—Z;ST—l'ACl..T—Z; V:T' 9) = P(ST|ST—1,AC1..T—2,V:T, 9~)

As a result, the smoothed inference on the state of the business cycle can be rewritten as follows:

p (S:T | AF)’TT; A?l.d.Tr VI}, 5)

= p(STlA’FliTI VI.-T" a) ' p(ST—llsT; AE;;—L ml a) ) p(S’ITTi—leT—ll AEI;—Z; m; 5)
T-1
= p(Srl8cir, Vir8) | [p(SilSes 5610 V37, B)
t=1

Note that p(S; = j|S¢41 = k, Acy.r, Vi1, 0) can be inferred from the filtered probabilities:
P(St =J|Str1 =k, ACl..t’V:T' é)

_ P(Sers = KIS, = ), B0, Vi 8) - p(Se = /1550, Vi )
P(St+1 = k| =Acyy, V:T,B)

_ p(St+1 =k|S: =, A—CT..D V:T' é) : p(St =j|m'V:T'§)
Yi0(Ser1 = kIS¢ = j, Acy ¢, Vi1, 0) - p(Se = jlAcy 1, Vi1, 0)

_ p(St41 = kIS =)+ P(St = jlAcy.t V:T' 9)
ij(5t+1 =k|Se =) 'P(St = JjlAcy .t V1..T:9)
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Annex G. Marginal likelihood computation of MS-DFMs

Marginal likelihoods allow to compare different DFM specifications (e.g. with or without Markov-
Switching features). Nevertheless, these quantities are typically difficult to estimate for hierarchical
models with large state vectors such as MS-DFMs.

Chib (1995) suggests to rely on the output of the Gibbs sampler in order to estimate the marginal
likelihood of a model. Denoting the vector of model parameters by 8, his method rests on the following
formula which relates the marginal and conditional likelihoods of the model and the prior and posterior
parameter densities:

f(dy:.716) - ()
o(614y, 1)

f(dyrr) = 1)

Since this formula holds for any admissible parameter value, it holds in particular for 8*, the posterior
mean of the vector of parameters, which is often recommended when applying Chib’s (1995) formula.
Taking logarithms, this formula can be then rewritten as follows™:

log f(Ay1.r) =log f(Ay,.r16%) +logp(6*) — log (6*|4yy 1) (2)

Evaluating f(4y;.7|6")

In the case of a MS-DFM, log f(4y, 7|6*) cannot be evaluated analytically, but the Kalman filter step
of the Gibbs Sampling algorithm provides draws from another conditional log-likelihood, namely
log f (4y1.11S1.7. V1.1, 8*), where the conditioning set includes the two Markov-Switching variables S 7

and V; 7, in addition to the vector of model parameters. These two conditional log-likelihoods can be
decomposed into sums of one-step ahead prediction densities, as follows:

T
log f (472.7187) = ) log f(Avelayie 1, 87) 3
t=1

T
Ing(Ayl.ﬂS:T'V:T'é*) = z logf(AytlAyl..t—I'S:T'V:T'é*)

t=1

T
= > logf(4yel4yi 1 STeVie ) ()

t=1

For each date, f(4y; |4y ¢—1,0%) is related to f (Ay; |4y ¢—1,S1.¢, Vi.p, %) by the following formula:

18 Note that §* includes all constant model parameters, but no Markov-Switching variable. It is indeed well known that Chib’s
(1995) formula gives more accurate estimates of model marginal likelihoods if the number of variables in the information set is
limited to the maximum extent.
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f(AytlﬁilT..ti—lr é*) = ff(AytIA?f.f-l.SZt, VFthr é*) '9(5:}: VZIAE?-L é*) ) dSZt ) dv{:t (5)

At first sight, it might seem that this integral cannot be evaluated because (Sy_¢, Vy.¢|4y;.¢—1,07) is not
known analytically, contrary to f(Ay;|4y;.¢—1,51.c V1., 8*) Which is an output of the Kalman filter.

Nevertheless, the integral can be numerically approximated by drawing from g(Sy.;, Vi_¢|4y1.¢-1,0%)
using a particle filter.

Particle filter

The particle filter applies the logic of sequential importance sampling.”® Instead of drawing from
9(S1.t,Vit|dyy1, 6*) independently at each date, what the algorithm developed by Gerlach, Carter and
Kohn (2000) would allow doing at very high computational costs if were used for as many dates as in the
present setup where the sample covers close to 600 months, g(Sy.., V;_|4y;.., 87) is approximated with
an importance distribution g, ¢(Sy ., Vy |4y, ¥) taking a recursive form:

ql..t(S:t: VZtMYL.t:J’) = Qt(st' VelS1.e-0Vit-1,4Y1.60 J’) ) Ch..t—l('sl..t—l' V1..t—1|AJ’1..t—1'1/’~) (6)

Particle weights

Since particles are drawn from the importance distribution ql..t(S:tr V’[}|Ay1"t,z/7) rather than the target
distribution g(Sy.;,V1.¢|4y1..,0%), they need to be appropriately weighted for the evaluation of
f(4y:|4y, —4,6"). Equation (5) can be rewritten as follows:

f(AYt|AJT;:—1'§*) = ff(Ath)T;:_l,SZt, V]}@*) 'g(Sfp V;t|A}7;:—1'§*) ) dSZt ) dV;t

9(S1.-1, Vi e-1lAy1¢-1,67)
CI1..t—1(SI;j1' VI.-;1 |A}717td—1' ll’)

=Wi1(S1.t-1.V1.t-1)

) Ch..t—l(Sl..t—l: V1..t—1|A)’1..t—1;ll)~) : dSZt ) dVFth (7

— [ £yl STV 8) - (S VelSecn Ve, 07)-

9(SteVie |A_y:t:§*)
~ QE(SZDV?HA_Y:MY))'
these weights as a ratio of un-normalised weights Wt(Sl..t: Vl..t) to a normalisation factor Z;, as shown in
equation (8).

Particle weights at date t are defined as Wt(S]Tt, Vie) = It is convenient to rewrite

19 For an introduction to particle filters and sequential importance sampling, see Doucet and Johansen (2011), and in particular
their Section 4.6.1 on conditionally linear Gaussian models.
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w, (s, v = 2o e 400) ! ®)
t\1.o 7L 01t (SieVieldyr e D) [h(Sie Vi Ay ¢l67)-dS; - dVyi,
=we(S1.eVie) EZl
t

The normalisation factor Z, can itself be computed using the importance distribution
CI1..t(51..t: Vitldyi.e, 9*)1

Zy = fh(S:t: V-;:t' AY1..t|§*) : dSZt : dV-;t

_ [ M e
Q1..t(Szt' V:AZTJ/T..’M/’)

=we(S1e V1)

ql..t(SZtl V;tMYL.t’ l/;) : dS:t ) dVFj:t 9

Equation (9) shows that, in practice, Z; can be computed as the sum of unnormalised weights for a
sample of particles drawn according to the importance distribution ql..t(S:tr VZt|Ay1__t,§*). In the
following, we will thus focus on unnormalised weights.

It turns out that a convenient recursion applies for the computation of un-normalised particle weights, as
shown by equation (10).

Wy (SZt; V:t)

_ h(SZt: V:t: A}’1..t|§*) h(51..t—1' Vl..t—l'Ayl..t—llé*) (10)
h(51..t—1: Vie-1,4Y1.6-1 |9*) "t (St; VelS1.t-1 Vie—1,4Y1.00 lp) ql..t—l(sl..t—lr Vie-1l4Y1.e-1 l/J)
=ar(S1.eVie) =w_1(S1.e-1V1.6-1)

The transition factor a, (S, V1., ) between un-normalised weights at dates (t-1) and t can be rewritten as
follows:
P(St' Ve, AyelS1.t-1,V16-1,4Y1. 61 9*)

qt (St: VelS1.e-1Vit-1, 4160 11’)

a (SZt' Vlvt) =

_ f(AYtlAyl..t—l'SIt' V;t' é*) ) P(St' VelS1.t-1 Vie-1,4Y1.6-1) é*)
Clt(St' VelS1.t-0,Vit-1,4Y1.60 l,b)

f(AytlA}TlT;—l'SIt' VZt' é*) : P(St' VelSe-1, Vt—l'é*)
Clt(St' VelS1.t-1, VZZ, Ay, ¢, l,b)

(11

= a (SZt' VTt) =

The last equality follows from the Markov structure of the model, implying
P(St' Vt|51..t—1'V1..t—1'A}’1..t—1:9*) = P(St: Vt|5t—1:Vt—1:9*)-
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Resampling

In the present setting where the time horizon is long (close to 600 months), it is very likely that some
particles get a disproportionate weight as compared to others, which leads to an increasing variance of all
particle-based estimators. In order to avoid this problem, we apply multinomial resampling each time the
effective sample size (ESS) falls below half of the sample size. We thus follow Doucet and Johansen
(2011) who report that multinomial resampling outperforms other resampling schemes in most scenarios
and that it is better not to resample at each step. In practice, the effective sample size at date t for a
sample of N particles indexed by i is computed as follows:

N _1
ESS, = Wiz) (12)
(v

It takes values between 1 (when a single particle gets all the weight) and N (when particles are equally
weighted).

Functional form of the importance sampling distribution

We follow Doucet and Johansen (2011, Section 4.6.1) for the choice of the importance sampling
distribution that minimises the variance of particle weights at each date:

q: (St: VelS1.t-0Vit-1,4Y1.60 lﬁ) = P(St; VelS1.e-0V1t-1, 4160 §*) (13)

This probability can be evaluated for the four possible values that (S;, V;) can take, using Bayes formula
and the estimation of f(Ay,|4y; t—1,S1.t, V1., 0*) returned by the Kalman filter:

— — — A« f AYtlAyl..t—l'S:t'V;tfg* Y St'Vt|51..t—1'V1..t—1:A3’1..t—1:9~*
P(St:Vt|51..t—1;V1..t—1'AJ/1..t'9 ) = ( —-)- (~ —> )
f(AytlAyl..t—l'Sl..t—l'Vl..t—l’6 )

_ f(A}’tM)’FthJ—LSZtJ Vﬁl:t: é*) : P(St' VelSt-1, Vt—bg*)
f(AYt|A}71;:1'5$1'VI;j1'9*)

(14)

This choice of functional form for the importance sampling distribution g, also has implications for
a;(S1.¢, V1.t ), which can be rewritten as follows:

at(S:t' VTt) = f(Ath)T;ti_l,S::l,VI:l, 9*)

= Zf(A)’t|AY1..t—1'S1..t—1»V1..t—1:5t =i,V =] é*) 'P(St =i,V :jlst—ert—lvé*) (15)
ij

Equation (15) shows that a,(S;_;, V;_) can be evaluated using f(Ay,|4y; t—1,S1.¢, V1., 07), Which is an
output of the Kalman filter, and the prior transition probabilities of the Markov-Switching variables.
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Evaluating ¢(8*) and ¢(0*|4y; 1)

Here we follow the strategy advocated by Bauwens and Rombouts (2012). The key to evaluate <p(§*)
and @(87|4yy.r) is to split the vector §* into the same subvectors (5, ..., ¢ ) as in the Gibbs sampling
algorithm. In this case, the prior density <p(§*) can be evaluated using K analytically known
distributions, as follows:

0o@)=] [o@ ao

The posterior density (p(é*Myl__T) can also be factorised into K terms corresponding to the different
Gibbs sampling steps:

¢(0"14y1.7) = 0(0714y1.1) - (63161, Ay1 1) - . - 0 (OklOS, .. O 1, Ay1r) (A7)

Each of these terms is finally evaluated using G draws from an auxiliary Gibbs sampler. For example,
@(63167, Ayy.7) is evaluated as:

G
1 — —_ e —
= (G55, .. B STy Vi By )
i=1
where 8 is the posterior mean of the first subvector of parameters, and (63, ..., 8, St 5, Vi ;) are draws

from an auxiliary Gibbs sampler which is similar to the one used in the main text, except that 9, is set
equal to 51’? The same reasoning applies for the other terms in equation (17).



