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A MODEL IN CONTINUOUS TIME AND SPACE TO STUDY

ECONOMIC MIGRATION

Carmen Camacho1,* and Agust́ın Pérez-Barahona2,3

Abstract. Population movements modify the environment, land-use, and shape the landscape
through urbanization. Furthermore, migration has become one of the most relevant determinants of
global human health and social development. The objective of this paper is to provide a framework to
understand the economic and natural factors responsible for migration and population agglomerations
and their environmental consequences. In this regard, we develop an economic model in continuous time
and space adapting Hotelling’s migration law to make individuals react to possible improvements of
their welfare. First we show that there is solution to this spatial-dynamic problem. Then, we illustrate
the properties of the economy and the associated population dynamics through numerical simulations.
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1. Introduction

Changes in the spatial distribution of humans trigger modifications in geography and shape the environment.
Moreover, migration has become one of the most relevant determinants of global human health and the associated
social development. Among the many factors that explain human migration the economic literature points
out unemployment and wage differentials [23, 26], political factors such as wars and prosecution [37], and
environmental problems such as floods, draughts or the sea level rise [1, 20, 24, 28]. In this paper we provide
a model à la Solow in which the economic reasons that trigger human migration are well founded and evolve
with the human flow and the environmental quality. In contrast to previous papers such as Volpert et al.
[39], the environmental conditions are endogenously determined, encompassing spatial population dynamics
and economic activity. Our setting is continuous in space and time. Therefore, short and long-run motives,
population configurations and their consequences can be analysed from a local, regional and global perspective.

Migration flows are paramount in contemporary economies. In order to understand the role played by this
source of population dynamics, a number of authors have proposed models with labor movements. Many consider
partial equilibrium analysis, where the dynamic implications of migrations on the regional economy at origin
and destination are absent. As a consequence, they cannot analyse the short and medium effects of population
movement (see among others [6, 7, 10, 11, 30]). Only few models encompass migrations and their effects on the
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economy both in the short and the long term. Most of them belong to the New Economic Geography literature,
which aims at understanding uneven development and the emergence of economic agglomerations. Fujita and
Thisse [17] develop a two region – three sector model in which skilled workers can migrate. They find that the
symmetric distribution of workers is the unique equilibrium, but it is unstable. In Krugman [22] and Fukao and
Benabou [15] agents compare current salaries to decide whether to migrate or not. They also conclude that the
symmetric equilibrium is unstable. Gianetti [19] proposes a general equilibrium framework where individuals’
skills are complementary. This induces self-selection in migration. If the skill premium increases with average
human capital, then skilled workers will move to rich regions. In the long-run labor is segregated by skill.

Some research has also utilized continuous space settings following the pioneering works of Hotelling [21],
von Thünen [38] and Salop [33]. Fujita et al. [15] describe the evolution of sectoral employment in a circle.
Following Turing [36], they assume an initial uniform distribution of labor among sectors and at all locations. If
the economy receives a sufficiently large shock, then two agglomerations can surge in opposite locations. Mossay
[27] studies the role of expectations formation in economic settings with continuous space. If initial endowments
are sufficiently unequal, rational adjustments can promote convergence.

Our paper reconsiders Hotelling (1929)’s [21] approach. Hotelling proposed a provocative vision of economics
on space, underlining the diffusion nature for human migration. Under this lens, individuals react to changes
in salaries and move like a flow. In 1951, Skellam rediscovered and applied the very same migration law in
biology. Skellam [34] proposes distinct diffusion laws for the spatial dynamics of forests and various species
of small animals. In this set-up population diffusion depends on the population concentration together with
the fertility and mortality rates, which are location specific. Noteworthy, the resulting dynamics coincide with
the trajectories of a model in which individuals move randomly, that is, following a Brownian motion. Based
on Hotelling’s law, Beckmann and Puu [4] and Puu [31] modeled population diffusion as a function of spatial
productivity differentials. Puu [32] integrates Skellam’s law into his model of Puu [31]. This time there are two
forces in place. First, population moves towards less populated areas. And second, population moves towards
areas offering higher wages.

Also building on Hotelling [21], some recent authors have further analyzed the economic motives that urge
people to migrate. Beckmann [5] enunciates and solves the spatial problem presented by Hotelling assuming a
convex-concave production function. Two works are particularly close to ours. Alvarez and Mossay [3] propose
a migration law which captures three decisive demographic factors: population growth, population diffusion and
migration drift towards preferred regions. They additionally consider climate and economic outcomes as relevant
factors in migration. However in this setting population movements do not affect the economic situation. In
other words, the interaction between population spatial dynamics and economic outcomes is neglected.

From a mercantilistic perspective, Volpert et al. [39] introduce a model where population is attracted by the
wealth accumulated in each location. Locations create new wealth by combining natural resources, labour and
physical capital. Natural resources are exogenous, while the levels of labour and physical capital are assumed to
be proportional to location’s population density and wealth, respectively. Consumption, which is also considered
as proportional to population density and wealth, directly reduces the stock of wealth of the location. This
framework allows for the diffusion of population and wealth across locations. However, in contrast to the
previous literature, it additionally includes cross-diffusion effects of both state variables: wealth differences
between locations induce migration, implying in turn the transportation of part of the wealth accumulated.
With this model in hand, they put forward spatio-temporal patterns of population in the form of travelling
waves.

All the aforementioned literature assumes that individuals follow demographic flows, or at best a combination
of environmental and economic conditions. In the present work we conduct a similar exercise, although we
endogenize locations’ economy. Indeed, since production requires labor, the final outcome at each location
depends on the size of its population and hence on migration. In order to emphasize the role of environmental
conditions in contemporary economies, we also consider that environmental quality is an additional production
input. This feature particularly allows us to illustrate the possible environmental degradation due to population
movements. We prove the existence of solution to this spatial-dynamic framework.
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Discretizing the corresponding system of partial differential equations (PDE), we use an algorithm to numer-
ically illustrate the dynamic characteristics of the economy. We study how initial spatial inequalities, i.e., first
nature causes [9, 16], evolve in time, inducing different geographical patterns. We explore the importance of
initial endowments, both in terms of labor and the environmental quality. Although migration smoothes out
spatial differences, we find that if the environmental quality is not evenly distributed it can trigger everlasting
inequalities. In this respect, our results show that diffusion does not play a major qualitative role. Instead, its
role is mainly quantitative, accelerating or decelerating the dynamics of population. Regarding the role played
by heterogeneity in total factor productivity and in environmental sensitivity, we identify the existence of oppo-
site migration forces. We distinguish between primary forces that privilege the agglomeration of individuals to
increase production, and secondary forces that affect individuals utility in various ways, such as technological
disparities. Finally, we complete our numerical analysis by including the environmental quality into individuals’
welfare. Richer dynamics arise, including travelling waves.

The article is structured as follows. We present our version of Hotelling’s migration law in Section 2. Section 3
sets the spatial-dynamic framework, which specifies the migration law considered for this paper. Although in
Section 3 the geographical space is one-dimensional, Section 4 proves that there is solution to a generalized
problem in which space is M-dimensional with M ≥ 1. Then, we numerically illustrate the spatial dynamics of
our economy in Section 5. Finally, Section 6 concludes.

2. A version of Hotelling’s migration law

Hotelling [21] migration law postulates that individuals move according to the gradient of salaries. In this
logic, individuals move towards the locations offering the highest salaries. As mentioned in the introduction, this
modelling strategy was also adopted in Puu [31], Beckman and Puu [4] and Beckman [5]. Denoting by h(x, t)
the population at location x and time t, the dynamics of population are described according to Hotelling by
the following parabolic PDE:

ht(x, t)− hxx(x, t) = wx(x, t), (2.1)

where w(x, t) denotes the salary per unit of labor at location x and time t, wx is the spatial derivative of w

and, as usual, we adopt the notation ht ≡ ∂h(x,t)
∂t , hxx ≡ ∂2h(x,t)

∂x2 . Here t ∈ [0, T ] and x ∈ Σ ⊆ R.
In contrast to Hotelling’s migration law, we assume that individuals move following the gradient of their utility

as in Ottaviano [29]. Individuals move towards locations that provide higher utility or higher instantaneous
felicity, that we call u. We specify u in Section 3. Under this assumption, the resulting spatial-dynamic law of
human capital is

ht(x, t)− dhxx(x, t) = ux(x, t), (2.2)

where d ∈ R is the diffusion parameter. Notice that introducing a parameter to account for diffusion allows us
to consider different degrees of population mobility. For d ≥ 0, a low value of the diffusion parameter can be
identified with the existence of barriers to migration. It could also be interpreted as the percentage of people
willing to migrate and who succeeds.

3. A spatial model to account for migration

We set a model to describe individuals migration in a bounded region of space as a response to changes in their
utility. The initial distribution of population over Θ ⊂ R is known. Production of the unique consumption good,
Y , requires labour and environmental quality. As observed in the introduction, the latter input incorporates
the effect of the environmental degradation induced by population mobility. In our simple set-up we use a wide
definition of environmental quality, which can also include the availability of natural resources as in Mariani
et al. [25]. Following the standard economic literature, inputs transform into consumption good through a
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production function F :

Y (x, t) = A(x, t)F(h(x, t), r(x, t)),

where A is total factor productivity and r represents the environmental quality of location x at time t. F satisfies
the following assumption:

Assumption 3.1. F is a positive, increasing, differentiable function of population and the environmental
quality:

F(h, r) ≥ 0, and F ′h(h, r) ≥ 0,F ′r(h, r) ≥ 0,

for all (h, r). Furthermore, F(h, r) > 0 for h, r > 0.

Assumption 3.1 implies that the production function is strictly positive for interior solutions, and that the
larger the labour force and/or the environmental quality the larger the production.

Without loss of generality, the price of the consumption good is normalized to 1. Assuming that there is no
trade in the final good, individuals can only consume the production of their own location.

The environmental quality is damaged by the location’s production:

rt(x, t) = −δY (x, t) + γr(x, t), (3.1)

where δ represents the environmental degradation induced by each unit of consumption and γ ∈ [0, 1] is the
natural regeneration rate of the environment. The initial environmental quality is known. Note that in contrast
to the population, the environmental quality does not move in space, that is rx(x, t) = 0. We consider this
simplification in order to concentrate on the movement of population.1

As frequently assumed in the economic literature, individuals measure their welfare by means of a utility
function u, which depends solely on consumption and it verifies2

Assumption 3.2. u is a positive, increasing and concave function of individual’s consumption, c. u is twice
differentiable and

u(c) ≥ 0, u′(c) ≥ 0 and u′′(c) ≤ 0, for all c ≥ 0.

With these elements in hand, we can rewrite the migration law in (2.2) as

ht(x, t)− dhxx(x, t) = u′(c(x, t))cx(x, t). (3.2)

We can substitute c(x, t) = A(x,t)F(h(x,t),r(x,t))
h(x,t) in (3.2) to obtain:

ht − dhxx = u′
(
A
F(h, r)

h

)[
Ax
F(h, r)

h
+A
F ′h(h, r)

h
hx +A

F ′r(h, r)
h

rx −A
F(h, r)

h

hx
h

]
. (3.3)

where Ax = ∂A
∂x and hx = ∂h

∂x . Gathering the partial derivatives of h on the left hand side, we can rewrite (3.3)
as

ht − dhxx − u′
(
A
F(h, r)

h

)(
A
F ′h(h, r)

h
hx +A

F ′r(h, r)
h

rx −A
F(h, r)

h

hx
h

)
= u′

(
A
F(h, r)

h

)
Ax
F(h, r)

h
. (3.4)

1Camacho and Pérez-Barahona [12] provide a spatial-dynamic set-up where natural resources move across locations. Nevertheless,
this hypothesis applies to many natural resources such as forest, agricultural land, lakes, aquifers, etc.

2In Section 5.5 we study numerically the model with a utility function that depends on both consumption and environmental
quality.
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In addition to (3.4), the initial distribution of population h0(x) ≡ h(x, 0) and the initial environmental quality
r0(x) ≡ r(x, 0), we need boundary conditions to describe the behavior of the state variable at δΘ, the border
of Θ. Hence, our objective is to ensure the existence of the solution to

O



ht − dhxx − u′
(
AF(h,r)

h

)(
A
F ′h(h,r)

h hx +A
F ′r(h,r)

h rx −AF(h,r)
h

hx
h

)
= u′(AF(h,r)

h )Ax
F(h,r)
h ,

rt(x, t) = −δAF(h, r) + γr(x, t),

hδΣ = a(t),

rδΣ = b(t),

being a(t) and b(t) known functions ∀(x, t) ∈ Σ× (0, T ]. Note first that there is no second order spatial cross-
effect in O, i.e. there is no hxt nor rxt. It is a key feature of our modelling and we will convert this observation
into an assumption in next section. Second, the PDE governing population dynamics involves a non-linear
operator associated to the first order derivatives. This non-linearity needs to be treated carefully. Most of the
results proving the existence of a solution to systems of parabolic PDE are specific to linear operators. In the
following section, we will adapt the existence result in Crandall et al. [14] to problems like O defined over a
M-dimensional space.

4. Existence of a solution

Next, we extend in a simple manner Crandall et al. [14] to prove the existence of a solution to a Dirichlet
problem describing the evolution of a N dimensional variable, u, defined over Ω ⊆ RM . The dynamics of
the variable is defined by F . We assume that N ≥ 1, F : Ω × RN ×MN×M × S(M)N → RN , where Du ∈
MN×M is a matrix of size N ×M , which collects the partial derivatives of u = (u1, u2, . . . , uN ) with respect to
x = (x1, . . . , xM ). With an abuse of notation, we define D2u = (D2u1, . . . , D

2uN ), where D2ui is the Hessian
matrix of ui. Hence, D2u is a collection of N diagonal square matrices of dimension M , i.e. D2ui ∈ S(M), for
i = 1, . . . , N . Hence our problem is

D

{
F (x, u,Du,D2u) = 0, in Ω ⊆ RN ,

u = 0, on δΩ.

A solution u to this problem is a function u ∈ C(Ω̄), u : Ω→ RN , that is a viscosity function of F = 0 in Ω
and satisfies u(x) = 0, for x ∈ δΩ. We will need the following assumptions:

Assumption 4.1. We assume RN is endowed with the usual Euclidean norm so that F is defined over a
topological space.

Assumption 4.2. F : Ω×RN ×MN×M ×S(M)N → RN , is a continuous and proper function, with non-empty
compact values.

Note that in order to ensure the existence of a solution we do not need the usual neoclassical hypothesis on
F . Indeed, we only require that F is proper. We say that a function F is proper if

F (x, r, p,X) ≤ F (x, s, p, Y ),

whenever r ≤ s with r, s ∈ RN and Y ≤ X, that is Yi ≤ Xi for i = 1, . . . , N , Xi, Yi ∈ S(M). Regarding order
in S(M), we assume that S(M) is equipped with the Löwer ordering or positive semi-definite ordering.

Definition 4.3. For any two matrices A,B ∈ S(M), A is larger than B in the sense of Löwer and we write
A ≥ B, if and onnly if vTAv ≥ vTBv, for all v ∈ RN .
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We also need some regularity of the solution u we are looking for:

Assumption 4.4. u : Ω→ RN is continuous, with non-empty compact values.

In order to prove the existence of a solution, we follow Perron’s method. First, let us define the upper
hemicontinuous envelope of a function w(x) as

w∗(x) = lim sup
r→0
{w(y) : y ∈ Ω and | x− y |< r}.

Similarly, the lower hemicontinuous envelope of a function w(x) is defined as

w∗(x) = lim inf
r→0
{w(y) : y ∈ Ω and | x− y |< r}.

Perron’s method is based on the following theorem:

Theorem 4.5. Let comparison hold for D in Ω, that is, if w is a subsolution of DP and v is a supersolution
of D, then

w ≤ v,

that is, wj ≤ vj for j = 1, . . . , N . Suppose there exists a subsolution u and a supersolution ū of DP that satisfy
that

u∗(x) = ū∗(x) = 0, for x ∈ δΩ.

Then

W (x) = sup
{
w(x) : uj ≤ wj ≤ ūj , and w is a subsolution of D

}
is a solution of D.

Before dealing with the proof of the theorem, we need some preliminaries which are presented in Section 4.1.
The theorem is proved after, in Section 4.2. Section 4.3 seeks for an upper and a lower solution to O under some
assumptions on the functional forms. We assume those forms that will be utilized in the numerical exercises of
Section 5.

4.1. Preliminaries

In the proof of Theorem 4.5, we invoke Berge’s Maximum Theorem to ensure that a function reaches a
maximum3:

Theorem 4.6 (Berge’s Maximum Theorem). Let Ψ : X → Y be a continuous correspondence between topological
spaces with non-empty compact values, and suppose f : GrΨ → R is continuous. Define the value function
m : X → R by

m(x) = max
y∈Ψ(x)

f(x, y)

and the correspondence µ : X → Y of maximizers by

µ(x) = {y ∈ Ψ(x) : f(x, y) = m(x)}.
3This version of Berge’s Maximum Theorem is extracted from Aliprantis and Border [2].



THE GEOGRAPHY OF ECONOMIC MIGRATION 7

Then:

(i) The value function m is continuous.
(ii) The argmax correspondence µ has non-empty compact values.

(iii) If either f has a continuous extension to all of X × Y or Y is Hausdorff, then the argmax correspondence
µ is upper-hemicontinuous.

If function ψ is also C2 with non-empty compact values, then u− ψ satisfies Berge’s assumption and u− ψ
reaches a local maximum at x̂. Hence, Du = Dψ and D2ui ≤ D2ψi in the sense of Löwer, for all i. If we abuse
again of notation, let us denote D2ψ = (D2ψ1, . . . , D

2ψN ) the vector made of the Hessian matrices associated
to ψ = (ψ1, . . . , ψN ).

Note that since the function F defining our problem D is proper, then

F (x̂, u(x̂), Dψ(x̂), D2ψ(x̂)) ≤ F (x̂, u(x̂), Du(x̂), D2u(x̂)) ≤ 0.

Therefore, if u is a subsolution of F = 0 then

F (x̂, u(x̂), Dψ(x̂), D2ψ(x̂)) ≤ 0,

whenever ψ ∈ C2 and x̂ is a local maximum. In the proof, we apply numerous times Taylor approximations.
Let us recall here a version of Taylor’s Theorem:

Theorem 4.7. Let f : RN → RN , at least twice continuously differentiable. We can approximate the value of
the function f at y in RN using the known values f(x), ∇f(x) and H[f(x)] for x in RN sufficiently close to y:

fi(y) = fi(x) +∇fi(x)T (y − x) +
1

2
(y − x)TH[fi(x)](y − x) + o(| y − x |2), (4.1)

where ∇fi(x)T =
(
∂fi
∂x1

, . . . , ∂fi∂xN

)
and H[fi(x)] is the Hessian matrix of function fi evaluated at x for all

i = 1, . . . , N .

Making use of Taylor’s Theorem, we can write that for every i = 1, . . . , N

ui(x) = ui(x̂) +∇ui(x̂)T (x− x̂) +
1

2
(x− x̂)TH[ui(x− x̂)](x− x̂) + o(| x− x̂ |2).

Hence if x is sufficiently close to x̂, and since Dui(x̂) = Dψi(x̂) then condition C below holds

C : ui(x) ≤ ui(x̂) +∇ψi(x̂)T (x− x̂) +
1

2
(x− x̂)TH[ψi(x− x̂)](x− x̂),

for every i = 1, . . . , N . Let us introduce the following notation p = (Dψ1, . . . , DψN ), X = (D2ψ1, . . . , D
2ψN ).

Following Crandall et al. [14], we define a subsolution u of F = 0, as a function that satisfies

F (x̂, u(x̂), p,X) ≤ 0,

when ψ is C2 and x̂ is a local maximum of u− ψ.
We need to define the set Θ ⊆ Ω ⊆ RM , on which we can find x such that F ≤ 0. We define J2,+

Θ u(x̂) in
relation to x̂:

Definition 4.8. If u : Θ → RN , then J2,+
Θ u(x̂) : Θ →MN×M ×S(M)N is the second-order superjet of u at x̂,

made of the couples (p,X) that satisfy condition C.
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4.2. An existence theorem

This proof proceeds in two steps and several lemmas:

Lemma 4.9. Let Θ ⊂ RM be locally compact, F a lower semicontinous function defined over Θ × RN ×
MN×M × S(M)N , and F be a family of solutions of F ≤ 0 in Θ. Let

w(x) = sup{u(x) : u ∈ F},

and assume that the upper semicontinuous envelope of w, w∗ is finite. Then w∗ is a solution of F ≤ 0 in Θ.

That is, the upper semicontinuous envelope of w, w∗, is a solution. The lemma takes the supremum of a
family of functions and then it smoothes it. Lemma 4.9 shows that the resulting function is a subsolution of
F = 0. The proof of Lemma 1 comes later, first we need the following proposition:

Proposition 4.10. Let Θ ⊂ RM be locally compact, v an upper semicontinuous function defined on Θ,
z ∈ Θ and (p,X) ∈ J2,+

Θ v(z), with p ∈ MN×M and X ∈ S(M)N . Suppose that un is a sequence of upper
semicontinuous functions on Θ such that

(i) there exists a sequence xn ∈ Θ such that (xn, un(xn))→ (z, v(z));
(ii) if zn ∈ Θ for all n and zn → x ∈ Θ, then lim supn→∞ un(zn) ≤ v(z). Then, for every n there exists x̂n ∈ Θ,

(pn, Xn) ∈ J2,+
Θ un(x̂n) with pn ∈ RN and Xn ∈ S(M)N , such that

(x̂n, un(x̂n), pn, Xn)→ (z, v(z), p,X).

Proof of Proposition 4.10. Without loss of generality, we can assume that z = 0. Then, for every δ =
(δ1, . . . , δN ), with δi > 0, there is a r > 0 such that

Nr = {x ∈ Θ :| x |≤ r}

is compact, and that for x ∈ Nr and for every i = 1, . . . , N

vi(x) ≤ vi(0) + 〈pi, x〉+
1

2
〈Xix, x〉+ δi | x |2 .

We know that there exists a sequence {xn}n, with xn ∈ Θ, ∀n such that

(xn, un(xn))→ (0, v(0)).

By Berge’s Maximum Theorem, the following function

ui,n(x)−
(
〈pi, x〉+

1

2
〈Xix, x〉+ 2δi | x |2

)
has a maximum over Nr, x̂n ∈ Nr, and this is true for every i. Then since x̂n is a maximum

E : ui,n(x) ≤ ui,n(x̂n) + 〈pi, x− x̂n〉+
1

2
(〈Xix, x〉 − 〈Xx̂n, x̂n〉) + 2δi

(
| x |2 − | x̂n |2

)
,

for any other x ∈ Nr.
In this proposition, we prove the convergence of

(x̂n, un(x̂n), pn, Xn)→ (z, v(z), p,X)
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element by element. Note that first it had been assumed that z = 0 without loss of generality. Then, it has been
proven that x̂n → 0. In what follows, we prove that un(x̂n)→ v(0). We begin by proving that lim supui,n(x̂) ≤
vi(0), for every i = 1, . . . , N .

Suppose that (passing to a subsequence if necessary) there exists a convergent subsequence within {x̂n}n.
Let us assume that the limit of this sequence is y.4 Since condition E holds for every x ∈ Nr, will hold for any
xn in the theorem, since xn ∈ Nr, ∀n. Recall that xn → 0. We can replace x by xn in inequality E above to
obtain:

ui,n(xn) ≤ ui,n(x̂n)+ < pi, xn − x̂n > +
1

2
(< Xixn, xn > − < Xix̂n, x̂n >) + 2δi

(
| xn |2 − | x̂n |2

)
Recall that by assumption, xn → 0 and that x̂n → y, then we can pass to the limit inferior when n→∞:

vi(xn) ≤ lim inf
n→∞

ui,n(x̂n)− < pi, y > −
1

2
< Xiy, y > −2δi | y |2 . (4.2)

On the other hand, by ii) in Proposition 4.10:

lim inf
n→∞

ui,n(x̂n) ≤ lim sup
n→∞

ui,n(x̂n) ≤ vi(y). (4.3)

The last inequality holds because x̂n → y and x̂n ∈ Θ, for all n.

Besides, since it is always true that v(x) can be approximated by v(0) using Taylor:

vi(x) ≤ vi(0)+ < pi, x > +
1

2
< Xix, x > +δi | x |2,

for x ∈ Nr. If we write y instead of x, given that y ∈ Nr as well

vi(y) ≤ vi(0)+ < pi, y > +
1

2
< Xiy, y > +δi | y |2,

or

vi(y)− < pi, y > −
1

2
< Xiy, y > −2δi | y |2≤ vi(0)− δi | y |2 .

Hence from (4.2) and using (4.3):

vi(0) ≤ lim inf
n→∞

ui,n(x̂n)− < pi, y > −
1

2
< Xiy, y > −2δi | y |2

≤ vi(y)− < pi, y > −
1

2
< Xiy, y > −2δi | y |2≤ vi(0)− δi | y |2

⇒ vi(0) ≤ vi(0)− δi | y |2⇒| y |2= 0⇒ y = 0, so that we have proven that x̂n → 0. By assumption ii)

lim sup
n→∞

ui,n(x̂n) ≤ vi(0). (4.4)

4Note that we have a sequence on a closed and bounded set, hence Cauchy Theorem applies.
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From our previous calculations in (4.2):

vi(0) ≤ lim inf
n→∞

ui,n(x̂n)− < pi, y > −
1

2
< Xiy, y > −2δi | y |2,

substituting y by 0:

vi(0) ≤ lim inf
n→∞

ui,n(x̂n)− < pi, 0 > −
1

2
< Xi0, 0 > −2δi | 0 |2= lim inf

n→∞
ui,n(x̂n). (4.5)

Then using (4.4) and (4.5)

lim sup
n→∞

ui,n(x̂n) ≤ vi(0) ≤ lim inf
n→∞

ui,n(x̂n)

⇒ vi(0) = limui,n(x̂n).

Next, we need to prove that

(pi + 4δix̂n +Xix̂n, Xi + 4δiI) ∈ J2,+
Θ ui,n(x̂n),

for every i and large n. By definition we have that

ui,n(x) ≤ ui,n(x̂n)+ < pi + 4δix̂n +Xix̂n, x− x̂n > +
1

2
< (Xi + 4δiI)(x− x̂n), x− x̂n > +o(| x− x̂n |2). (4.6)

Using (4.6), we need to obtain

ui,n(x) ≤ ui,n(x̂n)+ < pi, x− x̂n > +
1

2
(< Xix, x > − < Xix̂n, x̂n >) + 2δ

(
| x |2 − | x̂n |2

)
. (4.7)

That is, we need to go from (4.6) to (4.7). Let us tackle term by term as they appear in (4.6). The third term
on the right hand side of (4.6):

1

2
< (Xi + 4δiI)(x− x̂n), x− x̂n >=

1

2
< Xi(x− x̂n) + 4δiI(x− x̂n), x− x̂n >

=
1

2
< Xi(x− x̂n), x− x̂n > +2δi < x− x̂n, x− x̂n >

=
1

2
< Xix, x > −

1

2
< Xix, x̂n > −

1

2
< Xix̂n, x > +

1

2
< Xix̂n, x̂n >

+ 2δi < x− x̂n, x− x̂n > +2δi | x |2 +2δi | x̂n |2 −2δi < x, x̂n > −2δi < x̂n, x > .

Note that the last two terms are identical, so that we can write

2δi < x, x̂n > +2δi < x̂n, x >= 4δi < x, x̂n > .

The second term on the right hand side of (4.6):

< pi + 4δix̂n +Xix̂n, x− x̂n >

=< pi, x− x̂n > + < 4δix̂n, x > −4δi | x̂n |2 + < Xix̂n, x > − < Xix̂n, x̂n > .
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Plugging them together:

< pi + 4δix̂n +Xix̂n, x− x̂n > + 1
2 < (Xi + 4δiI)(x− x̂n), x− x̂n >

=< pi, x− x̂n > + < 4δix̂n, x > −4δi | x̂n |2 + < Xix̂n, x > − < Xix̂n, x̂n >

+ 1
2 < Xix, x > − 1

2 < Xix, x̂n > − 1
2 < Xix̂n, x > + 1

2 < Xix̂n, x̂n >

+2δi | x |2 +2δi | x̂n |2 −4δi < x, x̂n >

=< pi, x− x̂n > +2δi
(
| x |2 − | x̂n |2

)
+ 1

2 (< Xix, x > − < Xix̂n, x̂n >)

+ 1
2 (< Xix̂n, x > − < Xix, x̂n >)

In order to conclude, we need to prove that for every i

< Xix̂n, x >−→< Xix, x̂n > .

Xi is a symmetric matrix so that XT
i = Xi. Then

< Xix̂n, x >= (Xix̂n)
T
x = x̂TnX

T
i x,

and

< Xix, x̂n >= (Xix)T x̂n = xTXT
i x̂n.

In particular, since all matrices Xi are diagonal, we have that XT
i = Xi

x̂TnXix = xTXix̂n.

As a result, we have proven that inequalities (4.6) and (4.7) are identical.
Up to this point, it has been proven that one can find a sequence (pn, Xn) which converges towards (p,X)

in J2,+
Θ un(x̂n) coordinate by coordinate, that is

F (x̂, u(x̂), p,X) ≤ 0.

Let us proof next Lemma 4.9.

Proof of Lemma 4.9. Suppose z ∈ Θ and (p,X) ∈ J2,+
Θ w∗(x̂n). We need to prove that

F (z, w∗(z), p,X) ≤ 0.

Let us choose a sequence (xn, un) ∈ Θ ×F such that (xn, un(xn))→ (z, w∗(z)) and that lim supn→∞ un(xn) ≤
w∗(z), coordinate by coordinate. Then, by Proposition 4.10, ∃(pn, Xn) ∈ J2,+

Θ un(x̂n) for a given x̂n and

(x̂n, un(x̂n), pn, Xn) −→ (z, w∗(z), p,X).

Each un is a subsolution of F , that is,

F (x̂n, un(x̂n), pn, Xn) ≤ 0.



12 C. CAMACHO AND A. PÉREZ-BARAHONA

Passing to the limit, we obtain that

F (z, w∗(z), p,X) ≤ 0.

We face now the second step in the proof of Theorem 4.5. Suppose Ω ⊆ Θ ⊆ RN is open, u is a solution of
F ≤ 0, and its lower hemicontinuous envelope u∗ is not a solution of F ≥ 0. Let us remember that u∗ is defined
as

u∗(x) = lim inf
r→0
{u(y) : y ∈ Θ, | y − x |< r} .

In particular, let us assume that 0 ∈ Ω and that F (0, u∗(0), p,X) < 0 for some (p,X) ∈ J2
Ωu∗(0). Let us build

an approximation to u∗(0) choosing small and positive constants γi, δi ∈ R such that

ui,δi,γi(x) = u∗i(0) + δ+ < pi, x > +
1

2
< Xix, x > −γi | x |2 . (4.8)

By continuity, uδ,γ = (u1,δ1,γ1 , . . . , uN,δN ,γN ) is a solution of F ≤ 0 in Br = {x :| x |< r} for small and positive
r, δi, γi ∈ R.

Theorem 4.5 ensures that the supremum of the subsolutions is a solution. The theorem will be proven by
contradiction. Suppose that the supremum is not a solution, or that there exists a point at which it is not. Let
us take for instance 0 ∈ Ω and assume that ∃j ∈ {1, . . . , N} such that Fj(0, u∗(0), p,X) < 0.

Invoking continuity again, we can build a subsolution uδ,γ which is close to u∗(0). That is uδ,γ would need
to verify that

ui,δi,γi(x) ≥ u∗i(x) = u∗i(0)+ < pi, x > +
1

2
< Xix, x > +o(| x |2), (4.9)

for all i. The inequality in (4.9) is true because u∗ = lim inf{u(y) :| y − r |< r}. Then we apply Taylor’s
approximation of u∗i around 0.

Let us choose δi =
(
r2

8

)γ
for all i, then u(x) = uδ,γ(x) for r

2 <| x |< r, if r is sufficiently small.

Next, let us define U(x) = (U1(x), . . . , UN (x)) as

Ui(x) =

{
max{ui(x), ui,δi,γi(x)}, if | x |< r,

ui(x) otherwise.

By Lemma 4.9, since uδ,γ is a solution of F ≤ 0 and bounded, then U(x) is a solution of F ≤ 0 in Ω.
Note that in every neighborhood of 0, there are points such that U(x) ≥ u(x), i.e. Ui(x) ≥ ui(x) for i =

1, . . . , N . Indeed, we can build a sequence (xn, un(xn)) convergent to (0, u∗(0)) and then

lim
n→∞

(Ui(xn)− ui(xn)) = ui,δi,γi(0)− u∗,i(0) = u∗,i(0) + δi − u∗,i(0) = δi > 0.

We have proven the following lemma:

Lemma 4.11. Let Ω be open and u a solution of F ≤ 0 in Ω. If u∗ fails to be a supersolution at some point
z, i.e. there exists (p,X) ∈ J2,−

Ω u∗(z), for which F (z, u∗(z), p,X) < 0, then for any small κ > 0, there is a
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subsolution Uκ of F ≤ 0 in Ω satisfying

Uκ(x) ≥ u(x) and sup (Uκ − u) > 0,

Uκ(x) = u(x) for x ∈ Ω, | x− z |> κ.

We are ready now to prove Theorem 4.5, i.e. that

u∗ ≤W∗ ≤W ≤W ∗ ≤ ū∗,

and in particular

W∗ = W = W ∗ = 0, on δΩ.

Proof of Theorem 4.5. By Lemma 4.9, W ∗ is a subsolution of DP and by comparison W ∗ ≤ ū, where ū is a
supersolution (and a subsolution is smaller than a supersolution). By the definition of W :

W (x) = sup{w(x) : u ≤ w ≤ ū and w is a subsolution of DP},

W is a subsolution, so that W = W ∗.
Then, if W∗ was a supersolution, then the proof would be completed, because W∗ ≥ W ∗. On the one hand

because W∗ is a supersolution. On the other hand, by construction, W∗ ≤W ∗ ⇒W∗ = W ∗ = W .
Suppose that W∗ is not a supersolution at some point z ∈ Ω. Then we are in the premises of Lemma 4.11,

and it will be because ∃j ∈ {1, . . . , N} such that

Fj(z, u(z), p,X) < 0.

Then, we invoke Lemma 4.11 and build a function Wκ such that

Wκ(x) ≥W∗(x) and supΩ(Wκ −W∗) ≥ 0,

Wκ(x) = W∗(x), for x ∈ Ω, | x− z |> κ.

Since Wκ is a subsolution, u ≤ Wκ, and Wκ = 0 on δΩ. By comparison, since Wκ is a subsolution, Wκ ≤ ū.
Since W is the maximal subsolution between u and ū ⇒ Wκ ≤ W , which is a contradiction. Then, W∗ is a
supersolution.

4.3. An upper and a lower solution

In this section, we find suitable upper and lower solutions to O under given assumptions regarding the
parameter set and functional forms. First, we assume that technology is spatially homogeneous so that Ax(x, t) =

0 for all (x, t). Second, utility is measured via a CIES utility function with parameter σ, i.e. u(c) = c1−σ

1−σ . As a

result, consumption per capita is c =
(
Ahα−1r1−α)−σ. By definition we say that (h, r) is a lower solution to our

problem if

LS


ht − hxx +A1−α(1− σ) r(1−α)(1−σ)

h1+(1−α)(1−σ) hx ≤ 0,

rt − δA−σ
(

h
r

)(1−α)σ

≤ 0.
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Let us define h = h0 −Ht, and r = R, where R ∈ R is a real constant small enough and it will be properly
constrained later on. Regarding H, we require that

 H ≥ supx | h0,t − h0,xx +A1−α(1− σ)
r
(1−α)(1−σ)
0

h
1+(1−α)(1−σ)
0

h0,x |,

HT ≤ infx h0,

where T is the time horizon. Next, we prove that (h, r) = (h0 −Ht,R) is a lower solution. Replacing (h, r) in
the first equation of LS by (h0 −Ht,R), we obtain that

−H − h0,xx +A1−σ(1− α) R(1−α)(1−σ)

(h0−Ht)1+(1−α)(1−σ)h0,x

≤ h0,xx −A1−σ(1− α)
r
(1−α)(1−σ)
0

h
1+(1−α)(1−σ)
0

h0,x − h0,xx +A1−σ(1− α) R(1−α)(1−σ)

(h0−Ht)1+(1−α)(1−σ)h0,x

= −A1−σ(1− α)h0,x

(
r
(1−α)(1−σ)
0

h
1+(1−α)(1−σ)
0

− R(1−α)(1−σ)

(h0−Ht)1+(1−α)(1−σ)

)
,

which is negative under the assumptions we have made for H, whenever h0,x is positive and

R(1−α)(1−σ) ≤ inf
x

(h0 −HT ) inf
x

r
(1−α)(1−σ)
0

h
1+(1−α)(1−σ)
0

.

The second equation in LS trivially holds for (h, r) since rt = 0 and both h and r are positive. We turn our
attention to the existence of an upper solution. A couple (h̄, r̄) is an upper solution if

US


h̄t − h̄xx +A1−σ(1− α) r̄(1−α)(1−σ)

h̄1+(1−α)(1−σ) h̄x ≥ 0,

r̄t − δA−σ
(
h̄
r̄

)(1−α)σ

≥ 0.

Let us fix (h̄, r̄) = (h0 +Ht,R+ Γt). The second equation in US is satisfied whenever

Γ − δA−σ
(
h0 +Ht

R+ Γt

)(1−α)σ

≥ 0,

or

Γ ≥ sup
x,t

{
δA−σ

(
h0 +Ht

R+ Γt

)(1−α)σ
}

= sup
x

{
δA−σ

(
h0 +HT

R

)(1−α)σ
}
.

Regarding the first equation, our upper solution needs to verify then that

H − h0,xx +A1−σ(1− α)
(R+ Γt)(1−α)(1−σ)

(h0 +Ht)1+(1−α)(1−σ)
h̄0,x ≥ 0.
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We know that

H − h0,xx +A1−σ(1− α) (R+Γt)(1−α)(1−σ)

(h0+Ht)1+(1−α)(1−σ) h̄0,x

≥ h0,xx −A1−σ(1− α)
r
(1−α)(1−σ)
0

h
1+(1−α)(1−σ)
0

h̄0,x − h0,xx +A1−σ(1− α) (R+Γt)(1−α)(1−σ)

(h0+Ht)1+(1−α)(1−σ) h̄0,x

= A1−σ(1− α)h̄0,x

(
r
(1−α)(1−σ)
0

h
1+(1−α)(1−σ)
0

+ (R+Γt)(1−α)(1−σ)

(h0+Ht)1+(1−α)(1−σ)

)
,

which is positive if h0,x ≥ 0.

5. Numerical exercises

We come back to O, our motivating problem. In this section we illustrate numerically some of O’s spatial-
dynamic properties. First we explore the importance of initial endowments, both in terms of labor and the
environmental quality. Summarizing our results, we find on the one hand that initial differences in the distribu-
tion of population fade away with time. Indeed, since individuals move following the gradient of their welfare,
they will move towards areas providing higher welfare at a given moment in time. Migration smoothes out spatial
differences. However, on the other hand, we find that if the environmental quality is not evenly distributed it can
trigger everlasting inequalities. Lasting inequalities stem from the non-mobility of the environmental quality.
These two first exercises consider three different levels of diffusion. Our results show that diffusion does not
play a major qualitative role. Instead, its role is mainly quantitative, accelerating or decelerating the dynamics
of population.

Our third and fourth exercises analyse the roles of heterogeneity in total factor productivity and in envi-
ronmental sensitivity. These simulations illustrate the existence of opposite migration forces. We distinguish
between primary forces that privilege the agglomeration of individuals to increase production, and secondary
forces that affect individuals utility in various ways, such as technological disparities.

Finally, our last simulation examines the dynamics of an economy in which individuals’ welfare depends not
only on consumption but also on the environmental quality.

In order to simulate our model, we consider a standard discretization of O. Space is the interval [0, 5] and
the time span is [0, 60]. Regarding the choice of our functional forms, we consider that the production of the
unique good is described by a Cobb-Douglas function:

Y (h, r) = Ahαr1−α, (5.1)

where A stands for total factor productivity and α ∈ (0, 1) is the share of labor in production. In all exercises
but in 5.3, A is homogeneous in time and in space. In particular, we assume there that A ≡ 1.

We assume a constant elasticity of substitution utility function

u(c) =
c1−σ

1− σ
,

where σ ∈ R. From Section 4.3, we know that problem O endowed with the production and utility functions
as described above verifies the premises of Theorem 4.5. As a consequence, we can ensure the existence of a
solution to our problem.

In the first two exercises we inspect three different degrees of diffusion d, d ∈ {0.0075, 0.015, 0.5}. The bench-
mark level of population mobility across locations is represented by the intermediate value for d, d = 0.015.
Setting tighter barriers to migration will divide this coefficient by half, i.e., d = 0.0075. Finally, the case d = 0.5
stands for a high degree of mobility in which half of the individuals willing to migrate succeed. Table 1 assembles
the values adopted in our simulations for the other parameters.
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Table 1. Parameters values.

σ Utility parameter 0.75
γ Regeneration parameter 0.008
δ Damage parameter 0.02
α Output elasticity 0.75

Figure 1. Heterogeneous h(x, 0). Benchmark case.

Figure 2. Heterogeneous h(x, 0). Left: d = 0.0075. Right: d = 0.5.

5.1. Heterogenous initial population

Let us first study the case of an economy where the initial population is not uniformly distributed across
locations. In particular, we assume that the first half of space is less populated than the second half:

h(x, 0) =

{
50, if x ∈ [0, 2.5),

100, if x ∈ [2.5, 5].

Note that in this first exercise the only source of spatial heterogeneity is the initial distribution of the population.
Our results are displayed in Figures 1 and 2.

Figure 1 considers the intermediate level of population mobility (d = 0.015). The diffusion mechanism due
to utility differentials across locations tends to homogenize both population and environmental quality. This is
particularly evident when one examines the effect of the degree of population mobility. Figure 2 compares the
situations of low (on left hand side) and high (on the right hand side) mobility. In contrast to Figure 1, greater
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Figure 3. Heterogeneous r(x, 0). Benchmark case.

Figure 4. Heterogeneous r(x, 0). Left: d = 0.0075. Right: d = 0.5.

mobility of population reduces transitional spatial disparities. However, barriers to migration significantly foster
spatial inequalities.

5.2. Heterogenous initial environmental quality

In order to further investigate the role played by spatial mobility, we study the case of an initial unequal
distribution of the environmental quality, which represents the unique source of spatial heterogeneity in this
exercise:

r(x, 0) =

{
20, if x ∈ [0, 2.5),

10, if x ∈ [2.5, 5].

Figure 3 describes the evolution of population and environmental quality in the benchmark scenario. Notice
how the spatial inequality of resources increases with time. The inequality in environmental quality nurtures
population asymmetries across locations. The persistence of spatial asymmetries is consistent with the formation
of spatial patterns. As Smith et al. [35] and Camacho and Pérez-Barahona [12] point out, the underlying
mechanism is a “flux equilibrium”, where the diffusion flux can maintain a spatially heterogenous equilibrium.
As in the previous section, diffusion forces play an important role to reduce spatial population heterogeneity.
Our simulations show that facilitating population mobility significantly reduces spatial disparity in population
(see Fig. 4). Nevertheless, the evolution of the environmental quality is similar to Figure 3. Initial disparities in
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Figure 5. Permanent technological gap.

the environmental quality do not disappear with time but they accrue instead. This actually true even under
situations of a high degree diffusion.

5.3. Heterogenous technology

In order to investigate the impact of technological spatial differences in the economy we modify parameter A,
which represents the total factor productivity of each location. We divide the geographical space in two halves.
The total factor productivity of locations in the first half of the space is 75% of the level of this technological
parameter for locations in the second half:

A(x, t) =

{
0.75, if x ∈ [0, 2.5),

1, if x ∈ [2.5, 5].

for every t. Results are displayed in Figure 5.
At the beginning of the simulation individuals agglomerate around the spatial center. We clearly observe a

confrontation of opposite migration forces. On the one hand, there is the technological gap force that would
induce individuals to move towards the technologically advanced region in order to benefit from higher consump-
tion. On the other hand, there are geographical primary forces. As a matter of fact production can also increase
by accumulating labor for a given technological level. For our parametrization geographical forces prevail. Then,
population agglomerates in the geographical center. Since our individuals are myopic and non-coordinated, they
generate a drop in consumption per capita. After this transitional phase, the technology gap motive overcomes
the agglomeration force and individuals start moving towards the technologically most advanced region.

Although not obvious from the population picture in Figure 5, the initial massive outflow of population
relatively empties the left border. As a consequence, we observe the temporal emergence of a small region in
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Figure 6. Temporary technological gap.

that border, which offers the maximum level of consumption per capita in the entire economy. Once this region
emerges, individuals move in to benefit from this enhanced consumption. As a result, the advantage smoothes
out with time.

In the long-run locations with the better technology attract most of population. Indeed, there is an upward
jump in population from the least to the most advance region as from t = 50. A permanent technological gap
induces permanent inequalities in population distribution. Notice that inside each region the distribution is not
uniform either. Population is higher the closer we get to the center. Individuals still seek to agglomerate in
order to increase production, moving towards the center. Let us finally underline that consumption per capita
is higher in the region endowed with the less performing technology.

Next, we study the case where the technological gap is not permanent. In this scenario the technologically
backward region catches up with the most advanced region:

A(x, t) =

{
1− 0.25e−0.005t, if x ∈ [0, 2.5),

1, if x ∈ [2.5, 5].

for every t. At the beginning the trajectories for population and the environmental quality are qualitatively
similar to the case of permanent technological gap (see Fig. 6). That is, individuals start by agglomerating
around the geographical center. The agglomeration attains its maximum population at t = 5, losing population
from that moment onwards. The agglomeration lasts less than when the shock was permanent. From t = 5
individuals move towards the technologically more advanced locations. At t = 50, we find that population
attains a maximum at the left border and it decreases smoothly towards the right border. As time passes,
technology equalizes across locations and population starts moving back towards the right, once the advantage
of the far-left disappears.
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Figure 7. Heterogeneous sensitivity to pollution.

5.4. Heterogenous environmental sensitivity, δ

Here, we analyse the case of an economy in which the environment reacts differently to production. The effect
of production on the environmental quality is captured in our model by parameter δ, which becomes spatially
heterogeneous as follows:

δ(x, 0) =

{
0.02, if x ∈ [0, 2.5),

0.1, if x ∈ [2.5, 5].

Results are displayed in Figure 7. As in the previous exercise, we also identify the confrontation of opposite
migration forces: the usual primary geographical force and a secondary force represented by the spatial hetero-
geneity of the environmental sensitivity. As it is clear from Figure 7 population does not agglomerate in the
region with the highest environmental quality. Then, in contrast to the previous simulation, we can conclude
that both migration forces prevail.

5.5. Including resources in the utility function

Let us assume that the utility function depends on consumption and on environmental quality according to
the following law:

u(c, r) =
c1−σ

1− σ
r1−ξ

1− ξ
,
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Figure 8. Resource dependent utility. Heterogenous continuous initial resource.

where ξ = 0.0005. We assume that initially population is uniformly distributed across space, namely that
h(x, 0) = 100. However, environmental quality is unequally distributed in a continuous manner:

r(x, 0) =

{
8 + 2e0.01(x−2.5), if x ∈ [0, 2.5),

10, if x ∈ [2.5, 5].

Figure 8 describes our results. Let us underline several novel features that this exercise reveals. Our exercise lets
us observe that when individuals care about the environmental quality, they tend to preserve the environment.
Surprisingly, without any policy maker or environmental recommendation, when individuals care about the
environmental quality, they restrict their migratory flow towards better endowed locations. The reason behind
is the interaction between the individuals’ myopia regarding the spatial consequences of their actions and the
substitutable between consumption and environmental quality.

Notice finally that, in line with Volpert et al. [39], migration waves emerge in the long-run. We understand
waves as the final result of the confrontation of the migration forces.5

6. Conclusions

In this paper, we have built a model, which explains migration as founded on welfare differentials. Here,
individuals react to the gradient of their indirect utility rather than to the gradient of salaries as in the original

5If the environmental quality is initially unequally distributed but with a step, the economy develops travelling waves in the
medium term. These waves’ length increases fast with time and the solution degenerates becoming unfeasible. Therefore, in order to
obtain sensitive results we introduce heterogeneity in the environmental quality in a smooth manner. For similar reasons, we need
to recalibrate the utility function. Indeed, keeping σ = 0.75 generates unstable waves, and this for all parameter configurations we
have tried. For this reason, we have set σ = 0.5 in this exercise.
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law. Under standard assumptions on the utility function, we can prove the existence of solution for each initial
distribution of human capital and natural resources. We have analyzed the corresponding dynamics of human
capital and environmental quality. In particular, we numerically find that barriers to migration significantly
shape the geography of the economy.

The framework constitutes a first stone of a more sophisticated world description. A possible extension
could also allow for mobility of natural resources. Previous papers have pointed out role played by the spread
of pollutants or fishery resources to explain many spatial patterns observed in reality. Based on the spatial
generalization of the Ramsey model (see, for instance, [8]), Camacho and Perez-Barahona [12] provide a spatial-
dynamic framework to study the optimal use of land, encompassing land-use activities and environmental
degradation. They focus on the spatial externalities of land-use management as drivers of spatial patterns: land
is immobile by nature, but local actions affect the whole space since pollution flows across locations resulting
in environmental damages. This stylized model manages to reproduce a great variety of spatial patterns related
to the interaction between land use activities and the environment. More specifically, in line with Costello and
Polasky [13], they show that the spatial connectivity together with the particular characteristics of each location
can economically rationalize the creation of temporal or permanent natural reserves. A future direction to follow
could include the interaction between population movements and the spatial distribution of natural resources.
We also leave for further research the question of optimal population dynamics. In contrast to our simple set-up,
this would require to consider a policy maker that maximizes aggregated welfare. She would take into account
the consequences that her choices will have on the dynamic evolution of human, physical and environmental
capital.
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